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Abstract— Cellular automata represent a computational method for cellular automata called the cellular program-
model that is based on updating the states of the cells, ming. He demonstrated the successfulness of this approach t
that are arranged in a regular structure, by means of local — g4ye some typical problems related to the cellular autamat
interactions between the cells. Cellular automata have often L .
been utilized as a developmental model in engineering areas to e.g._ synchronization, ordering ‘?f the random ”Um_ber gen-
solve many complex problems. In the area of the evolutionary €ration. In the recent years, scientists have been inegtest
algorithms, cellular automata can be applied as an indirect in the design of cellular automata for solving differentksas
mapping between genotypes and phenotypes. In the recent ysing the evolutionary algorithms. Dellaert et al. introdd
years, this approach has successfully been applied on the 5 method for the evolutionary development of complete
evolutionary development of digital circuits at the gate level. .

Combinational multipliers represent a class of circuits that autonomous agents using random boolean networkg. In fact,
is usually considered as hard task for the design using the random boolean network can be understood as a binary cel-
evolutionary techniques. In our previous research regarding lular automaton whose cellular neighborhood is not limited

the cellular automata-based development, 2x2-bit multipliers py the structure of the automaton. The successful evolu-
were successfully evolved using this approach. Combinational tionary development was presented that constructs coenplet

multipliers have been chosen in this paper to demonstrate ¢ ts which f the line following task [4
capabilities of an advanced developmental system that allows 2Utonomous agents which perform the line following task [4]

to apply cellular automata of different sizes in order to design Corno et al. applied the cellular automaton as a generator of
larger instances of this kind of circuits. In the experiments the binary test vectors for BIST (Built-In Self Test) units t

presented herein, the 2x3-bit and 3x3-bit multipliers will be  detect stuck-at faults inside a Finite State Machine dircui
considered which represent the first case when such instances According to the results presented in [5], this method is

of multipliers have been successfully developed at the gate level ble t the fault that b hieved
using cellular automata. The proposed developmental model able to overcome the fault coverage thal can be achieve

is investigated in detail with respect to the success rate of USIiNg current engineering practice. Nandi et al. studied th
the evolutionary experiments for different experimental setups theory and applications of cellular automata for synthesis

(such as the cellular automata size, the n_umber of cell states easily testable combinational logic [6]. Miller investige
and developmental steps). Moreover, it will be demonstrated ha nroplem of evolving a developmental program inside a
that different ways of connections of the circuit outputs can be . b . .
utilized without a significant influence on the successfulness of cell to Cr?a_te multicellular organism O_f arb!trary Size an.d
the evolutionary process. characteristic. He presented a system in which the organism
organizes itself into well defined patterns of differerdiht
. INTRODUCTION cell types (e.g. the French Flag) [7]. Tufte and Haddow
In the area of evolutionary design, the biologically inspir utilized a FPGA-based platform of Sblocks [8] for the online
development has often been utilized as indirect constracti evolution of digital circuits. The system actually implemte
process of the target objects. This has been accomplished #ycellular automaton whose development determines the
means of algorithms that were designed using the evolutiofunctions and interconnection of the Sblock cells in order
Cellular automata represent one of the methods to perforto realize a function. Note that the evolutionary algorittem
the so called computational development inspired by prinitilized to design the rules for the development of the ¢atlu
ciples observed in biology (e.g. cell division, differeaiton  automaton [9].
and growth). In addition to their original purpose —the stud In this paper we present an approach that allows to
of the behavior of complex systems and simulation of thosgenerate combinational multipliers at the gate level. W wi
biological phenomena [1] — cellular automata represent show that by increasing the number of cells of the cellular
universal computational model applicable to various fieldautomaton larger multipliers can be developed (note that
[2]. The detailed survey of the principles and analysis ofluring our previous research, only 2x2-bit multipliers aer
various types of cellular automata and their applicationsuccessfully designed using the cellular automata thagsss
(including emulation of circuits and computer systems) ishe same number of cells as the number of input of the target
summarized in [3]. circuit [10]). We will investigate the impact of the cellula
Sipper [2] investigated the computational properties &f ceautomata size (i.e. the number of cells) on the success rate
lular automata and proposed an original evolutionary desigf the experiments. Finally, it will be shown that different
Michal Bidlo and Zdegk Veicek are with the Faculty of Information ways of connection of the outputs of the multipliers can be
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The paper is structured as follows. Section Il summathe cells of the CA. The next state of a given cell depends
rizes the basic principles of the biological developmerd anon the combination of states in the cellular neighborhood.
highlights the aspect which represent the crucial featofes In this paper the cellular neighborhood of each cell coasist
the computational development. Section Ill summarizes tref the cell itself and its two immediate neighbors. Cyclic
basic principles of the cellular automaton that will beiggtd  boundary conditions of the CA will be considered, i.e. the
in the experiments. In Section IV the cellular automataleft neighbor of the first cell is the last cell of the CA and
based developmental model is described by means of whitle right neighbor of the last cell is the first cell of the CA.
the combinational multipliers will be generated. Section Vlhe local transition function defines a next state of the cell
provides the information on the evolutionary system setupeing updated for every possible combination of statesen th
and the configuration of the developmental process witbellular neighborhood. Let us denatecocs — ¢, as a rule
respect to the construction. Section VI provides the olethin of the local transition function, where cacs represents the
results and discussion. Finally, concluding remarks avergi combination of states of the cells in the cellular neighlooxh
in Section VII. and ¢,, denotes the next state of the middle cell. In case of
uniform cellular automata, that will be applied in this pape

the local transition function is identical for all the cells
In nature, the development is a biological process of on-

togeny representing the formation of a multicellular oigem V- PROPOSEDCA-BASED DEVELOPMENTAL SYSTEM

from a zygote. It is influenced by the genetic information of A CA-based developmental model will be utilized to
the organism and the environment in which the developmeggnerate combinational multipliers at the gate level. This
is carried out. model is based on the approach introduced in [10].

In the area of computer science and evolutionary algo- A logic gate is assigned to each rule of the local transition
rithms in particular, the computational development haanbe function that will be generated by the cells during the CA
inspired by that biological phenomena. Computational Hevedevelopment. Therefore, in general, the rule of the local
opment is usually considered as a non-trivial and indiredtansition function possesses the founcacs — ¢, : f i1 iz,
mapping from genotypes to phenotypes in an evolutiorwhere the part on the right of the colon specifies the function
ary algorithm. In such case the genotype has to contafd) of the gate to be generated and the indices of its two
a prescription for the construction of target object. Whildnputs §1,i2). Since we consider 3-cell neighbourhood of
the genetic operators work with the genotypes, the fitneggch cell (i.e. the next state of a cell depends on the present
calculation (evaluation of the candidate solutions) isligpp state of this cell and the states of its immediate neighbours
on phenotypes created by means of the development. Th@ the left and right side), the state space that determines
principles of the computational development together with the number of different rules of the local transition fuocti
brief biological background and selected application a6 th can be calculated asules.ount = s*, where s denotes
bio-inspired approach are summarized in [11]. the number of possible cell states. The developmental step

The utilization of the computational development is mois considered as the calculation of the next state for each
tivated by the fact that natural development is one of theell of the CA. The gate to be generated is specified by
phenomena which is primarily responsible for the extraorthe rule that is applied to determine the next state of the
dinary diversity and sophistication of living creaturesid  cell depending on the combination of states in the cellular
assumed that the computational development (inspired Bygighborhood. Therefore, one level of the circuit is getezta
natural development) in connection with an evolutionary alin one developmental step of the CA. In case of the first
gorithm might be utilized to achieve the evolution of comxple developmental step, the inputs of the gates being generated
artificial objects and other objectives desired by evohdiy are connected to the primary inputs of the target circuit.
design systems, including evolvability, adaptation, tetion, ~Otherwise the gate inputs are connected to the outputs of the
repetition or robustness (as discussed in [12]). Several rgates generated in the previous developmental step, which
searchers have dealt with the development applied to thk figgorresponds to thé — back parameter of the value 1 if the
of digital circuits, e.g. [13]. In fact, Tufte’s work represts ~cartesian genetic programming is considered [14].
one of the few cellular automata-based models applied to theThe enhancements of the developmental model (in com-
design of digital circuits. However, the approach presegnteParison with the approach introduced in [10]) lies in the uti
in [9] involves higher-level functions by means of which thdlization of higher number of cells of the CA than the number
target circuits are implemented. of primary inputs of the circuit to be developed. Obviously,
we will consider only the case when the number of cells is
greater than the number of inputs of the circuit. Since this

The fundamental principle of CAs is as follows [1]. A feature enables to select different ways of connection ef th
cellular automaton (CA) consists of a regular structure aofircuit outputs, we will investigate this issue in more deta
cells, each of which can possess one state from a finite setinforder to determine its impact on the successfulness and
states at a given time. The states are updated synchronoustynputational effort of the evolutionary process.
in parallel according to a local transition function. Letaasdl A suitable method of connection of the gates to the
a developmental step of the CA the synchronous update of allimary inputs in the first developmental step must be

II. DEVELOPMENT

IIl. CELLULAR AUTOMATA



considered because of different number of gates that can ik
generated in a developmental step. The following approach
will be utilized. Let N be the number of inputs of the circuit
(and also the number of outputs because multipliers possegs
the same number of inputs and outputs) @\dhe number

of cells of the CA. IfC’ > N, the index range of the primary 3
inputs is lower than the index range of the gates generate
by the cells. In order to ensure correct connection in the firs —
developmental step, the modulo operation will be utilized
For example, if an input of a gate has its input specified by
the index 10 and a 6-input circuit ought to be developed6
this input of the gate will be connected to the primary input
of the index4 = 10 mod 6 (i.e. the range of cell indices (a) (b) (© (d)
0...9 is mapped into the range of input indicés..5. The

number of gates generated in the next developmental Stéjﬁ% 1. Configurations for different outputs selectionsistrated on the
xample of 4-output circuit developed by a 7-cell cellulatoamaton.

is equivalent, therefore, the inp_UtS of the gates generiarte_d The pins with arrows denote the selected outputs. (a) Sefeftom the
a developmental step can be directly connected to the giveeginning of the index range, (b) selection from the middd, selection

outputs of the gates generated in the previous developmerﬁaﬁe”}ntggxigigae”d (d) selection of outputs that are spreadasguvithin
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step.

The _spef:med outputs of the gates ger_lerated in the last Sate Thputs | Description
step will directly be connected to the primary outputs of [ AnxD a,b | two-nput AND gate
the circuit. However, because the number of cells of the | 1:OR a,b | two-input OR gate
CA is greater than the number of outputs of the circuit, | 2XOF a,b_| two-input exclusive R gate
there are several variants of what outputs of the gates will S NAND | a.b | twoinput NAND gate

; . p o g. 4: NOR a,b two-input NOR gate
be considered as primary outputs of the circuit. Since the [ 5. NXOR | «,b | two-input gate of equivalence functioh
number of gates exceeds the number of primary outputs of | 6: /DA a, & O?BHbitf_buff_er (identity function)
H H H of the first |nput

the circuit, there are more op_tlons how to connect these | ———~ =5 one-bit buffer (identity function)
outputs to the gates generated in the last developmenfal ste of the second input
Four different ways of connection will be investigated iisth TABLE |

paper: (1) the OUtpUtS are ConSidered at the beginning Of thEATES UTILIZED FOR THE DEVELOPMENT NOTE THAT & REPRESENTS
range of the cell indices, (2) the outputs are considered at

the middle of the range, (3) the outputs are considered at the
end of the range and (4) the outputs are considered to be
regularly spread within the range of the cell indices. In the
second variant, the starting index of the outputs corredpon
to the integer valuéC' — N)/2 and the last output possesse
the index (C — N)/2 + N — 1. In the fourth variant, a
special multiplicatorP (an integer parameter) is introduced
to determine the number of cells of the CA according to th
number of inputs of the multiplier a8 = P-(N —1)+1in
order to ensure regular spreading of the outputs into thexnd
range greater than the number of outputs. In addition, th
parameter will be utilized to determine the number of cell : .
of the CAs considered in the experiments for all the varian%erformed because, in general, the number of inputs may

i i L e smaller than the number of cells of the CA). The next
of the outputs selection and the sizes of the multiplierseto bst]g;\te of the second cell in computed according to the rule

developed. Figure 1 shows an example of selecting outputsP1 0 —2:AND 0 1, generating theAN D gate whose
a 4-output circuit developed by means of a 7-cell CA. NotcianputS are connected t(; the primary inpQtszod 4 — 0 and

thatf’ = 2 in this example, therefore, the cellular automatoq mod 4 = 1. The same principle is applied to generate the
consists ofC' =2- (4 —1) +1 =7 cells. other gates in the first developmental step. After the fieg st

Table | shows the set of gates utilized for the experimenige state of the CA i® 2 1 1. In the second developmental
presented in this paper. step, for instance, th&(OR 2 3 is generated by the rule

Figure 2 shows an example of the cellular automatof 2 1 — 1 : XOR 2 3 and the identity function of the
generating two-level 2x2-bit combinational multiplierhd first gate input {DA 1) is generated according to the rule
primary inputs of the multiplier and the cells of the CA2 11 — 1 : IDA 1 0. Note that the input index O is
are denoted by the indices 0, 1, 2 and 3. The developmemianingless since the IDA gate passes only the first input
of the circuit is performed as follows. At the beginning of(labeled by 1) which is connected to the output of th&y D

AN UNUSED INPUT.

the development, the CA is initialized by a suitable initial
Sstate, in this casé 1 0 0. Considering the cyclic boundary
conditions, the state of each cell is updated accordingeo th
local transition function (Fig. 2a). During the first develo
fhental step, the actual stateof the first (top) cell is updated
according therul® 11 — 0: AND 2 3. The AND gate is
enerated having its inputs connected to the primary inputs
mod 4 = 2 and 3 mod 4 = 3 (the modulo operation is



gate generated by the cell 1 in the previous developmeni istate rule 0 rule 1
step. After the next (and last, third) developmental sthp, t
circuit is completed and the outputs of the gates generat{ 100 1 I 0112 1021 <
in this step represent the primary outputs of the multiplier

Fig. 3. A chromosome consists of the initial states of the CAde@tolved
(denoted as istate) and the set of rules of the local tramsftinction. Each
rule contains the next state, gate function and indices ofitwuts of the
gate respectively. The combinations of states in the cellwéghborhood
are encoded implicitly by the indices of rules in the chromosome

mutation rate was chosen in order to enable a larger change
in the genome because no crossover operator is applied. The
experiments showed that if only one gene per chromosome

001—-1:AND12 011—0:AND 23 is mutated, then the convergence of the evolution is very

021—-1:X0OR23 100—1:AND30 slow. Therefore, up to 6 genes per chromosome may be

102—2:IDA01 110—-2:ANDO1 mutated. This number represents a sufficiently large part of

112—-2:XOR30 122—0:IDA33 genome undergoing changes in order the evolution converges

211—-1:IDA10 221—1:IDB02 in a reasonable time while preserving a good success rate in
(0) different sorts of experiments.

Fig. 2. Example of the circuit development using a cellularoeton The fitness function is calculated as the number of correct
from the initial state 1100: (a) developed 2x2-bit multipli¢h) a part of ~output bits of the target circuit using all the binary testve
local transition function of the CA applied to developmentted multiplier.  tors. For example, if a 4-input circuit ought to be develgped
there are2* test vectors. Therefore, the fitness of a perfect
solution possessing 4 primary outputs equaz* = 64. The
] ) ) - number of developmental steps for developing a working
The simple genetic algorithm was utilized for the evogijrcyit (i.e. the number of steps after which the resulting
lutionary design of the cellular automaton that generates Grcuit is evaluated) is determined on the basis of the delay
specified circuit. The objective is to evolve the initialtsta of conventional multipliers designed at the gate level.
of the CA and the local transition function. The form of the The experiments were performed on common PCs running
chromosome is shown in Figure 3. The rules of the transitioRedHat-based Linux operating system. The hardware config-
function are represented by a 4-tuples, each of which cositaiyration consists of a 2.0 GHz processor and 512 MB RAM.
the next state of the cell, the function and the indices ofyn Grid Engine (SGE) system was utilized so that several

inputs of the gate to be generated when the rule is activatgfgependent experiments could be run on different PCs in
The index (position in the genome) is specified implicitlypara”eL

by means of the value expressed by the number representing
the combination of states in the cellular neighborhood. The  VI. EXPERIMENTAL RESULTS AND DISCUSSION
base of this number equals the number of possible states ofThe goal was to design a uniform cellular automaton (i.e.
the cell. Therefore, if we consider the general form of théts initial state and the local transition function) by msan
rule ¢c; co ¢cs — ¢, @ f i1 iz, Only the part on the right of which a working multiplier of a given number of inputs
of the arrow is encoded in the genome. For example, if eould be developed. Two sets of experiments were conducted,
cellular automaton with 2 different states and the cellulaconsidering the development of 2x3-bit and 3x3-bit mul-
neighborhood consisting of 3 cells ought to be evolved ghetipliers. We tried to develop as large circuits as possible
are2? rules of the local transition function. Consider the ruleusing the proposed model. The evolution of 2x3-bit and
011—0:XORO0 1. Since the combination of statésl 1  3x3-bit multipliers exhibits a reasonable computatiorfadre
corresponds to the binary representation of number 3, thikat allows us to perform sufficient number of experiments
rule will be placed in the chromosome at the position 3 ofor several different experimental setups that allows us to
the local transition function. Note that the rule is encoded identify suitable setup parameters and their impact on the
a sequence of integefs2 0 1. success rate of the evolutionary process. In each set of
The population consists of 200 chromosomes which amexperiments, different sizes of the cellular automata ket
initialized randomly at the beginning of evolution. The @hr denote it W), number of possible states of the cells (S), and
mosomes are selected by means of the tournament operat@ys of connections of the outputs of the multipliers were
with the base 4. The crossover operator is not applied. Tleensidered. Let us denote the outputs connections by the
following mutation operator is utilized. In each chromosom abbreviations as follows: the connection at the beginnihg o
selected by the tournament operator, 6 genes are chosbe gate sequence (B), the connection at the middle of the
randomly and each of them is mutated with the probabilitgate sequence (M), at the end (E) and the spread outputs (P).
0.96. A gene is understood as a single value representifrgr each setup of these parameters, the 2x3-bit combiradtion
the state or the gate function or the input index. The higmultipliers were developed using 3 and 4 developmental

V. EVOLUTIONARY SYSTEM SETUP



steps (corresponding to the delay of the resulting cirguits
and the 3x3-bit multipliers were developed using 4 and 5

developmental steps. These values showed to be suitable toM

develop a working multiplier of the given size by means of
the cellular automaton, using the building blocks from ¢abl
l.

TABLE Il

SUMMARY OF THE SUCCESS RATE AND AVERAGE NUMBER OF

GENERATIONS FOR THE EXPERIMENTS OF EVOLUTION OBX3-BIT

ULTIPLIERS USING CELLULAR AUTOMATA. SEVERAL DIFFERENT
NUMBERS OF CELLS(DENOTED BY W) WERE CONSIDERED FOR EACH
SIZE OF THECA THE NUMBER OF CELL STATES(S) AND THE NUMBER

Th . tal Its d trate th f tl%)F DEVELOPMENTAL STEPYT) WERE DETERMINED EXPERIMENTALLY.
€ expenimental resufls demonstraté € SUuCcess o %IFFERENT WAYS OF CONNECTION OF THE CIRCUIT OUTPUTS WERE

development of 2x3-bit and 3x3-bit multipliers at the gate
level which confirmed our initial assumption that larger

INVESTIGATED (P, S, M, E).

multipliers can be developed by increasing the number of
cells of the CA. We were not able to obtain such sizes

w

success rate (%) avg. # generations
P S M E P S M E

of multipliers using the original developmental model [10]
One of the best 3x3-bit multiplier developed by means aof
this approach is shown in Figure 4. This circuit has been
optimized by removing the meaningless gates (e.g. AND

9

gates containing identical inputs, gates whose outputs are

not connected to any input of another gate or primary outp

8 7 12 9| 157k 106k 156k 162k
5 4 3 6 | 145k 182k 172k 177k
40 55 54 48| 105k 90k 113k 93k
54 52 56 53| 102k 98k 107k 102k

63 64 53 62| 77k 66k 72k 69k
90 88 93 92| 45k 48k 45k 56k

it
etc.). After this optimization, 30 gates are needed and thet>

resulting multiplier possesses delay of 5 gates. Although
this result is not optimal in comparison with the best known
solution, it represents a significant contribution of thagppr

because such size of multipliers has not been obtainedéefor

16 23 17 17| 167k 152k 139k 125k
15 12 14 7| 146k 167k 146k 144k
69 72 68 60| 90k 97k 85k 85k
87 81 77 78| 73k 84k 84k 68k
92 80 77 76| 73k 66k 56k 66k
96 97 98 99| 41k 31k 36k 39k

using the cellular automata.
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17 24 23 24 17| 161k 157k 139k 142k
19 14 12 21| 166k 175k 152k 146k

68 67 57 75| 103k 90k 109k 95k

91 85 79 92| 82k 83k 76k 76k

94 84 87 86| 83k 66k 73k 63k

99 97 100 99| 34k 37k 37k 33k

21 19 24 22 25| 135k 124k 165k 152k
21 14 16 20| 174k 135k 164k 160k

65 74 63 75| 91k 88k 81k 89k

96 87 85 83| 77k 78k 72k 76k

88 93 87 90| 69k 67k 66k 69k

100 97 98 100 32k 32k 38k 37k

25 25 25 16 19| 122k 135k 142k 152k
24 15 11 24| 144k 136k 155k 135k

64 69 71 76| 85k 97k 82k 107k

B b wd w00 Dd DD DD WD W+

96 91 87 90| 69k 77k 67k 89k
91 90 88 87| 70k 80k 74k 76k
99 98 99 98| 39k 33k 43k 35k

Fig. 4. One of the best 3x3-bit multipliers developed by mednsetular
automata designed by the evolutionary algorithm. Note ttetithangement
of the gates against the structure generated by the cellslteed by the
optimization (i.e. removing the unused and meaningless ga$drmed
by our visualisation software.

As the results show, the success rate exceeds 90% in
many cases of experiments related to the development of

For each experimental setup (i.e. different values of pa&x3-bit multipliers (see Table Il). If four states (S=4) are
rameters W, S, T, size of the target multipliers and thetilized, the success rate is much higher (even severakjime

way of outputs connection) 200 independent runs of the comparison with the experimental setup possessing S=3.
evolutionary process were executed. If no solution is fount the setups of S=4 and S=5 are compared, the increase of

in 250k generations in case of 2x3-bit multipliers and irthe success rate is lower. Surprisingly, the size of the CA

1M5 generations in case of 3x3-bit multipliers, the evalnti does not lead to any significant increase of the success rate.
is stopped. The success rate and the average numberlmsome cases the larger CA even causes a worse success rate

generations needed to evolve a working solution were mear comparison with the smaller CAs. It is interesting beeaus
sured. The experimental results for the evolution of 2X3-bithe higher number of cells (in comparison with the number
multipliers are summarized in Table Il and for the evolutiorof circuit inputs) just enabled to design larger multiptier

of 3x3-bit circuits in Table Ill.

Note that very good success rates have already been achieved




TABLE Il

SUMMARY OF THE SUCCESS RATE AND AVERAGE NUMBER OF
GENERATIONS FOR THE EXPERIMENTS OF EVOLUTION OBX3-BIT
MULTIPLIERS USING CELLULAR AUTOMATA. THE COLUMNS HAVE THE
SAME MEANING AS IN TABLE II.

with 13 cells of the CA, if larger sizes of the CA is used, the
success rate exhibits only small improvements. It is pdessib
to observe similar behavior in the average number of gene

velopmental steps and larger CAs were needed to evolve
working solutions (see Table I1ll). In case of 4 cell states,
only a few of functional multipliers were developed. In most
cases, the evolution failed even in 1M5 generations using
this experimental setup. However, it is possible to achieve

success rate (%) avg. # generations significantly better success rate for the number of states
wis T/ Pp s M E| P S M E| 5 and higher. In addition, as evident from Table Iil, the
p4 500 0 0 0 i ) i . success rate increases with increasing the size of the CA
60 0 0 0 i ) ) ) in most cases. For example, the 26- and 31-cell CAs with 6
5 51 1 1 3806k IM 1M 660kl  giates that construct 3x3-bit multipliers in 6 developraént
61 o 0 3 2 i - 818k M steps can be evolved with the success rate exceeding 70%
6 Z ig lf) 2 13 gg'; ;git Zigt 813‘ which is a perfect result if the complexity of the CA-based
T2 =1 o " o Ry - - cons_tnljcno.n process and the gate-leyel structure of these
el o o 1 o ) S M ] multipliers is considered. The compu_tauonal effort, mead
5 5|18 14 16 16| 882k 963k 836k 728K OS5 the average num.b'er 'of'generatlo'ns 'needed to .evolve a
6| 17 17 10 17| 843k 792k 746k 873K work_mg sqlutlon, exh|b|t_ 5|m|Ia_r rates like in the expeents
6 5|47 42 47 39| 816k 692k 631k 755K dealmg Wlth_th_e 2x3-bit multlp_llers. In_ the worst case, a
6136 30 41 47| 728k eesk 780k 752K yvorkmg mulupller was evollvedlln 45 mln_utes. S_uch a high
2il2 51 1 1 o ol 1M 8o - — increase in the evolution time in comparison with the 2x3-
sl o o o o i } ) ) bit multipliers is caused by the exponential increase of the
5 5|3 30 32 30| sozk 899k 7ssk 755k €valuation time and the complexity of the structure of the
6128 28 33 28| 831k se2k 853k so7k  3X3-bit multipliers that needs to be designed.
6 51|67 57 57 56| 615k 699k 669k 635K As evident from both the experiments dealing with the
6|61 64 69 62| 658k 572k 552k 666K  construction of 2x3-bit multipliers (Table I1) and 3x3-bitul-
%124 51 1 2 1 0l 8siek 1M 996k -1 tipliers (Table 1lI), the way of the outputs connection does
6 1 0o 1 0l 285 TY .| not influence the success rate and computational effort very
5 5|39 41 23 30| 789k 821k 771k 737W  Markedly. The difference is usually a few of percents only fo
6| 34 26 37 26| 782k 651k 863k s8eakl the specific experimental setup. This is illustrated by Fégu
6 5|70 66 67 60 662k 680k 617k 609kl D, 6 and 7 that shows the dependence of success rate on the
6178 73 74 74| 565k 693k 587k 5e64k| cellular automaton size for the investigated connectiohs o
3114 5| 2 2 2 2| 1M 1M 1M 928k the circuit outputs, processed for the development of 3k3-b
61 2 1 0 o0l 828k 1M _ . multipliers using the experimental setup (1) S=5, T=6, (2)
5 5|45 36 33 40| 778k 815k 773k 830k S=6, T=5 and (3) S=6, T=6 respectively. In fact, this feature
6 | 44 35 36 41| 838k 735k 800k 852k| IS not surprising. If there is a sufficient number of possible
6 5|78 63 66 75| 679k 650k 607k 553k| combinations of states in the cellular neighborhood, the
6|84 81 81 77| 500k 518k 531k 599kl evolution may generate a variety of different gates and thei

interconnections (using different rules of the local titios
function) which are required to design a working multiplier
for the given outputs connections.

40 S

s

ations (with contradictory values). If three cell states3p

are considered, there is a higher computational effort (i.t

higher number of generations is needed in average to evol

a working solution) in comparison with higher numbers of

states. However, it is possible to observe significantlydow ™

computational effort for 5 states and 4 developmental steps

comparison with the rest of the experimental setups thoug

the increased number of states leads to exponential irereas , ,

in the size of the Search space. In the worst case, a Workiif & oeBedence of he evoulon success ate o the e A,

multiplier was evolved in 3 minutes. The smaller CAs withs=5, T=6.

a lower number of cell states exhibit higher computational

effort in comparison with larger CAs that provide more The experiments showed that it is possible to evolve a lot

possibilities how the working solution can be developed. of different CA that develop various structures of the targe
As expected, the evolution of CAs for the developmentircuit. In case of 2x3-bit multipliers, the convergencetiud

of 3x3-bit multipliers is more difficult. More states, de-evolutionary process is very fast considering the large siz
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introduce a capability of supplying with domain-specific
information to the developmental system in order to develop
larger multipliers (e.g. more complex building blocks).
Despite of the problems mentioned in the previous para-
graphs, the approach we presented demonstrates a variant of

2 —a begnning (8] generative encoding as an alternative to the direct engodin
10 ?“0 e:nﬁ:’iﬁ)ﬂggw in the gate-level evolutionary design of digital circui&nce
S o s w sk s 5 B e »  the primary experiments were successful in most cases, this

approach may represent a basis for our next research in which
Fig. 6. Dependence of the evolution success rate on the §iteecCA, those issues will be addressed.
considering different ways of the outputs connection. Expental setup:
S=6, T=5. VII. CONCLUSIONS
Cellular automata were utilized as the developmental
model for the evolutionary design of combinational mul-
tipliers at the gate level. Since the multipliers are uguall
considered as the class of circuits that are difficult to glesi
using evolutionary algorithms, we chose them in order to
demonstrate capabilities of the proposed enhanced cellula
1 = e automata-based developmental model.
o g el By allowing higher number of cells in comparison with
R the number of circuit inputs, it is possible to develop large
multipliers (it was demonstrated on the development of 2x3-
Fig. 7. Dependence of the evolution success rate on the §iteecCA, bit and 3x3-bit multipliers). Moreover, the obtained resul
considering different ways of the outputs connection. Expental setup: represent the first case when such sizes of gate-level mul-
S=6, T=6. tipliers have successfully been developed using the eellul
automata.

The research was focused on investigating the influence of
of the search space (its size is approximatey- 10°* in  the number of cells of the CA on the success rate and the
the simplest case dealing with the 9-cell CA for the desigRumber of generations that is needed to evolve a working
of 2x3-bit multiplier). Similar behavior of the evolutiona solution. A perfect success rate was observed in some cases
process was observed in case of 3x3-bit multipliers wheghat exceeds 90% in the evolution of 2x3-bit multipliers and
CA larger than 20 cells was applied (of course, there is 0% in case of 3x3-bit multipliers. The success rate can
higher computational effort) which indicates a good level osignificantly be influenced by the size (number of cells) ef th
evolvability using the CA-based generative representatio utilized cellular automaton. Moreover, several differamtys

Unfortunately, we have not been able to obtain angf connection of the multiplier outputs were considerede Th
working solution for 3x4-bit multipliers. This is probably experiments showed that the outputs connection has only a
caused by the exponential increase in the search space witdry small impact on the success rate and the computational
increasing the number of the cell states that is neededfort.
to generate more complex gate-level structures. It meansThe development of digital circuits by means of cellular
that the problem of scale represents the main issue of thasitomata represents a more difficult task in comparison with
approach. In fact, the developmental system in the form ithe case if a direct encoding is used (e.g. cartesian genetic
which it has been presented is not suitable to scale up tpeogramming). In fact, the evolution has to design both the
circuit during the development process which could enabliitial state and the local transition function togetherthwi
to overcome this issue. For example, we could enable the Ge gates (including their interconnections) to be geeerat
to "grow” during its development and allow to determine theduring the CA development. This process would be very
size of the structure generated in a given developmental stdifficult to perform manually because no systematic apgroac
by the stage of the development process (i.e. more advanaedsts how to design a cellular automaton to exhibit a
developmental steps could produce more gates). Moreovegiyen behavior. The construction of digital circuits using
the system works with basic logic gates that represent allular automata is performed at the structural level, i.e
certain amount of information supplied to the system thahe circuit structure emerges as the “second” product of
may not be sufficient to develop larger circuits. In fact, thehe CA development, in addition to updating the cell states.
increasing number of cells can be understood as increasiBgcause of this issue, the evolved solutions and the ptexip
the amount of information supplied to the developmentadf the circuit construction process is often not fully un-
system in the form of the resources that can be utilizederstood. Therefore, more investigation is needed reggrdi
for the circuit development. The results show that moréhe analysis of specific CAs and the resulting circuits. The
resources lead to higher success rate (i.e. easier evolutimultipliers produced by the proposed developmental system
of the CA) — see Table Il and Ill. It could be useful toare not optimal if the number of gates or delay is considered

0 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
CA width



in comparison with the best known solutions. Actually, the[6] S. Nandi and P. P. Chaudhuri, “Theory and applicationsceifular
optimization was not the goal of this paper, the circuitsever
only evaluated according to their functionality. Therefor

these issues represent possible topics for our next rdsearc
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