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Abstract. The sorting network design represents a task that has often
been considered as a benchmark for various applications of evolutionary
design and optimization techniques. Although the specific structure of
this class of circuits allows to use a simple encoding in combination with
additional mechanisms for optimizing the area- and delay-efficiency of
designed sorting networks, the design of large sorting networks represents
a difficult task. This paper proposes a novel cellular automaton-based
approach for the development of specific instances of sorting networks.
In order to explore the area of generative cellular automata applied on
this specific circuit structures, two different encodings are introduced:
(1) an absolute encoding and (2) a relative encoding. The abilities of the
both techniques are investigated and a comparative study is provided
considering a variety of experimental settings.
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1 Introduction

In recent years, many approaches were introduced for the evolutionary design
of digital circuits. Probably the most popular approach is Miller’s cartesian ge-
netic programming [13]. His approach represents typical direct mapping between
genotypes and phenotypes in the genetic algorithm for the evolution of digital
circuits. Developmental systems represent an other class of systems that may
be utilized for the circuit design. For example, Miller’s developmental cartesian
genetic programming [14], Tufte’s FPGA-based approach for evolving function-
ality in cellular systems [18] or Gordon’s developmental approach in evolvable
hardware [6] represent instances of evolutionary developmental systems.

1.1 Cellular automata

Cellular automata (CA), originally invented by Ulam and von Neumann in 1966
[15], represent a mathematical model originally intended as a formal framework
to study the behavior of complex systems, especially the questions of whether
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computers can self-replicate. Cellular automata may also be considered as a
biologically inspired technique to model and simulate the cellular development.

A cellular automaton consists of a regular structure of cells, each of which
can occur in one state from a finite set of states. The states are updated syn-
chronously in parallel according to a local transition function. The synchronous
update of all the cells of the CA is called a developmental step. The next state
of a cell depends on the combination of states in the cellular neighborhood. In
this paper we consider the cellular neighborhood consisting of the cell and its
two immediate neighbors. Moreover, cyclic boundary conditions will be consid-
ered, i.e. the first and the last cell of the CA are considered to be neighbors and
the 1D CA can be then viewed as a circle. The local transition function defines
a next state of a cell for all the possible combinations of states in the cellular
neighborhood. Let us denote s;5283 — s, a rule of the local transition function,
where s18953 represents the combination of states of the cells in the cellular
neighborhood and s,, denotes the next state of the particular middle cell.

Cellular automata have been applied to solve many complex problems in dif-
ferent areas. A detailed survey of the principles and analysis of various types
of cellular automata and their applications is summarized in [19]. Sipper [17]
investigated the computational properties of CA and proposed an original evo-
lutionary design method for the “programming” of the cellular automata called
cellular programming. He demonstrated the success rate of this approach to
solve some typical problems related to the cellular automata, e.g. synchroniza-
tion, ordering or the random number generation. In the recent years, scientists
have been interested in the design of cellular automata for solving different tasks
using the evolutionary algorithms. Miller investigated the problem of evolving
a developmental program inside a cell to create multicellular organism of an
arbitrary size and characteristic [12]. Tufte and Haddow utilized a FPGA-based
platform of Sblocks [7] for the online evolution of digital circuits. The system
actually implements a cellular automaton whose development determines the
functions and interconnection of the Sblock cells in order to realize a function
[18].

The cellular automata-based developmental approach has successfully been
applied to the evolutionary design of combinational circuits [1]. This paper rep-
resents a continuation of this kind of research considering the development of
sorting networks. Two different sets of experiments will be presented utilizing
various encodings of the sorting networks in the developmental process of the
cellular automaton. An absolute encoding and a relative encoding will be pro-
posed in order to determine how the positional information, represented by an
index of a cell in a CA, may influence the evolutionary design process and the
properties of the sorting networks generated by the cellular automaton by means
of those encodings. Several sets of experiments will be presented considering var-
ious setups of the developmental system. Statistical results of the evolutionary
process and the properties of resulting sorting networks are investigated in the
dependence on the experimental setup.
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1.2 Sorting Networks and Their Design

The concept of sorting networks (SN) was introduced in 1954; Knuth traced
the history of this problem in his book [11]. A sorting network is defined as a
sequence of compare-swap operations (comparators) that depends only on the
number of elements to be sorted, not on the values of the elements. A compare—
swap of two elements (a,b) compares and exchanges a and b so that we obtain
a < b after the operation.

The main advantage of any sorting network is that the sequence of compar-
isons is fixed. Thus it is suitable for parallel processing and hardware implemen-
tation, especially if the number of sorted elements is small. Figure 1 shows an
example of a 3-input sorting network.

The number of compare—swap components and the circuit delay are two cru-
cial parameters of any sorting network. By delay we mean the minimal number
of groups of compare—swap components that can be executed sequentially. De-
signers try to minimize the number of comparators, delay or both parameters.
Some of the best currently known sorting networks were designed (or optimized)
using evolutionary techniques [3, 5,4, 8,10, 9]. In most cases the evolutionary ap-
proach was based on the direct encoding given in Fig. 1 (in which comparator
connections are encoded by using a pair of integers).

In order to find out whether an N-input sorting network operates correctly
we should test V! input combinations. Thanks to the zero—one principle this
number can be reduced. This principle states that if an N-input sorting network
sorts all 2V input sequences of 0’s and 1’s into the non-decreasing sequence, it
will sort any arbitrary sequence of N numbers into the non-decreasing sequence
[11].

Sorting networks are usually designed for a fixed number of inputs. This
approach also was applied in the mentioned evolutionary techniques. However,
the evolutionary approach is not usually scalable. Conventional approaches al-
ready exist for generic design of the sorting networks with some examples of
this approach (e.g. straight-insertion sort or select sort) described in [11]. These
generic approaches were improved by evolution using a generative encoding
called instruction-based development [16], [2]. However, the sorting networks
created using these generic principles are not usually efficient in comparison
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Fig. 1. (a) A three-input sorting network consists of three comparators. (b) Alternative
symbol. This network can be described using the string (0,1)(1,2)(0,1).
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with the appropriate instances designed and optimized for a fixed number of
inputs.

2 Development of Sorting Networks Using Cellular
Automata

In this section, two different encodings will be introduced for the development
of sorting networks by means of cellular automata. Each encoding of the sort-
ing network is based on a suitable enhancement of the local transition function
of the CA. The fundamental principle of this enhancement is based on includ-
ing an additional information to the local transition function (next to the new
cell state) that represents a prescription for generating a compare-swap compo-
nent. The meaning of this additional information and the way of generating the
compare—swap components is described in the next paragraphs. In this paper,
two different encodings of the sorting networks inside the local transition func-
tion are investigated: (1) an absolute encoding and (2) a relative encoding. Both
the encodings are assumed to generate a comparator by each cell during every
developmental step of the CA.

In both cases the number of cells (V) of the CA corresponds to the number
of inputs of the sorting network to be developed. In general, a comparator is
generated by each cell during the development of the CA. The comparator to be
generated is specified by the rule of the local transition function that is applied
to determine the next state of the cell depending on the combination of states
in the cellular neighborhood. Therefore, up to N comparators can be generated
in one developmental step of the CA. The conditions for including the generated
comparator into the sorting network being developed are specified separately in
each encoding that we have used. In order to ensure that the process of gener-
ating a sorting network is deterministic, a unique ordering of cells in the CA is
introduced. The series of comparators generated by the cells is then specified by
the ordering of the cells. The following ordering will be applied in all the experi-
ments presented in this paper. Consider a CA that consists of four cells ordered
as cgcicacs and that performs three developmental steps. Then a series of com-
parators 00,00170027003,00071017102,103710072017202,20372 is generated during
the development of the CA, where C; ; represents a comparator generated by
the cell ¢; in the j-th developmental step.

The initial state of the CA together with the enhanced local transition func-
tion is the subject of the evolutionary design process (see Section 3 for details).

For the purposes of the experiments presented in this paper, let us denote S
the number of possible cell states of the CA and T the number of steps of the
CA after which the generated comparator sequence is evaluated.

2.1 Absolute Encoding

In fact, the absolute encoding represents a direct comparator-generating tech-
nique using a cellular automaton. In order to accomplish this process, a pair of
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non-negative digits (w1, we) satisfying a relation w; < ws is associated with each
rule of the local transition function. Therefore, a general form of a rule is

818283 — Sp, L W1 Wa,

where the part on the right of the colon describes a comparator which is gener-
ated by a cell of the CA if this cell determines its next state according the given
rule. These digits represent indices of inputs of the comparator to be generated;
the range of both of them is from 0 to N —1, where N corresponds to the number
of cells and the number of inputs of the sorting network to be developed.

For example, consider a 3-cell CA whose behavior is specified by its local
transition function containing rules

(1) 010 - 0:01, (2)100 - 1:12, (3) 001 —1:0 1.

The initial state of the CA is 100. Let the CA perform a developmental step,
i.e. its state is in the form 011 after that. The first cell has determined its
next state according to the rule (1), therefore it has generated a comparator (0,
1). The state of the second cell has been calculated using the rule (2) and a
comparator (1, 2) has been created in a series with the previous one. Finally, the
last comparator, (0, 1), has been generated by the third cell according to the rule
(3). In summary, one developmental step of this CA has produced a sequence of
comparators (0, 1)(1, 2)(0, 1) which correspond to the sorting network shown in
Figure 1.

2.2 Relative Encoding

The aim of the relative encoding is to utilize the positions of the cells in a
cellular automaton for generating the compare—swap elements. The enhanced
local transition function consists of rules, each of which in the form

818283 — Sp : T d,

where the part on the right of the colon has the following meaning. The value of
r specifies the index of the first comparator input w; relatively to the position
(cell index) ¢ of a cell that generates the comparator, i.e. w; = ¢+ r. The range
of r is considered from —R to R, where R is a positive integer specified as a
parameter for a given set of experiments. The value of d represents a “width” of
a comparator, i.e. the difference between the indices of inputs of the comparator.
Therefore, the index of the second input ws is calculated as wy = wy + d. The
maximal value of d (let us denote it D) represents the second parameter of the
design system. The value of D was determined experimentally as D = 2R for a
given set of experiments. If w; or ws exceeds the index range of the inputs of
the target sorting network, then the comparator is not generated (i.e. it is not
included in the comparator sequence generated by the CA).

An example of a sorting network development using the relative encoding is
illustrated by Figure 2 (initial state of CA is 0100). The cells of the CA and
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the inputs (wires) of the target sorting network are indexed by integer values in
range from 0 to 3. The first cell at the position ¢ = 0 generates a comparator
using the relative value r = 0 and the width of the comparator d = 1 (see the
pair 0,1 as specified in the rule on the right of the first cell). Therefore, the first
input of the comparator is calculated as w3 = ¢+ r = 0+ 0 = 0. the second
input is calculated as we = w1 +d = 0+ 1 = 1 and the comparator (0, 1) is
generated (see the comparator denoted as 1 at the right part of Figure 2). The
same principle is used for generating comparator 2 (2, 3), 3 (0, 2), and 4 (1, 3).
After the first step, CA possesses the state 1110. During the second step the first
cell (at ¢ = 0) generates a comparator using the relative value —1 and width 1.
However, after calculating the comparator inputs a pair (-1, 0) is obtained. This
is not a valid comparator for a 4-input network and therefore it is not included
in the developed comparator sequence (illustrated by a dashed comparator 5 of
the sorting network in Figure 2). Similarly, comparator 7 (3, 4) generated by the
cell at ¢ = 2 is also invalid and hence meaningless for the target sorting network.
The sorting network shown in the right part of Figure 2 has been created in two
developmental steps of the CA. Note that the comparator 8 (0, 3) is redundant
in this network because it does not swap any values during the complete test
of the sorting network and therefore it can be removed from the comparator
sequence without loss of the network functionality.

3 Evolutionary System Setup

The simple genetic algorithm was utilized for the evolutionary design of the
cellular automaton that generates a target sorting network. Two sets of experi-
ments will be presented regarding the development of this kind of circuits using
the absolute and relative encoding. In both sets of experiments the initial state
of the CA is evolved together with its local transition function. The initial state
is encoded in the chromosome as a finite sequence of integers. A rule of the
enhanced local transition function consists of the next state and two integer val-
ues whose range and meaning differs for the absolute and relative encoding (see
Section 2.1 and 2.2). The general structure of a chromosome is in the form

S0 S1...8SN—-1 NSy o Yo NS1 L1 Y1 - - .718‘@‘3_1 1"@‘3_1 y‘Q‘S_l’

where s; is the initial state of i-th cell (¢ =0,1,... N — 1), ns; is the new state
for the appropriate combination of states in the cellular neighborhood expressed

[}
0 N 5 V5
ﬂ 001 2»1:0,1 011 20 1,1 n 0 .
1 2 5 Il 3 s
010 >1:1,1 111 =0:0,1 n 1
2 3 7 4 Iﬁ
ﬂ 100 <=1 :-2,2 110 =»0:1,1 ﬂ 2
3 4, £ IZ
n 000 =0 :-2,2 101 —»0 3,3 n 3 +
.

Fig. 2. An example of development of a 4-input sorting network (4-cell CA is used).
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by its index j = 0,1,...|Q> — 1 (|Q| is the number of possible cell states), ;
and y; is the additional information according to which the comparators are
generated.

The index (position in the genome) is specified implicitly by means of the
value expressed by the number representing the combination of states in the
cellular neighborhood. Therefore, if we consider the general form of the rule
S1 S2 83 — Sy : x y, only the part on the right of the arrow is encoded in the
genome. For example, if a cellular automaton with 2 different states and the
cellular neighborhood consisting of 3 cells ought to be evolved, there are 23 rules
of the local transition function. Consider the rule 0 1 1 — 0 : 2 3. Since the
combination of states 0 1 1 corresponds to the binary representation of value 3,
this rule will be placed in the chromosome at the position 3 of the local transition
function.

In all the experiments, the population consists of 20 chromosomes which are
initialized randomly (with respect to the correct range of each gene) at the be-
ginning of evolution. The chromosomes are selected by means of the tournament
operator with the base 4. Only mutation operator is utilized. In each chromo-
some selected by the tournament operator, 5 genes are chosen randomly and
each of them is mutated with the probability 0.95.

The fitness function is calculated as the number of correct output bits of the
sorting network using all the binary input test vectors. For example, there are
24 test vectors in case of 4-input SN. Therefore, the fitness value of a perfect
solution is Fj,q; = 4 - 2% = 64. If no solution is evolved in 100,000 generations
the evolutionary run is terminated.

4 Experimental Results and Discussion

The experiments were focused of the evolutionary development of 16-input sort-
ing networks by means of one-dimensional uniform cellular automata. 16-input
networks were chosen as a benchmark problem for the proposed developmental
encodings.

In general, sorting networks exhibit a specific structure in which a comparator
represents a basic building block. The comparator approach to the design of
sorting networks actually represents a higher level of abstraction of this kind of
circuits in comparison with the basic gate-level representation. A specific feature
of a comparator is that the function of a SN does not go wrong if an arbitrary
valid comparator is appended to the existing comparator sequence which, in
fact, may simplify the design process. However, unsuitable arrangement of the
comparators may cause both area- and delay-inefficient sorting networks. These
properties are hence the subject of investigation with respect to different setup
of the developmental system. Note that we do not deal with the optimization of
the sorting networks during the evolutionary process in this stage of research.
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Table 1. Statistical results of the evolutionary process using the absolute encoding.

Success rate in % Average number of generations

CA steps CA steps
states 5 6 7 8 9 5 6 7 8 9
3 - - - 1 33 - - - 68,9k 58,6k
4 - 45 95 98 100 - 58,5k 23,1k 10,5k 54k
5 16 98 100 100 100 || 49,0k 8,7k 3,3k 2,9k 1,3k
6 65 100 100 100 100 || 32,8k 55k 1,7k 0,8k 0,8k

4.1 Results from the Absolute Encoding

The absolute encoding may be considered as the simplest representation of the
comparators inside the developmental process of a cellular automaton. The cru-
cial part of the design process is that the evolution searches for an enhanced
local transition function of the CA containing suitable set of comparators that
are encoded directly (by the indices of their inputs). The experimental setup of
the developmental system includes the setting of the number of cell states and
the number of steps of the CA. These values are specified at the beginning of
the evolutionary process.

Table 1 shows the success rate and the average number of generations for the
experiments using the absolute encoding. A hundred independent experiments
were performed for each combination of the number of states and the number of
steps of the CA. As evident, it is easy to evolve a fully functional solution if the
number of states is greater than 4 and the number of steps greater than 6. As
there are many combinations of inputs possible for a comparator in a 16-input
sorting networks, three states of the CA showed to be a minimum to evolve a
working solution. For two states, no CA was found within 100,000 generations.
If the number of states is sufficient, then there is a higher probability that a
working solution is found in the given number of generations (see Table 1) for 5
steps. Moreover, the number of generations needed to evolve a working solution is
substantially lower in those cases, although the search space is more complex due
to the number of CA states. This shows that there are many correct solutions in
such search space which is probably heavily influenced by the specific structure
of sorting networks. On the other hand, more developmental steps are needed if
the number of states is low (see Table 1).

Table 2 contains the average properties (the number of comparators and
delay) of the resulting sorting networks for different experimental setup. These
results show (as one would usually expect) that if more steps are performed to
create s working SN, then this SN exhibit worse parameters (more comparators
are needed, the delay is higher). However, if the results are compared for a given
number of steps, the sorting networks developed with a higher number of states
exhibit slightly better properties in most cases (especially from the point of view
of the delay). This may be caused by the possibility of higher number of different
comparators that can be generated in one step thanks to the higher number of
different combinations of states in the cellular neighborhood.
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Table 2. Properties of the resulting SNs obtained from the absolute encoding.

Average number of comparators Average delay
CA steps CA steps
states 5 6 7 8 9 5 6 7 8 9
3 - - - 93,0 98,8 - - - 28,0 30,8
4 - 854 90,0 924 95,7 - 273 293 30,1 31,8
5 78,4 85,5 90,1 92,1 948 || 23,1 26,9 28,6 289 30,9
6 78,0 86,1 90,0 92,5 94,3 || 22,2 26,4 28,6 29,3 30,6

4.2 Results from the Relative Encoding

The goal of this set of experiments is to investigate the sorting networks develop-
ment that involves positional information of cells inside the CA to determine the
inputs of the comparators being generated. Since the enhanced transition func-
tion of the CA includes information for calculating the indices of comparator
inputs (i.e. the relative position value and the comparator width), the experi-
mental setup includes, besides the number of states and the number of steps of
the CA, limit value of the relative position R according to which the maximal
comparator width is also calculated. These values are specified at the beginning
of the evolutionary process.

Table 3 summarizes the success rate for the evolutionary experiments utiliz-
ing the relative encoding. It can be observed that the dependence of the success
rate on the increasing number of states and developmental steps is for the given
value of R very similar to the results obtained from the absolute encoding. In-
terestingly, the success rate decreases with increasing the maximal comparator
width if the number of states is small (2 and 3 states). This dependency is
inverse for 4 states. Although no correct solution was evolved in 100,000 gener-
ations for less than 6 steps, the evolution succeeded with utilizing only 2 states
of the CA. This result shows that the generation of comparators relatively with
respect to the cell position has a significant influence on the ease of building a
sorting network. However, the increasing number of states does not reduce the
computational effort (expressed by the average number of generations needed to
find a working solution) in comparison with the absolute encoding - see Table 4.
Although the average number of comparators of the resulting SNs decreases with
increasing R for a given number of states and developmental steps (see Table
5), it is difficult to observe a significant dependence of average delay on varying
R (Table 6). However, it is possible to say that the properties of the resulting
networks are better for the relative encoding (in comparison with the absolute
encoding) especially for a higher number of developmental steps.

5 Conclusions

In this paper a developmental method based on uniform 1D cellular automaton
was presented for the design of sorting networks. Two different encodings of the



10

Michal Bidlo, Zdenek Vasicek, and Karel Slany

Table 3. Success rate in % for the evolution using the relative encoding.

CA steps / relative limit

6 7 8 9
states |2 3 4| 2 3 4| 2 3 4 2 3 4
2 - - -141 30 30199 98 90| 100 100 100
3 - - 3|45 43 33199 98 97| 100 100 100
4 1 10 15|76 92 81|99 100 100 [ 100 100 100

Table 4. Average number of generations of the evolutionary process using the relative
encoding. The values are measured in thousands of generations.

CA steps / relative limit
6 7 8 9
states 2 3 4 2 3 4 2 3 4 2 3 4
2 - - -126,5 26,5 21,3321 494 713|019 0,35 0,57
3 - - 5841222 268 269|594 484 751|048 0,56 1,37
4 39,1 362 422210 21,1 27,2|512 535 886|123 1,67 3,89

Table 5. Average number of comparators of SNs developed using the relative encoding.

CA steps / relative limit
6 7 8 9
states 2 3 4 2 3 4 2 3 4 2 3 4
2 - - -191,2 89,9 885|975 94,4 93,9 |98,0 96,9 97,7
3 - - 83,7191,8 89,5 88,3|956 93,1 927|986 96,9 955
4 83,0 84,1 83,1|90,3 88,3 87,1 |93,5 91,7 90,7 | 96,1 94,5 926
Table 6. Average delay of SNs developed using the relative encoding.
CA steps / relative limit
6 7 8 9
states 2 3 4 2 3 4 2 3 4 2 3 4
2 - - -120,9 20,3 20,0227 24,6 24,7278 269 288
3 - - 30,0271 288 278|292 289 298|304 30,1 299
4 24,0 26,0 27,8|28,6 28,8 28,0300 295 296 |31,0 31,3 30,4
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sorting networks in the process of development of the CA were proposed: (1)
an absolute encoding and (2) a relative encoding. The goal was to investigate
the influence of utilization of relative positional information on the evolutionary
design process and the properties of resulting sorting networks.

The results showed that the number of states and the number of steps of the
CA has a significant influence on the ability of the CA to develop successfully a
working sorting network. The relative encoding was shown as more suitable for
the development of SNs using a lower number of states. Moreover, the sorting
networks designed by means of this encoding exhibit better properties in average
in comparison with the absolute encoding.

As evident, the resulting networks are neither area-efficient nor delay-efficient.
The currently best-known 16-input SN consists of 60 comparators working with
the delay 10. The best result obtained from the absolute encoding contains 75
comparators and its delay is 16. The relative encoding produced the best SN with
92 comparators and the delay 14. The significant difference in the proposed ap-
proach is that we have used a developmental encoding whilst the best result was
obtained using a direct representation with an explicit area/delay optimization
mechanism (e.g. see [3]). Another example represents a generic developmental
approach proposed in [16] by means of which a 92-comparator network was cre-
ated working with the delay 21. The findings from the results presented herein
are interesting especially for the future research considering the application of
cellular automata in which we are going to focus on advanced encodings able to
reduce of the resulting properties during the developmental process. Moreover,
the possibilities of designing regular structures will be investigated with the uti-
lization of these encodings which may lead to the research of generic design using
cellular automata.
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