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ABSTRACT

This paper addresses the detection of OOV segments in tpatout
of a large vocabulary continuous speech recognition (LVESR-
tem. First, standard confidence measures from frame-basedt w
and phone- posteriors are investigated. Substantial ivepnent is
obtained when posteriors from two systems - strongly cairstd
(LVCSR) and weakly constrained (phone posterior estimadoe
combined. We show that this approach is also suitable faecdet
tion of general recognition errors. All results are presenbn WSJ
task with reduced recognition vocabulary.

Index Terms— LVCSR, OOV, confidence measures.

1. INTRODUCTION

can lead to an automatic update of the recognizer's vocabola
can help open vocabulary recognition [1, 3].

Confidence measures (CM) [11] are being routinely used to de-
tect incorrectly recognized words. Our goal is to find conficke
measures to detect OOVs. We compare our results ta’the,
measure computed from word lattices, the best performingi-co
dence measure in [11]. In this work, the use of frame-baseddw
and phone- posterior probabilities (shortly “posterigrs’ investi-
gated. Frame-based posteriors have already been used afICM,
example in [2] they served to estimate confidence of words feo
hybrid NN/HMM system.

By comparing posteriors fromwo systems: strongly con-
strained (LVCSR, word-based, with language model) andakly
constrainedonly phones) (Fig. 1), we aim to detect both where the
recognizer is unsure (which is the task for confidence esitimpand

Out of vocabulary words (OOVs) are an important source of erwhere the recognizer is sure about wrong thing. The mismia¢ch

ror in current large vocabulary continuous speech recammisys-
tems (LVCSR). They ar@inavoidabledue to human speech con-
tains proper names, out-of-language, and invented wordsey T

tween LVCSR-posteriors and posteriors generated by a weaki-
strained system has a chance to reveal the OQV, althougVibeR
itself is quite sure of its output. Preliminary work in thigettion

are known to be quitelamaging as one OOV can generate about was done by Ketabdar and Hermansky [7], however the reseits w

2 recognition errors. Because OOVs are rare, they usuallpato

have large impact on the word error rate (WER) of LVCSR. On

the other hand, information theory tells us that rare anckpeeted
events tend to be information rich. The working group “Reagv
from Model Inconsistency in Multilingual Speech Recogpniti (in-
formally “WHAZWRONG?") of the 2007 JHU summer workshop
concentrated on the detection of OOVs. Reliable detectié@®@Vs
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The paper is organized as follows: the following section 2
presents the posteriors and their comparison. Section Bedefhe
experimental setup and 4 follows with the results. Sectiao®-
cludes the paper.

2. POSTERIORS AND THEIR COMPARISON

All posteriors used in our work arframe-basedand are denoted
p(ult), whereu is the respective unit (word, phone) ahis time in
frames.

2.1. Posteriors from the strongly constrained system

LVCSR output is represented as a recognition lattice witls aep-
resenting hypothesized words , wherew; is the word identity and

j is the occurrence of word; in the lattice. Eachw] spans a certain
time interval and has associated acoustic and LM scorese tat
occurrences of several] for the same wordv; can overlap in time.
Lattice arc posteriorg(w?) are estimated from the lattice using the
standard forward-backward algorithfArame-based word-posterior
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Fig. 1. General scheme.

p(w;|t) is given by summing alp(w?) active at the given time.
Word entropyfor time ¢ is estimated as:

H(t)=— Zp(wilt) log, p(wilt),

1

@

and, in the case af'... confidence measure, the confidence of hy-
pothesized wordy; spanning timets, t.) is*

Cmacv(wiyt37te) = max p(w’b|t)

tE(ts,te)

@)

The second set of posteriors from the strongly constraiysd s
tem areLVCSR-phone posteriardn our decoder, phones are parts
of recognition lattices [8]. It is straightforward to runetfiorward-
backward algorithm on the level of phones and obj#ig ), where
g{ denotesjth occurrence ofth phone from the alphabet. Note that
there is still a possibility to have concurrent hypothesethe same
phone at the same time. Similar to words, the frame-basedesho
posteriorp(g;|t) is given by summing alb(g]) active at the given
timet.

2.2. Phone posteriors from weakly constrained system

First, the set of “weak” posteriors was obtained from a syshav-
ing the same front-end and acoustic models as the LVCSR, itlut w
phones populating the vocabulary and using a simple bigtaang-
tactic model. The resulting phone lattices were procesgeithé
same way as above. We will call theB&one recognizer posteri-
ors.

The second set of “weak” posteriors is generated by a phon
posterior estimator based on a neural net (NN). The NN costhie
a soft-max non-linearity in the output layer, so that itspos can be
directly considered as frame-based posteriors. Thesdwidlenoted
NN phone posteriors

Weak posteriors of any kind will be further denotedf;|t).
Note that we expect lower entropy fphone recognizer posterigrs
because of use of 3-state HMMs and phonotactic LM.

2.3. Comparison of posteriors from strong and weak systems

In order to come up with frame-based confidence measured base
the comparison of posteriors from our strong and weak systera
have investigated the following three approaches:

where f;+ () is the phone recognized by the strongly con-
strained system at time

. KL: Kullback-Leibler divergence between the posteriors
from the strong and weak systems was evaluated. The classic
formula:

pgilt)

p(filt)

was not sufficient and some engineering was needed. First,
some of the posteriors (especially from LVCSR) tend to have
zero values, such that thresholding is necessary. Sedwré, t

is a temporal alignment problem between the phones gener-
ated by the strong and weak systems. We solved this problem
by a soft-alignment: first, for time, the strongest phone pos-
terior from LVCSR was detected? (t) = arg max; p(g:|t).

A context of2N + 1 frames(t; = ¢ — N,t2 =t + N) from

the weak system was taken and a weighting corresponding to
the posterior ok*(¢) in its output was applied:

N Zt’e(tl,t2) p(fS"(t)|t/) Zz p(gilt) 10g
Zt/e(tl,m) p(fs*(t)|t/)

. NN: The third and most successful approach relied directly
on the estimated posteriors. A neural network was trained to
combine posterior vectors from the strong and weak systems
and come up with frame-based confidence measure.

KL(#) =3 _plgilt) log (4)

p(gilt)
p(filt")

K Laug(t)

2.4. Post-processing of frame-based values into scores

To convert the described frame-based CM to word-based CM (or

simply “confidence measures”), several techniques werestiwv

gated. Averaging over hypothesized phones normalizeddwptim-

ber of phones worked well for most of the measures described

above. By averaging frame-based word-entropy from Eq. 1olwe

tain word-based CM that will be referred to asan word entropy

in the following text. Similarly,mean posterior-based confidence

measure (MPCM|2] can be obtained by averaging fPCMs (Eq. 3).
In some cases, it was advantageous to convert frame-based CM

to word-based CM differently. For example, variance over lty-

Bothesized word boundary worked the best for KL divergenEes

the following combination, we have selected a few well periog

post-processing methods for each frame-based CM.

2.5. Combination of word scores

The combinations of word-scores generated by the indivitheh-
niques were post-processed by conditional models traisgduhe
maximum entropy (MaxEnt) criterion [12]. Conditional mexim
entropy models were chosen based on their history of good per
formance for speech and language related tasks includnggéme
modeling, parsing, etc. Besides the MaxEnt classifier, we lex-
perimented also with NN- and SVM-fusing, with similar retsul

1. fPCM: frame-by-frame posterior-based confidence measureg.6. Evaluation
[2] are phone posteriors from weakly constrained system

found for the phones hypothesized by the strongly con
strained system:

FPCM(t) = p(fi*(t)lt)7 (3

IWessel et al. in [11] describe special processing of silemcs. In our
case, silences are considered as final parts of words sodtsieatial treat-
ment is necessary.

The results are reported for two detection tasks:

e Detecting mis-recognized words overlapping with OOV
words
e Detecting mis-recognized words

False alarm probability and miss probability are evaluatedh test
set and are shown in a standard detection error trade-offT{DE
curves. No one-number metrics such as EER or CER are used in th



paper as they are dependent on the ratio of correct targetsetall 4, RESULTS
number of tokens. We leave the choice of the operating pgiaho
by reporting the whole DET curve. The first set of DET curves in Fig. 2 show results for OOV detect
(detection of mis-recognized words overlapping with OOW&th-
out the use of NN. Mean word entropy significantly outperfedm
3. EXPERIMENTAL SETUP standardC,,... confidence measure and was found to be the best
single score for this task (not considering NN-based sgores
3.1. Data The two remaining curves show performance obtained with
MaxEnt combination of groups of confidence meastiréstrong”
confidence measurese based only on LVCSR output and include
'maz, Mean word posterior (related to fWER defined in [6]), mean
ord entropy, word posterior and entropy from confusionwogks
9], measures related to acoustic stability [11], lattiiw lentropy,
number of different active words, word lattice width and astic
score, and LM-score and duration measures from 1-best viond s
Mean posterior-based confidence measure (MPCM) [2] baskyd on
n LVCSR posteriors (no combination of the strong and weak sy
ms) and mean phone entropy based on lattice from LVCSR were
F'Sllso amongstrong confidence measures

The group of‘weak” confidence measuresonsisted of mean
phone entropy based on the lattice from a phone recognizssnm
phone entropy based on NN output (both weak recognizers),only
and a group of confidence measures comparing posteriors from
) ) strong and weak systems: KL-divergence between LVCSR and NN
3.2. LVCSR and NN-phone posterior estimator posteriors, KL-divergence between LVCSR and phone rezegni
posteriors, MPCM based on NN posteriors, MPCM based on phone
recognizer posteriors, and several variations of the Kiledjence.
The weak confidence measures themselves had poor resuits, bu
they provided a nice improvement when combined with stramy ¢
fidence measures.

The second set of results in Fig. 3 shows the results for the NN
detecting OOVs from the combination of strong (LVCSR-pHone
and weak (NN-phone) posteriors. Note that even the simplbist
based method taking into account only 1 framepbbne posteri-
ors without any context has performance comparable to abmre
tioned technigues based wrord posteriors.

Several experiments were done regarding the context for NN.
We found that it was optimal to take the strong and weak piaster
from the current frame, 1 frame in past:it — 6 and 1 frame in
future: t + 6. We attribute this improvement to actually sampling
neighboring phonemes, but it deserves further investigatiThe
last DET curve in Fig. 3 shows that this is the best singlerapie
for OOV detection.

Finally, MaxEnt classifier was used to fuse the results from
LVCSR+weak confidence measures and NN — see Fig. 4. In Fig. 5,
we present the performance of the same systems in the degtecti
of all recognition errors. We see that in both tasks, the NN com-

ined with LVCSR+weak confidence measures performs exuaslle
%/ve are primarily interested in the area with a low numberat$é
alarms, which is more relevant to practical applications).

The Wall Street Journal corpus (WSJ) was used for both etiatua
and development sets. The evaluation set consists of 18anites
(2.5 hours), composed from the November 1992, Hub2 5k close
test set and the WSJ1 5k open vocabulary development testset [
train the MaxEnt and the NN for frame-by-frame scores, wergefi

a development set, consisting of 4088 utterances (7.7 6ir$\JSJO
si_tr_s/c. To introduce OOVs, we limited our vocabulary to the 4968
most frequent words from the LM training texts. We decodesl th
8 kHz down-sampled utterances with our CTS LVCSR system, an
then OOVs and recognition errors were labeled. The evalnatéet
has an OOV token rate of 4.95% in the reference, and in the AS
output we had 13.95% tokens marked as mis-recognized, tleof
8.51% were OOV tokens (recognized words overlapping with/OO
words in the reference).

The NN phone-posterior estimator was based on NN processing
long (300 ms) temporal trajectories of Mel-filter bank eriesg Con-
trary to [10], we used a simple system with only one 3-layerhibh
500 neurons in the hidden layer. The output layer of NN remres
phone-state posteriors, but these were summed for eacte pthon
form phone-posteriors. In [10], we have shown that phoaéestin
the final layer of the NN greatly improve the accuracy, therefwe
apply this scheme as well.

TheLVCSR was a CTS system derived from AMI[DA] LVCSR
[5]. It was trained on 250 hours of Switchboard data. The deco
ing was done in three passes, always with a simple bigranuege
model. In thefirst pass PLPHtA+AA+AAA features were used,
they were processed by Heteroscedastic Linear Discrimifaal-
ysis (HLDA), and the models were Minimum-Phone Error (MPE)
trained. In thesecond paswocal-tract length normalization (VTLN)
was applied on the same PLR+AA+AAA features, HLDA and
MPE were used, and in addition, constrained maximum likelth
linear regression (CMLLR) and speaker adaptive trainingT(S
were used for speaker adaptation. Finally, thied passwas the
same as pass 2, but PLP-based features were replaced bsiggeste
features generated by the system described in the previats p
graph, along with their deltas [4].

On WSJO0, Hub2 test from November 92, this system reache
word error rate (WER) of 2.9% using a trigram LM, on this cldse
set 5k word task.

) 5. CONCLUSIONS
3.3. Score estimators
We have shown that combination of parallel strong and weakepo
rior streams is efficient for detection of OOVs and also fa detec-
tion of recognition errors. Different scores perform diffatly for
the two tasks; NN seems especially suitable for OOV detactite
are however aware of the simplicity of the defined task, anfiliin
ture we plan to test the outlined approaches on more repasen
spontaneous speech data.

When NN was used for direct estimation of frame-based sctiies
network was directly fed by posteriors from the strong andikve
systems. The NN was a 3-layer perceptron with 100 neurorisein t
hidden layer and the final layer with 3 outputs: OQV, non-O&wl
silence. Different schemes of frame-labeling for NN tramiwvere
devised, the best was to label all frames of an ASR word oppithey
with an OOV as “O0V".

A lot of improvement was obtained when temporal context was  2Some CMs were not described in the previous text, the measigither
used in the NN input (see the following section). obvious, or the reader is referred to the citations.
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Fig. 2. OOV detection using strong system only and combinationFig. 4. OOV detection using combination of LVCSR+weak confi-
of strong and weak systems.

Fig. 3. OOV detection using NN with 1-frame and 3-frame input Fig. S.

(tt — of LVCSR+weak confidence measures and NN.
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