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ABSTRACT Disk space and computational requirements are also importa
from practical point of view — stored data and search timetrbes
kept as small as possible. The decoding should be fast angtan i
dexing must be used. The tradeoff between index size andlsear
accuracy must be also included to the evaluation.

In this paper, we investigate into the usenofiltigramsas sub-
word units. We study, which impact multigram parametersehan
the accuracy and index size. We try to find the optimal lengith a
pruning of multigram units. We also propose two improversenft
multigram training algorithm to reflect word boundaries. omer
benefit is the incorporation of standard n-gram languageemond

Index Terms— phone, multigram, spoken term detection, sub-the top of multigram units. We compare proposed multigrams t
word, keyword spotting, syllable, lattice standard phone lattices and word-based STD system, andale ev

ate phone accuracy, STD accuracy and the size of index.

This paper deals with comparison of sub-word based methads f
spoken term detection (STD) task and phone recognition. stibe
word units are needed for search for out-of-vocabulary wond/e
compared words, phones and multigrams. The maximal lergih a
pruning of multigrams were investigated first. Then two ¢oained
methods of multigram training were proposed. We evaluatethe
NIST STDO6 dev-set CTS data. The conclusion is that the m@gpo
method improves the phone accuracy more tB&h relative and
STD accuracy more thart% relative.

1. INTRODUCTION

Spoken term detection (STD) is an important part of speecbgss- 2. MULTIGRAMS
ing. Its goal is to detect terms in spoken documents, suchaeglb  The multigram language model was proposed by Deligne e8al. [
cast news, telephone conversations, or meetings. The mwshon  Multigram model is a statistical model having sequenceb wairi-
way to perform STD is to use the output of large vocabulartioon ~ able number of units. The definition of multigram model arsl it
ous speech recognizer (LVCSR). Rather than using tbest output  parameter estimation follows:
of LVCSR, the state-of-the-art STD systems search termatiités LetU = u(1)...u(T) denote a string of" units, and letS de-
- acyclic oriented graphs of parallel hypothesis. In additio better  note a possible segmentationifinto ¢ sequenceg < T of units
chances to find the searched term, the lattices also offestimate  s(1)... s(q). Then-multigram model computes the joint likelihood
the confidence of given query [2]. L(U, S) of the corpudU associated to segmentatiShas the prod-
A drawback of the LVCSR system is, that it recognizes onlyuct of the probabilitie® of the successive sequences, each of them
words which are in an LVCSR vocabulary, so that the following having a maximum length of:
STD system can not detect out-of-vocabulary words (OOVsh O
the other hand, OOVs usually carry lot of information (naneadi- =g
ties, etc.). Common way to search OOVs is to use subword snits L(U,S) = HP(S(t)) 1)
a search term is converted into a sequence of subword unéa Wwh t=1
is entered, either using a dictionary (which can be muctelatigan  Denoting as{,S} the set of all possible segmentationsibfnto se-
that of LVCSR) or by a grapheme to phoneme (G2P) convertathas quences of units, the likelihood &f is:
on linguistically based or automatically trained rulescsequence
is then searched in the output of a subword recognizer. Lffj;i(U) = max L(U,S) 2
The most intuitive subword units are phones. Another type of Seis)
subword units are syllables, phone n-grams, multigramsroads A N-multigram model is fully defined by a set of parametérson-
phonetic classes [1] which are all based on phones. In [Xjngh sisting of the probability of each unit sequengge D in a dictio-
n-grams with fixed length were used for indexing of phone strings hary D = {s1; ... s, } that contains all the sequences which can be
or lattices. The optimal length of phone n-grams was fourioetd. ~ formed by combination of, 2, ..., n units:
In our prior work [6], we have used sequences of overlagped
grams for search. However, words shorter tl3aphones must be m
processed in a different way or dropped. Another drawbacthef P = (p:)~, where p;=p(s;) and Zpi =1 @3
fixed length is that the frequencies of units are not takemactount )
although some units are more frequent than othéasiable length
units can be used to overcome this problem: a rare unit is splitinto ML estimates ofP” can be computed through an Viterbi algo-
more frequent shorter units while a frequent unit can beasgnted rithm iteratively. Let5*(®) denote the most likely segmentation of
as a whole. The other advantage is that variable length oaits U With given parameter®* at iterationk:

reflect word sequences and compensate for missing word daegu X .
model. 5*®) = arg max L(S|U, P*) @)



According to [3], the re-estimation formula 6f" parameter (se- 3.1. Subword training data

quence) at iteratiok + 1 is defined as The phones and multigrams are trained on phone strings. aNgr
language model is trained for phone system. Multigram ingias

pRHl_ (s, 8% ©) 2 steps. Multigram dictionary and unit probabilities ardrasted in
i c(S*R)) 7 the first step. Standard n-gram language model is then dstihia
the second step.
wherec(s;, S) is the number of occurrences of sequesgén seg- The ctstrainO4was searched for utterances containing “out-of-

mentationS andc(S) is the total number of sequencesSn The vocabulary” words defined in section 4. These utterancee oreiit-
set of parameter# is initialized with the relative frequencies of all t€d (denoted.noOOV). Also, a corpus containing OOVs (denoted as
occurrences of units up to lengthin the training corpus. To avoid LOOV) and having the size same asoOOVwas derived frontt-
overlearning, it is advantageous to discard low probahipieeces: ~ Strain04 _ o _ _

by settingp; = 0 to all ¢(s;) < co. Theco parameter is denoted According to size ofLOOV and the iterative mqltlgram train-
as multigram pruning parameter. Sequences of length1 are ex- N9 procedure, the data used for estlmat|on of multlgram_cmary_
cluded from pruning to ensure that each sequence is segohenta. ~ Was reduced t@.75M phones to achieve reasonable training time

a unit with lengthn, = 1 has0 occurrences itf, then it's probability ~ (Several hours). This corpus was denotedveBOV. Correspond-
is set to a very low number. ing corpus derived fronbnoOOV was also created and denoted as

MnoOOV. The sizes of above mentioned corpora are summarized in

table 1.
3. SYSTEM DESCRIPTION

. . . . Notation | # of utters.| # of phones| # of phones
During the pre-processing, the acoustic data was split shtwter (incl. sil) (wio sil)
segments in silences (output of speech/nonspeech détéantger
than0.5s. The data was also split if the speaker changed (based on LnoOOV 237.2K 6.40M 5.60M
the output of diarization). Segments longer thaminute were split LOov 169.1K 6.26M >.60M
into 2 parts in silence the closest to the center of the segmens Thi MnoOOV | 143.5K 3.82M 3.35M
was done to overcome long segments and accompanying preblem MOOV 106.4K 3.75M 3.35M

during decoding. Table 1. Comparison of corpora used for multigram dictionary (M*)
Acoustic models from an LVCSR system were used for subwordyng janguage model (L*) training.

recognition. Presented LVCSR system was derived from AMIDA
project LVCSR [7]. Our LVCSR operates hpasses:

In the first pass, the front-end converts the segmenteddeys 4. EVALUATION
into feature streams, with vectors comprised ?MF-PLP features Because NIST has not released the STD06 eval data, we evaluat
and raw log energy, first and second order derivatives arecadd on the STD06 development set (data and term list). The @igin
After, a cepstral mean and variance normalization (CMN/GW8N  NIST STDO06 development term set for CTS contains low number o
performed on a per channel basis with given segmentatioafildt  OOVs. First of all,124 terms containing true OOVs were omitted.
decoding pass yields initial transcripts that are subsettjuased for ~ Then, we selected40 words from the term set and oth&£0 words
estimation of VTLN warp factors. The feature vectors and Csd  from the LVCSR vocabulary. A limited LVCSR system was crelate
CVN are recomputed. The models were basic ML trained HMMs. (denoted byWRDREDwhich means “reduced vocabulary”) where

The second pass processes the new features and its outputtfi$sess80 words were omitted from the vocabulary. This system had
used to adapt models with maximum likelihood linear regress reasonably high OOV rate on the NIST STDO6 DevSet. The term
(MLLR). Bigram lattices are produced and re-scored by igrand ~~ Set has975 terms of which aret81 in vocabulary (IV) terms and
fourgram language model. Acoustic models were VTLN HLDA 494 OOV terms (terms containing at least one OOV) for the reduced
MPE trained HMM. system. The number of occurrences of the IV term& 7 and196

In the third pass, posterior features [5] are generated.oiggut ~ 0f OOV terms.
from second pass is used to adapt models with Constrained®MLL  Note, that because of the lack of separate development and te
(CMLLR) and MLLR. The bigram lattices with posterior featsr ~ SEtS, also several parameters are tuned on the developeteitis
are produced. Acoustic models were VTLN LC-RC SAT MPE Werd/multigram/phone insertion penalty and acousticiagafctor.
trained.

All systems use standard cross-word tied states HMM. 4.1. UBTWV - Upper Bound TWV

The acousti_c models are trained cust_r ain04corpora which is We used Term Weighted Value (TWV) for evaluation of spokemte
a subset oh5train03set defined at Cambridge. Total amount of datadetection (STD) accuracy of our experiments. The TWV was de-

is 277 hours. A bigram word language model (used for comparisonkineq 1y NIST for STD2006 evaluation [4]. One drawback of TWV
was trained on492.5M words of a mix of12 corpora. See [S] for 1 opicis its one global threshold for all terms. This is gdodeval-
details. _ uation for end-user environment, but leads to uncertamtyompar-
The sametstrainO4corpora was used as base phone corpora fo§son of different experimental setups. We do not know if tifeed
our experiments. The size1d.5M phones. In subword recognition, epce is caused by different systems or different normatinaand
only the recognition network (language model and unit diwiry)  global threshold estimation. This is a reasonper Bound TWV
changed. (UBTWV) definition which differs from TWV in individual thrgh-
The term confidence measure, which is produced by the termid for each term. Ideal threshold for each term is found taimie
detector, is the posterior probability of the term. If themtéhas one  the term’'s TWV:
word, the confidence is the posterior probability of the winak)

in a lattice. thrideal (term) = arg max TWYV (term,thr) (6)



Corpus LM Phone word/multigram lattice. Th@€hnUBTWVmeans that term was con-
n-gram | ACC | uswwaw | PhnSIZE verted to phone sequence and is searched in phone lattieeageth
LOOV 1 53.84| 35.0 10.67M by word/multigram system.
LOOV 2 5841 | 474 8.24M Different multigram pruninge, was tried in range between
LOOV 3 59.75| 481 6.45M and200. Word insertion penalty and LM scale factor were tuned
LnoOOV 1 53.82| 35.0 10.73M for each chosem, value. The phone accuracy was not influenced
LnoOOV 2 58.41| 47.0 8.20M much by the multigram pruning. It saturates for= 20 and both
LnoOOV 3 59.66| 483 6.38M WrdUBTWV and PhnUBTWV saturate aroung = 50. That is
Table 2. Comparison of training corpora and n-gram order on accuWhy the multigram pruning factor was chosg# in the following
racy for phone based experiments. experiments.

Next experiment tests accuracies depending on the maximum
length of multigram units. We found that phone accuracy awtth b

The UBTWV is then defined as UBTWVs saturate for multigram units of length

_ The last experiment deals with the order of the used n-gram la
UBTWV = 1- t S thridear (t + e ) A
avti:glge{pzwss( erm, thrideat (term)) guage model (table 5). The conclusion is that trigram is &s.bThe
Bpra(term, thrigea (term))}, (7)  bigramis not much worse but the size of bigram recognitidmwoek

is 1/2 of the trigram network, so the decoding is faster.
whereg is 999.9. Itis equivalent to a shift of each term to have the
maximal TWV (term) at thresholdd. Two systems can be com- 6. CONSTRAINED MULTIGRAM UNITS
pared by UBTWV without any influence of normalization andatle . - . T
threshold level estimation on the systems TWV score. UB&WV The baseline process of building multigram unit d'CtlonW'th' .
was evaluated for the whole set of terms (dendt&ITW\V-ALL, out any c_onstralnts (denoteavrd). The corpus of phone strings is
only for in-vocabulary subset (denoteBTWV-IVand only for out- taken as is. An example of an utterance segmented by suclm-unco

of-vocabulary subset (denot&BTWV-O0V strained units is in table 3 lin2. A multigram unit can be placed
across word boundaries and also across silengek)( Incorpo-
4.2. Lattice vs. Index Size ration of word boundaries (cross word multigrams) into riguéim

units means, that multigrams also somehow reflect the word la
guage model. The question is whether this is good or not. The
same question can be asked abousthk. By incorporating silence
into multigrams, the units are learned to remember partpeésh

Using STD in large scale implies using an indexing technighere
the size of index is important. That is why we calculate thtda
size in the same way the index is build: Groups of the same ove

lapped words are found in the word or multigram lattice. Eguiu - . o . .
PP 9 b where silence is usual and where it is not. Two experimenth wi

is substituted by one candidate and the count of such caedids . > . -
denoted/NrdSIZE Phone lattices are not processed phone-by-phoneconStra'ned training of multigram dictionary were done valeate

but by indexing phone trigrams. Phone trigrams are gerefitet the influ(_epce of cross-word multigrams and silence insideudtim
of all. Then the same procedure is applied as for the woretéett gram unit:

groups of the same phone trigrams are identified and eaclpgsou

substituted by one candidate. The count of such candidatds-i  6.1. No Silence in Multigram

notedPhnSIZE Only multigram units which do not contain silence were teairin

this experiment (denotedosil). The unigramsi | unit is the only
5. EXPERIMENTS one unit which contains silence. This is needed to makeautters
The first experiment was done with phones. Word insertioraltgn  segmentable. An example of an utterance segmented byakib
and LM scaling factor were tuned giving the best results @tést  method is in table 3 lina.
set. The decoder pruning parameter was set to a value whereph
accuracy saturated. UBTWV-ALL can be improved by anottfgr
but the PhnSIZE rises exponentially by further softening pihun-
ing. Phone system results are summarized in table 2. Wewdscl Word boundaries were marked in the training corpus. Then the
that absence of OOV in the training corpora has no influencinen  following rule was incorporated into the training algorith word
accuracy. The trigram LM provides the best accuracy butéieg- ~ boundary will appear at most at the beginning or at the end of a
nition network is7 times bigger compared to the bigram network. multigram unit. Only two units (ending and starting) witretvord
The second experiment was done with multigrams. Word inserboundary marker can be put besides each other during theesegm
tion penalty, LM scaling factor and the decoder pruning wereed  tation. This system is denoted msxwrd An example of a utterance
with respect to the best phone accuracy. UBTWV-ALL can be im-segmented bypoxwrdmethod is in table 3 lind. The word bound-
proved by anothei% absolutely in case of big increase of Phn- ary marker is denoted by a star.
SIZE/WrdSIZE by further softening the decoder pruning. The multigram parameters for the following experimentseaver
The word or multigram recognizer produces word or multigrammaximum multigram lengtl, multigram pruning50, multigram
lattices where terms appear as sequences of words or namtgyr training corpusMnoOOV and language model training corpus
However, the recognizer can be switched to produce phore latnoOOV. The decoder parameters were the same as for the pre-
tices even if it is word/multigram recognizer. We can evédua vious multigram experiments.
phone accuracy and detection of search terms as phonesséneg The results comparing multigrams trained with differenh-co
if such phone lattice is produced by a LVCSR system. We destraints are summarized in table 5. Three orders of n-graguiage
fined WrdUBTWYV and PhnUBTWVto distinguish between word model were trained for each of these three systems. “Phene”
and phone level output of recognizer. TRé&rdUBTWV means column contains results when the multigram decoder waschedt
that term is a sequence of words/multigrams and is searamed ito produce phone lattices.

6.2. Non Cross-word Multigrams



word sil YEAH | MEAN IT IS sil INTERESTING
xwrd sil-y-eh-ax ay-m-iy-n ih-t-ih-z-sil ih-n-t-ax-r eh-s-t-ih-ng
nosil sil y-eh-ax ay-m-iy-n ih-t-ih-z sil ih-n-t-ax-r eh-s-t-ih-ng
noxwrd | *sil* | *y-eh-ax* | *ay* | *m-iy-n* | *ih-t* | *ih-z* | *sil* | *ih-n | t-ax-r-eh-s| t-ih-ng*
Table 3. Examples of different multigram segmentations.
Unit LM Phone UBTWV SIZE
n-gram| ACC | ALL v oov
WRDREDwrd 2 - 51.4 | 73.4| 0.00 0.56Mw
WRDREDphn 2 65.40 | 54.0 | 55.4 | 50.8 4.34Mp
phn-LnoOOV 3 59.66 | 48.3 | 45.3 | 55.2 6.38Mp
mgram-xwrd 3 65.25 | 55.9 | 55.2 | 57.7 | 1.4Mw/3.6Mp
mgram-nosil 3 65.42 | 58.4 | 57.8 | 59.7 | 1.2Mw/4.1Mp
mgram-noxwrd 3 65.10 | 63.0 | 64.7 | 59.3 | 1.7Mw/3.7Mp
Table 4. Comparison of word, phone and multigram systems.
e n;:‘\gm AC UB:’V\E]V?/PL? SIZE UBTw’\\//IilLt:gramSIZE 7. CONCLUSION
xwrd 1 60.33 51.9 20.0M 53.7 3.5M Table 4 compares word, phone and multigram based systemms fro
im g ggég 22:3 g:gm gg:g i:gm phone and spoken term detection accuracy point of view. The
nosil 1 60.38 53.1 21.6M 54.6 3.2M WRDREDwrdwas the LVCSR (with reduced vocabulary) on the
nosil 2 63.25 55.1 9.3M 59.2 1.8M word level (terms are word sequences). TWRDREDphnwas
ngg\fv"rd i gg:‘s‘g gg:z 24(5.13’\& gg:g %gm the LVCSR switched to phone level. The best phone accurasy wa
Hoxwrd > 62.87 558 7 6M 613 3IM achieved by thaosil constrained multigrams. However, better STD
noxwrd 3 65.10 54.1 3.7M 63.0 17M accuracy was achieved by tmexwrd constrained multigrams. It

Table 5. Comparison of accuracy of xwrd, nosil and noxwrd multi-
gram systems. All systems have lendthpruning 50 and were
trained onMnoOOVandLnoOOV.

System | trained Phone Multigram
AC UBTWV-ALL UBTWV-ALL

xwrd oov 64.32 56.1 56.6
nosil oov 65.84 57.6 60.3

noxwrd oov 65.50 55.6 67.4
xwrd noOQV || 65.25 54.7 55.9
nosil noOQV || 65.42 54.7 58.4

noxwrd | noOQV || 65.10 54.1 63.0

Table 6. Comparison of accuracy of xwrd, nosil and noxwrd multi-
gram systems trained on corpora including@OV, LOOV) and ex-
cluding MnoOOQV, LnoOOV) the OOVs. All systems have lengsh
pruning50 and trigram language model.

We conclude that multigram performs better on the “word”

level than on the phone level in the STD task. The best acgurac

was achieved byoxwrdtrained multigrams with trigram language
model. The best phone accuracy was achievechdsil trained
multigrams and bigram language model. The constraintsnguri
the training have no significant effect on phone accuracy. th@n
other hand, tha@osil units perform slightly better. The impact is on
the STD task, where the improvement is ab6% absolute (0%
relative).

Terms must be converted from words to multigram sequence%]

for multigram based STD. We also evaluated the impact of t&=ga
mentation to the UBTWV. We tried to searttbest up to all possible
segmentations of the terms. Our conclusion is that this el £f-
fect on the accuracy. The accuracy improvement was aboataev
tenth of percent and saturates for theest segmentations of term.

Comparison of multigram systems trained with and without

OOVsiisin table 6. The OOVs cause a hit0o$% relative on phone
accuracy and up t8% relative on the WrdUBTWV-ALL.

is important to mention that multigram lattices are sigifitty
smaller and the recognition network is approximately theesaize
compared to phones.

8. ACKNOWLEDGEMENTS

This work was partly supported by European project AMIDA 6P
033812), by Grant Agency of Czech Republic under project No.
102/08/0707 and by Czech Ministry of Education under pitoljéaz
MSMO0021630528. The hardware used in this work was partially
provided by CESNET under project No. 201/2006.

9. REFERENCES
[1] Ng, K., Zue, V., “Subword-based approaches for spoketr do
ument retrieval’, Speech Communication, vol 32., no. 3,.Oct
2000, pp. 157-186.

Jiang, H.,“Confidence Measures for Speech Recogniti&n:
Survey”, in Speech Communication, 455-470, 2005, vol. 45.

Deligne, S. and Bimbot F.“ Language modeling by variable
length sequences: theoretical formulation and evaluation
multigrams”, in proc. of ICASSP, 169-172, May 1995, vol.
1.

Fiscus, J., Ajot, J., and Doddington, G., “The SpokemT&re-
tection (STD) 2006 Evaluation Plan”, NIST USA, Sep 2006.

Szoke, 1. et al., BUT System for NIST STD 2006 - English,
available  from  http://www.fit.vutbr.cz/speech/std/2006
file but 06_std evalOGengall_spchp-BUT-STBU-
MERGED1.txt

éernocky, J. et al., “Search in speech for public securitg a
defense”, in proc. of IEEE Workshop on Signal Processing Ap-
plications for Public Security and Forensics, 2007 (SAFB,0
1-7.

Hain, T. et al, “The AMI Meeting Transcription System’hy i
proc. of NIST Rich Transcription 2006 Spring Meeting Recog-
nition Evaluation Worskhop, Washington D.C., USA, 2006, p.
12.

(2]
(3]

(4]

(5]



