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Abstract

In this paper, we investigate Multilingual Stacked Bottleneck
Features (SBN) in language recognition domain. These features
are extracted using bottleneck neural networks trained on data
from multiple languages. Previous results have shown bene-
fits of multilingual training of SBN feature extractor for speech
recognition. Here we focus on its impact on language recogni-
tion. We present results obtained with monolingual and multi-
lingual networks, and their fusions. Using multilingual features,
we obtain 16% relative improvement on 3 s condition of NIST
LREQ9 dataset with respect to features trained on a single lan-
guage.

Index Terms: multilingual training, stacked bottleneck fea-
tures, language identification

1. Introduction

The neural networks (NN) have become a widely used tech-
nique for state-of-the-art Large Vocabulary Continuous Speech
Recognition (LVCSR) systems and are expanding very fast to
other fields of speech recognition. This paper describes the
usage of bottleneck (BN) features in the context of Language
Identification (LID).

There are several works related to using neural networks
as feature extractor for LID system. Ma et al. [1] used log of
phoneme posteriors generated by neural network in conjunc-
tion with a block of PLP coefficients followed by HLDA dimen-
sionality reduction as an input to standard i-vector system and
reported dramatic gain on noisy data in RATS project!. Diez
et al. [2] used phone log-likelihood ratios (PLLR) as an input
to an i-vector based system, and fused it with an MFCC-SDC
system on the score level. Generally, both approaches share the
same idea, only the fusion is done differently: feature- versus
score-level.

Han and Pelecanos [3] applied Shifted Delta Cepstra [4]
concept to capture timing information of frame-level log-
likelihood ratios of phones produced by Arabic phone recog-
nizer. The second approach they compared was to stack several
frames of frame-level phone features and to apply PCA dimen-
sionality reduction. They report nice gain on 120 s condition of
RATS task.

This work is a follow up of our previous research, where
BN features outperformed conventional MFCC-based features
by 50% relative [5] on noisy RATS data. Similar work, but on
clean NIST LRE 2009 data was done by Jiang et al. [6] with
about the same relative gain.

Another approach to use deep NN in LID was proposed by
Ignacio Moreno [7], where the NN is trained frame-by-frame
to directly classify languages. The final decision is based on
language log-posteriors averaged over frames. This approach

'Robust Automatic Transcription of Speech, project by DARPA
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works great for short utterances. However, from personal com-
munication with Ignacio and from our experiments, we know
that the performance for long utterances is still superior with
the conventional i-vector approach.

This paper proposes multilingual BN features for LID. The
term multilingual means that the NN is trained on several lan-
guages simultaneously. The motivation for our work is that a
multilingual person has better abilities to discriminate between
unknown phoneme inventories in contrast to a person speaking
just one language. The same holds for multilingual bottleneck
features which describe better the feature space for our target
task—LID. In [8, 9, 10], similar BN features were used for the
LVCSR task and the multilingual BN was found to be superior
to the one trained on single language.

We evaluate this idea on clean NIST LRE 2009 database,
comparing performance of monolingual (i.e. trained on sin-
gle language) and multilingual systems. We include results ob-
tained with SDC features for reference.

2. Stacked Bottleneck Features

Bottleneck NN refers to such topology of a NN, where one of
hidden layers has significantly lower dimensionality than the
surrounding layers. It is assumed that such layer —referred to
as the bottleneck — compresses the information needed for map-
ping the NN input to the NN output, increasing the system ro-
bustness to noise and overfitting. A bottleneck feature vector is
generally understood as a by-product of forwarding a primary
input feature vector through the BN network and reading off the
vector of values at the bottleneck layer. In other words, after a
BN network is trained for its primary task (e.g. phone state clas-
sification), the bottleneck layer is declared to be the output layer
and all succeeding layers are ignored. Such NN then maps the
primary features to the bottleneck features.

We have used a cascade of two such NNs (see Figure 1).
The outputs of the first network are stacked in time, defining
broader context input features for the second NN, hence the
term Stacked Bottleneck Features [11].

2.1. SBN input feature extraction

The NN input features are 24 log mel-scale filter bank outputs
augmented with fundamental frequency features. The funda-
mental frequency features consist of f0 and probability of voic-
ing estimates computed according to [12], fO estimates obtained
by Snack tool” function getf0, seven coefficients of Fundamen-
tal Frequency Variations spectrum according to [13] and f0
computed using Kaldi® with its delta coefficients and probabil-
ity of voicing. Together we have 13 fO related features, see [14]
for more details.

2www.speech.kth.se/snack/

3http://kaldi.sourceforge.net
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Figure 1: Block diagram of Stacked Bottle-Neck (SBN) feature extraction. The blue parts of NNs are used only during the training.
The green frames in context gathering between the NNs are skipped. Only frames with shift -10, -5, 0, 5, 10 form the input to the

second stage NN.

The conversation-side based mean subtraction is applied on
the whole feature vector. 11 frames of log filter bank outputs
and fundamental frequency features are stacked together. Ham-
ming window followed by DCT consisting of 0" to 5" base
are applied on the time trajectory of each parameter resulting in
(24 + 13) x 6 = 222 coefficients on the first stage NN input.

2.2. Neural network architecture

The cascade of neural networks is shown in Figure 1 and de-
scribed in detail in [15, 11]. The configuration for the first NN
is 222 x 1500 x 1500 x 80 x 1500 x N, where N is the
number of targets. The 80 bottleneck outputs from the first NN
are sampled at times t—10, t—5, t, t+5 and t+10, where ¢ is
the index of the current frame. As there are 11 acoustic frames
on the input of the first stage NN, this 1:5 subsampling cor-
responds to one half context overlap and results in total con-
text of 31 frames (325 ms). The resulting 400-dimensional fea-
tures are input to the second stage NN with a configuration of
400 x 1500 x 1500 x 80 x 1500 x N. The bottleneck layers
in both NNs have linear activation function which was shown to
provide better performance [16]. All other hidden layers have
sigmoids as non-linearities. The 80 bottleneck outputs from the
second NN (referred as SBN) are taken as features for the con-
ventional GMM/UBM i-vector based LID system. The targets
for training both NNs are either context-independent phoneme
states, phonemes or context-dependent triphones. These are
taken from an alignment with a conventional HMM PLP-based
LVCSR system. The number of targets varies depending on the
language and on the type of targets (see Table 3).

3. Multilingual Bottleneck Features

The basic idea is to train the NN in the multilingual manner — on
more languages, so that the final BN features describe the space
for more than one language. These two approaches to train mul-
tilingual NNs worked best in our previous experiments:

The first one — one softmax — discriminates between all tar-
gets of all languages. No mapping or clustering of phonemes is
done. The resulting NN has quite a large output layer contain-
ing all phonemes/triphones from all languages with one softmax
activation function.

The second approach —block softmax —divides the output
layer into parts according to individual languages. During the
training, only the part of the output layer corresponding to the
language the given target belongs to, is activated. Simplified
structure for this schema is in Figure 2. Detailed description
can be found in [9]. We have used the block softmax approach
in our experiments because of better performance.
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Figure 2: Multilingual bottleneck network.

3.1. Multilingual training data

For training the neural networks, the IJARPA Babel Program
data* were mainly used. This data simulates a case of what one
could collect in limited time from a completely new language. It
consists mainly of telephone conversational speech, but scripted
recordings as well as far field recordings are present.

The full language packs (all training data) from the collec-
tions shown in Table 1 were used in our experiments. More
details about the characteristics of the languages can be found
in [17]. The speech was force-aligned using our BABEL ASR
system [18].

For SBN training, we used either one language, the first
five languages denoted as multi5, or all 11 languages denoted
as multill.

For experiments where we needed a lot of training data for
single language, we used Fisher English Training Part 1/2.

4. Experimental setup
4.1. LID training and evaluation corpora

We used NIST LRE 2009 database to evaluate our LID systems.
To train our models (estimation of i-vectors and logistic regres-
sion training), we used the same data setup as in [19].

Our training data was taken from the following databases:
Callfriend, Fisher English Part 1 and 2, Fisher Levantine
Arabic, HKUST Mandarin, Mixer (data from NIST SRE
2004, 2005, 2006, 2008), Foreign Accented English, OGI-
multilingual, OGI 22 languages, Voice of America radio broad-
casts and development data for LRE 2005 and LRE 2007.

Three sets of datasets were defined for training. The first
contains all the utterances in the databases for 54 languages
and it is further denoted as full54 (this set contains 79 thousand
files and 2500 hours of speech). The second dataset is subset

4Collected by Appen, http://www.appenbutlerhill.com



Table 1: Training data used to train SBN networks (amounts of
clean speech).

Language Dataset # hours
CA Cantonese IARPA-babel101-v0.4¢c 65.0
PA Pashto IARPA-babel104b-v0.4aY 64.7
TU Turkish IARPA-babel105-v0.6 56.6
TA Tagalog IARPA-babel106-v0.2g 44.1
VI Vietnamese IARPA-babel107b-v0.7 532
AS Assamese IARPA-babel102b-v0.5a 46.7
BE Bengali IARPA-babel103b-v0.4b 53.6
HA Haitian Creole = IARPA-babel201b-v0.2b 55.0
LA Lao IARPA-babel203b-v3.1a 71.6
™ Tamil IARPA-babel204b-v1.1b 72.7
ZU Zulu IARPA-babel206b-v0.1e 57.8
MLS5 multi5 CA+PA+TU+TA+VI 283.6
ML11 multill all languages 641.0

of full54 set and contains 23 target languages from NIST LRE
2009 and is denoted as full23 (51 thousand files, 1550 hours).
The third contains a maximum of 500 utterances for every lan-
guage from full23 set and it is further denoted balanced (9.8
thousand files, 360 hours). For training the UBM, the balanced
dataset was used, for i-vector extractor, the full54 dataset was
used and for the multiclass logistic regression classifier we use
full23 set. The calibration and fusion was trained on the devel-
opment dataset, which comprises data from all previous NIST
LRE evaluations, OGI-multilingual, OGI 22 languages, Foreign
Accented English, SpeechDat-East, Switch Board and Voice of
America radio broadcasts.

4.2. LID system description

We based our experiments on the state-of-the-art acoustic i-
vector system [20]. I-vectors provide an elegant way of reduc-
ing the large-dimensional variable-length input data (time se-
quence of features) to a small-fixed-dimensional feature vector
while retaining most of the relevant information [21].

4.2.1. Feature extraction

For the multilingual SBN feature extraction, please refer to Sec-
tion 2 and 3, where it is described in detail.

As the reference features, we use popular SDC features [4]
with usual configuration 7-1-3-7, concatenated with 7 MFCC
coefficients (including CO). The frame rate is 10ms. Vocal
Tract Length Normalization (VTLN) [22], Cepstral mean and
variance normalization (CMVN) and RASTA filtering are ap-
plied before SDC.

4.2.2. Estimation of i-vectors, scoring and fusion

After feature extraction (either SDC or SBN), voice activity de-
tection was performed by our Hungarian phoneme recognizer —
we simply drop all frames labeled as silence or speaker noises.

Our i-vector extractor was trained in 5 iterations of jointly
applying the Expectation Maximization (EM) algorithm and the
Minimum Divergence (MD) step [23]. If not stated otherwise,
sufficient statistics for both the i-vector extractor training and
the i-vector estimation were collected using a 512 component
GMM with diagonal covariance matrices and the i-vector di-
mensionality was set to 400.
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We wused regularized multiclass logistic regression
(LR) [24] trained on our full23 set to produce the scores.
The i-vectors are transformed using within-class covariance
normalization (WCCN) to make L2 regularization effective
during logistic regression training.

Scores were calibrated and fused by another LR trained on
the development set. For details on LR training, see [24].

5. Results
5.1. Multilinguality

We performed a set of experiments to see how multilingual
training affects LID performance of SBN features. Intuitively,
this should bring improvement, as more different speech units
are used as targets during NN training, which should lead to the
ability to better discriminate between languages. Moreover, it
was already proven to be effective for ASR [9].

Firstly, we trained five monolingual systems for each lan-
guage from multi5 set and one multilingual system using all
data from this set, see top of Table 2. Note, that all monolingual
systems for languages from multi5 set use less data (60h each)
compared to multilingual system multi5 (280h) and multill
(640h). We did not have more data for these languages, so to
do fair comparison, we trained another monolingual network on
random subset of Fisher English database of comparable length.
We can see from Table 2, that the multi5 system outperforms by
more than 10% relative this monolingual system (Fisher 250h).
We also show a system trained on 60h subset of Fisher English,
that is in turn comparable to other monolingual systems taken
from multi5 set and is superior to them. Finally we show, that
using whole Fisher (2000h) to train monolingual system still
does not approach the performance of multilingual system.

Table 2: Comparison of systems based on monolingual and mul-
tilingual SBN features.

Cavg[%]
Features 3s 10s 30s
SDC  SDC56 17.20 6.72 3.34
1 Cantonese 12.67 4.52 2.45
2 Tagalog 12.43 4.66 2.41
3 Vietnamese 12.38 4.64 2.29
4 Turkish 11.46 4.14 2.17
5 Pashto 11.17  3.96 2.12
English (Fisher 60h) 11.11  3.80 1.87
English (Fisher 250h) 10.65 3.66 1.84
English (Fisher 2000h) 10.22  3.42 1.72
ML5  multi5 (280h) 8.99 3.15 1.68
ML11 multill (640h) 8.58 293 1.58
F1 142+43+4+5 824 228 1.23
F2 14+2+43+4+5+ML5 7.81 2.07 1.14
F3 142+3+4+5+ML5+SDC ~ 7.60 2.08 1.11

Table 2 also shows a score fusion of five monolingual sys-
tems from multi5 set (F1) and the same fusion with multi5 sys-
tem included (F2). When comparing multilingual system and
the fusion of all monolingual systems, we can see that the fusion
is better mainly on long segments. On the other hand, the multi5
system is 5x smaller and faster than the fusion of 5 monolin-
gual systems (even it uses the same amount of training data).
The multi5 system is still complementary to the monolingual



systems and brings additional gain of 7% compared to the fu-
sion F1.

We also tried adding baseline SDC system to this fusion
to find out, how much of the complementary information still
remains in the classical cepstral features. As we can see, this
yields only minor improvement, mainly for 3 s condition.

5.2. Neural network training targets

We have explored what targets we should use for training the
NN for SBN extraction. We have shown in [5] that the cross-
word tied triphone states (shortly “triphones”) are better targets
than monophones. Table 3 shows similar comparison. We tried
phoneme states (3 states per phoneme), monophones and tri-
phones. For the monolingual Turkish network, we see that the
triphones are again better targets compared to the monophones.
Relative gain is similar to what we have seen in [5].

The second part of Table 3 shows results for multilingual
SBN features. Overall the triphones as targets yield slightly
better results, but training such NN is several times longer as
the output layer has order of magnitude more output neurons.
We decided to use phoneme states for our multilingual SBN
features as it provides only slightly worse results with much
smaller computation effort during the training.

Table 3: Experiments with different training targets.

Cavgl%]
Features  Targets # Targ. 3s 10s 30s
Turkish ~ monophones 42 12.47 460 231
Turkish ~ phonestates 126 11.46 414  2.17
Turkish  triphones 3805 11.06 3.97 2.11
multi5 phonestates 1368 899 315 1.68
multi5 triphones 25270 9.22 3.02 1.61

5.3. Overall comparison

The overall results are shown in Table 4. Note that there are
several systems of different sizes mixed together.

We are reporting also results for Phone Log-Likelihood Ra-
tios (PLLR) features from [2] and Deep Bottleneck Features
(DBF) from [6] for comparison. The authors of [6] used an ap-
proach similar to Parallel Phone Recognition followed by Lan-
guage Modeling (PPRLM) [25] to obtain a multilingual sys-
tem. They train several deep bottleneck networks for different
languages and estimate i-vectors on top of bottleneck features
(DBF43). The multilingual system is then obtained by combin-
ing these i-vectors, either by concatenating i-vectors (PDBF-
TV2) or at score level.

Table 4 illustrates, how far we can get with the proposed ap-
proach. It is interesting to see the dependency of test condition
on UBM covariance type (full or diagonal). For SDC features,
we see improvement when using full covariance matrices across
all conditions. This does not hold for multil1 features, where
using full covariance helps only for short utterances. This can
be also seen on fusions F1 (UBM with diagonal covariances)
and F2 (UBM with full covariances).

From F1 and F2 system fusions, we see that combining
our multilingual multil1 system with SDC-based system brings
meaningful improvement. We obtain on average 20% relative
improvement over multill system for both F1 and F2. This
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Table 4: Final comparison of Multilingual SBN features. We
show results also for bigger systems using 2048 component
UBM with diagonal (D) or full (F) covariance matrices. We
used 400 dimensional i-vectors in all cases.

Cavg[%]

Features UBM 3s 10s 30s

1 SDC56 512D 17.20 6.72 3.34
2 SDC56 2048D 14.84 5.55 2.75
3  SDC56 2048F 14.35 5.26  2.51
4 SBN English (250h) 512D 10.65 3.66 1.84
5  SBN multi5 512D 8.99 3.15 1.68
6  SBN multill 512D 8.58 2.93 1.58
7  SBN multill 2048D  7.60 2.51 1.43
8  SBN multill 2048F 6.75 2.34 1.43
F1 247 D 6.83 1.88 1.04
F2 348 F 599 181 1.04
PLLR+Proj.+PCA [2] 1024D - - 2.19
DBF43 Mandarin [6] 2048D  9.69 2.43 1.29
PDBF-TV2 [6] 2048D  7.87 2.05 1.16

does not conflict with our results from Section 5.1, where we
have found, that adding SDC-based system to the fusion does
not help. We think, that all the complementary information is
already delivered by five monolingual systems in that case.

6. Conclusions

In this work, we applied multilingual training paradigm of SBN
neural networks to extract linguistically rich features. This pa-
per shows that features enriched in this way are more informa-
tive and better fitting for language identification task, which is
demonstrated on the standard NIST LREQ9 dataset. The results
indicate that multilingual features give 16% relative gain for 3 s
condition, 14% for 10s and 8% for 30s over the single best
monolingual features. We also showed that such multilingual
system is still complementary to the fusion of monolingual sys-
tems and brings additional 7% relative gain over all conditions.
When we fuse SBN features with our MFCC-SDC baseline, we
obtain one of the best reported results on this task.
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