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Abstract
In this report, we describe the submission of ABC team to the
NIST Multimedia Speaker Recognition Evaluation 2019.

Speaker Recognition Challenge, Deep Neural Networks,
ResNet, x-vector, PLDA, Cosine distance

1. BUT
1.1. Experimental Setup

1.1.1. Training data, Augmentations

For ResNet, we used development part of VOXCELEB-2
dataset [1] for training. This set has 5994 speakers spread over
145 thousand sessions (distributed in approx. 1.2 million speech
segments). For training DNN based embeddings, we used orig-
inal speech segments together with their augmentations. The
augmentation process was based on the Kaldi recipe1 and it re-
sulted in additional 5 million segments belonging to the follow-
ing categories:

• Reverberated using RIRs2

• Augmented with Musan3 noise
• Augmented with Musan music
• Augmented with Musan babel

For TDNN, we tried to add more data to the VoxCeleb-
2 development set. We first added the development part
of VoxCeleb-1 with around 1152 speakers. The PLP-based
systems were trained using this setup (i.e. VoxCeleb 1+2).
For other open systems, we also used 2338 speakers from
LibriSpeech dataset [2] and 1735 speakers from DeepMine

1https://github.com/kaldi-asr/kaldi/tree/
master/egs/sre16/v2

2http://www.openslr.org/resources/28/rirs_
noises.zip

3http://www.openslr.org/17/

Table 1: x-vector topology proposed in [4]. K in the first layer
indicates different feature dimensionalities, T is the number of
training segment frames and N in the last row is the number of
speakers.

Layer Standard DNN
Layer context (Input) × output

frame1 [t− 2, t− 1, t, t+ 1, t+ 2] (5 ×K) × 512
frame2 [t] 512 × 512
frame3 [t− 2, t, t+ 2] (3 × 512) × 512
frame4 [t] 512 × 512
frame5 [t− 3, t, t+ 3] (3 × 512) × 512
frame6 [t] 512 × 512
frame7 [t− 4, t, t+ 4] (3 × 512) × 512
frame8 [t] 512 × 512
frame9 [t] 512 × 1500

stats pooling [0, T ] 1500 × 3000
segment1 [0, T ] 3000 × 512
segment2 [0, T ] 512 × 512
softmax [0, T ] 512 ×N

dataset [3]. For all training data, we first discarded utterances
with less than 400 frames (measured after applying the VAD).
After that, all speakers with less than 8 utterances (including
augmentation data) were removed.

1.1.2. VAD & Features

Deep Neural Network (DNN) based embeddings used Energy-
based VAD from Kaldi SRE16 recipe4. We use FBANK fea-
tures for all BUT systems with this settings: 16kHz, frequency
limits 20-7600Hz, 25ms frame length, 40 filter-bank channels
and short time mean normalization with a sliding window of 3
seconds.

4We did not find a significant impact on performance when using
different VAD within the DNN embedding paradigm and it seems that
a simple VAD from Kaldi performs very well for DNN embedding in
various channel conditions.

https://github.com/kaldi-asr/kaldi/tree/master/egs/sre16/v2
https://github.com/kaldi-asr/kaldi/tree/master/egs/sre16/v2
http://www.openslr.org/resources/28/rirs_noises.zip
http://www.openslr.org/resources/28/rirs_noises.zip
http://www.openslr.org/17/


Table 2: ResNet50 architecture, N in the last row is the number
of speakers. The first dimension of the input shows number of
filter-banks and the second dimension indicates the number of
frames.

Layer name Structure Output

Input – 40 × 200 × 1
Conv2D-1 3 × 3, Stride 1 40 × 200 × 32

ResBlock-1

 1× 1, 32
3× 3, 32
1× 1, 128

× 3, Stride 1 40× 200× 128

ResBlock-2

 1× 1, 64
3× 3, 64
1× 1, 256

× 4, Stride 2 20× 100× 256

ResBlock-3

1× 1, 128
3× 3, 128
1× 1, 512

× 6, Stride 2 10× 50× 512

ResBlock-4

 1× 1, 256
3× 3, 256
1× 1, 1024

× 3, Stride 2 5× 25× 1024

StatsPooling – 10× 1024
Flatten – 10240

Dense1 – 256
Dense2 (Softmax) – N

1.2. TDNN x-vectors

The first one is the well-known TDNN based x-vector topology.
All its variants were trained with Kaldi toolkit [5] using SRE16
recipe with the following modifications:

• Training networks with 6 epochs (instead of 3). We did
not see any considerable difference with more epochs.

• Using modified example generation - we used
200 frames in all training segments instead of random-
izing it between 200-400 frames. We have also changed
the training examples generation so that it is not random
and uses almost all available speech from all training
speakers.

• We used a bigger network [6] with more neurons in
TDNN layers. Table 1 shows a detailed description of
the network.

1.3. ResNet x-vector

ResNet [7] based embeddings are extracted from a standard 50-
layer ResNet (ResNet50). This network uses 2-dimensional fea-
tures as input and processes them using 2-dimensional CNN
layers. Inspired by x-vector topology, both mean and standard
deviation are used as statistics. The detailed topology of the
used ResNet is shown in Table 2. The ResNet was trained using
SGD optimizer for 6 epochs.

For this system we used additive angular margin loss (de-
noted as ‘AAM loss’) fine-tuning which was proposed for face
recognition [8] and introduced to speaker verification in [9]. In-
stead of training the AAM loss from scratch, we directly fine-
tune a well-trained NN supervised by normal Softmax. To be
more specific, all the layers after the embedding layer are re-
moved (for both the ResNet and TDNN structure), then the re-
maining network is be fine-tuned using the AAM loss. For more
details about AAM loss, see [8] and [9], s is set to 30 and m is
set to 0.2 in all the experiments.

1.3.1. CPU usage

In single threaded setup on Intel(R) Xeon(R) CPU E5-2670 0
@ 2.60GHz, the x-vector extraction time is of 8.0 times faster
than real time (FRT) (computed only on detected speech, would
be 12.6 FRT computed for whole recordings including silence).
Memory consumption is 500 MB for typical utterance. Other
computation (PLDA, cosine distance, calibration, fusion) is
negligible.

1.4. Backend

1.4.1. General info

For all of backend systems, we followed the same pipeline de-
scribed here. Particular details and modifications for each sys-
tem are given in the next sections.

We train the backend on approximately 145k utterances
from VoxCeleb 2 (original speech segments corresponding to
the same session are concatenated together). For the adaptation,
we used 37 utterances of SRE18 VAST development data.

First, training and evaluation data are centered using the
training data meanwhile adaptation data are centered with their
own mean. Then, we apply feature-distribution adaption (FDA)
transformation [10] for the training data. The goal of the trans-
formation is to modify the out-of-domain training data so that
their covariance is not lower than the covariance of the in-
domain adaptation data in any direction. Here, unlike in the
original FDA, we add to the in-domain covariance matrix the
variance corresponding to the difference between the training
and adaptation mean. After FDA, we apply length normaliza-
tion, LDA dimensionality reduction followed by another length
normalization.

After the preprocessing described above we either train
Gaussian PLDA model or use simple cosine scoring to com-
pare the x-vectors. In all cases, we used adaptive symmetric
score normalization (adapt S-norm) which computes an average
of normalized scores from Z-norm and T-norm [11, 12]. In its
adaptive version [12, 13, 14], only part of the cohort is selected
to compute mean and variance for normalization. Usually X
top scoring or most similar files are selected. As a cohort, we
used a subset of the PLDA training data.

All test files were processed by diarization system based
on Agglomerative Hierarchical Clustering of x-vectors, which
were extracted from input recordings every 0.25 (see [15] for
more details). The diarization systems are run to produce output
4 different outputs with 1,2,3 and 4 speakers. Then, an x-vector
was extracted for each speaker suggested by the 4 diarization
outputs resulting in 10 x-vectors per test file. All 10 test x-
vectors were compared with the enrollment x-vector using the
backend described in the next sections and maximum score was
chosen as the representative score for the given trial.

1.4.2. BUT ResNet GPLDA

Here, we set the LDA dimensionality to 200. Gaussian PLDA
model is trained with the size of the speaker and channel sub-
space set to 200 (i.e full-rank). And, we used 100 top scoring
files from the cohort ( 5k x-vectors from the training set) for
snorm.

1.4.3. BUT ResNet COS

Here, LDA dimensionality is 100. We performed cosine dis-
tance scoring on top of 100-dimensional vectors. And, we used
100 top scoring files from the cohort ( 5k x-vectors from the



training set) for snorm.

1.4.4. BUT TDNN GPLDA

For this system, the amount of training data was increased 5
times by including the 4 copies of the data with different augme-
nattions applied. The LDA dimensionality was 150. Gaussian
PLDA model is trained with the size of the speaker and channel
subspace set to 150 (i.e full-rank). And, we used 150 top scor-
ing files from the cohort ( 25k x-vectors from the training set)
for snorm.

2. CRIM
At CRIM, we have developed both audio- and video-based
systems for NIST Multimedia Speaker Recognition Evaluation
2019 (NIST-MSRE2019). Several speaker verification systems
were developed, among them two video-based and three audio-
based systems were included in the final ABC submissions.

2.1. Video-based Speaker Verification

We built two video-based speaker verification systems one of
them we considered as our baseline system.

2.1.1. Baseline system (CRIM V S1PL)

The video baseline system is inspired by the definition of the
Face Recognition System in the SRE19 Multimedia Baseline
description document (Section 4). First, embeddings are ex-
tracted for the enrollment videos using the facial bounding
boxes and frame indices provided in the dataset. The corre-
sponding image regions are cropped, normalized, and passed to
a Squeeze-Excitation variation of a ResNet-50 [16] pre-trained
on VGGFace2 [17] to produce a set of facial embeddings. For
each enrollment video, the embeddings are averaged to create a
single feature vector that corresponds to a subject. Next, we use
the Single-shot Scale-invariant Face Detector (S3FD) of [18] to
detect roughly one face per second in the test videos. With those
detections’ bounding boxes, we extract new facial embeddings
using the same approach as before. Finally, in each trial, we
compute the cosine similarity between the (averaged) subject
embedding and the automatically extracted embeddings. The
output score for each video is the maximum similarity found
between embedding pairs in that video. No score normalization
is performed.

2.1.2. CRIM V S2MD

In the literature, different models were proposed to detect a face
in images. Among them Dlib [19], SeetaFace [20], FAN [21],
and MTCNN [22] process videos in real time with a high ac-
curacy. The multitask CNN (MTCNN) can also locate facial
landmarks that could be used for face alignment. Here, we used
only the detected bounding boxes (BB) around the faces.

To encode the extract face images we used a SENet50 [16]
architecture trained on VGG Face2 [17]. We extracted the
learned semantic abstraction of the last pooling layer and ap-
plied a global average 2d spatial averaging. The face is then
represented by its facial attributes as a vectors of 2048 elements.

Since the videos contain more than one persons, we used
Kalman filter to track the extracted BB from frame to frame.
An optimization procedure is used to resolve the inter-frame
BB association. The cost function is based on a similarity func-
tion that considers both the Intersection over Union (IoU) of
the bounding boxes and the appearance similarity of the corre-

sponding faces. The cosine similarity is used as a metric of the
appearance similarity between each pair of faces.

The tracking leads to several groups of facial attributes cor-
responding to different tracklets. The track of one person could
be possibly represented by a number of tracklets (groups) if the
tracking is broken for any reason (e.g., occlusion, leaving the
scene, etc.). The Multiple Object Tracking facial features out-
puts are clustered using the Chinese Whispers algorithm which
do not need any prior information about the number of clusters.
Since in the same tracklet groups we do not know the number
of different appearances the tracked face is exhibiting.

In the verification stage we use the same process as for the
tracking. However, the cosine similarity is not performed in-
dividually but on the averaged facial attribute per cluster. The
maximum will indicate the association target vs. non-target.

2.2. Audio-based Speaker Verification

For NIST-MSRE 2019 audio-based speaker verification task,
we developed speaker verification systems following various
deep learning architectures on the top of the well known x-
vector setting [23] in its Kaldi [5] implementation. Speaker
recognition, i.e. multi-class classification over the set of train-
ing speakers, has been successfully applied as an auxiliary task
for automatic speaker verification (ASV). Outputs of some in-
ner layer of the model trained under that setting can be then used
for PLDA training and inference, of for direct scoring using co-
sine similarity, for instance. To this end, we adopted extended
TDNN and factored TDNN (F-TDNN) based x-vector extrac-
tion paradigm. As backend, we employed PLDA.

In this case, In order to adapt x-vectors of the out-of-
domain data (i.e., PLDA training data) to the in-domain data
(i.e., MSRE 2019 or SRE 2018 VAST domain) unsupervised
domain adaptation by correlation alignment [24] has been ap-
plied. This adaptation technique works by aligning the distri-
butions of out-of-domain and in-domain features in an unsuper-
vised way. This is achieved by aligning second-order statistics,
i.e covariances. Training and scoring using PLDA is then per-
formed on the top of CORAL adapted embeddings. Depending
on the availability of speaker labels in the in-domain training
data we employed either supervised PLDA adaptation (when
true speaker labels are present) or unsupervised PLDA adapta-
tion (when there is no speaker labels).

PLDA was employed for scoring dev and test trials after
dimensionality reduction of embeddings using linear discrimi-
nant analysis (LDA). The dimension of embeddings is reduced
to 200. PLDA is trained on embeddings from the train parti-
tion with the same augmentation used for training the neural
networks. The model adaptation scheme introduced in [25] was
further evaluated and utilized for PLDA to help on overcoming
any domain shift observed across train and evaluation data due
to different recording conditions and language mismatch. To do
so, embeddings unlabelled data are then employed for training a
second PLDA model. The final back-end is obtained by interpo-
lation of the covariance matrices of the two PLDA models. We
found the adaptation described to have different impact in per-
formance depending on the underlying model utilized for gen-
erating the embeddings, and in some cases some performance
degradation was observed. For supervised PLDA adaptation,
we modified the kaldi unsupervised PLDA adaptation code to
perform supervised PLDA adaptation using two PLDA models
trained on out-of-domain training data and labeled in-domain
training data.



2.3. Speech features, VAD and data augmentation

Speech features correspond to either 23 MFCCs (for 8kHz
sampling frequency-based systems) or 30 MFCCs (for 16kHz
sampling frequency-based systems) obtained with a short-time
Fourier transform using a 25ms Hamming window with 10 ms
frame shift. For voxceleb, data is down-sampled to 8kHz. An
energy-based voice activity detector is employed to filter out
non-speech frames. Multi-condition training data is further in-
troduced by augmenting the original train partition with sup-
plementary noisy speech in order to enforce model’s robust-
ness across varying conditions. We thus created additional ver-
sions of training recordings as similarly done in [23], i.e. by
corrupting original samples adding reverberation (reverberation
time varies from 0.25s - 0.75s), as well as by adding back-
ground noise such as music (signal-to-noise ratio, SNR, within
5-15dB), and babble (SNR varies from 10 to 20dB). Noise sig-
nals were selected from the MUSAN corpus [26] and the room
impulse responses to simulate reverberation from [27]. We have
also developed two systems employing TDNN and F-TDNN on
the top of 23-dimensional and 30-dimensional perceptual linear
prediction (PLP) features, respectively.

2.3.1. Out-of-domain and in-domain training data

Two out-of-domain training data sets were used for training
TDNN and Factored TDNN (F-TDNN) models:

• Data corresponding to SRE’s from 04 to 10, Mixer 6, and
Switchboard (SWBD) from approximately 5000 speak-
ers.

• Combined voxceleb 1 & 2 (excluding the voxceleb1
test set) corpora, which sums up to approximately 7300
speakers.

As in-domain training data we used the following two sets:

• SRE 2018 VAST portion of development (enroll + test)
data and considered it as unlabeled in-domain training
data.

• SRE 2018 VAST portion of development (enroll + test,
37 recording from 10 speakers) data + 40 speakers’
recordings from OpenSAT (VAST) data. In total, there
are approximately 200 recordings from 50 speakers and
we considered it as labeled in-domain training data.

2.3.2. Systems included in the final submission

In the section we provide a brief description of audio-based
speaker verification systems included in the final ABC submis-
sion:

• CRIM S1: This system is 8kHz sampling frequency-
based ASV system where the extended TDNN architec-
tures is trained on multi-style version of SRE’s from 04
to 10, Mixer 6, and Switchboard (SWBD) data. Fron-
tend features employed is 23-dimensional PLP features.
Embeddings are adapted to in-domain by using only un-
supervised adaptation employing correlation alignment.

• CRIM S5 ADAPT: This system is 16kHz sampling
frequency-based ASV system where a factored TDNN
architectures is trained on multi-style version of com-
bined voxceleb 1 & 2 (excluding the voxceleb1 test
set) data. Frontend features employed is 30-dimensional
MFCC features. Embeddings are adapted to in-domain
by using unsupervised adaptation employing correlation

alignment as well as supervised PLDA adaptation tech-
niques.

• CRIM S8 ADAPT: This system is similar to
CRIM S5 ADAPT but as frontend features employs
30-dimensional PLP features instead of 30-dimensional
MFCCs.

2.4. CPU usage

In single threaded setup on Intel(R) Core(TM) i9-7980XE CPU
@ 2.60GHz, the x-vector extraction time is of 6.0 times faster
than real time (FRT). Memory consumption is 500 MB for typ-
ical utterance. Other computation (PLDA, cosine distance, cal-
ibration, fusion) is negligible.

3. ABC submission
3.1. Calibration and Fusion

The final submission strategy was one common fusion trained
on the labeled development set. Each system provided log-
likelihood ratio scores that could be subjected to score normal-
ization. These scores were first pre-calibrated and then passed
into the fusion. The output of the fusion was then again re-
calibrated.

Both calibration and fusion was trained with logistic regres-
sion optimizing the cross-entropy between the hypothesized and
true labels on a corresponding development set. Our objective
was to improve the error rates on the NIST SRE 2019 VAST
development set.

The results for all tracks (audio only, video only, audio-
visual) are listed in 3.

3.2. Audio only

We used the labeled NIST SRE2018 VAST evaluation set to
train the calibration and fusion as we were using NIST SRE
2018 VAST development data in some cases to do the system
adaptation and we wanted to avoid the overlap which exists be-
tween NIST 2018 VAST development set and NIST 2019 VAST
development set. We have not split the datasets in any way
and we took the risk of having an overlap which exists between
NIST SRE2018 VAST evaluation set and SRE19 VAST devel-
opment set.

3.3. Video and Audio-Visual systems

In this case we had to work only with audio-visual NIST
SRE2019 VAST development set which was used to train both
calibration and fusion.
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malization in multilingual speaker recognition,” in Proceedings
of Interspeech 2017. 2017, pp. 1567–1571, International Speech
Communication Association.

[13] D. E. Sturim and Douglas A. Reynolds, “Speaker adaptive cohort
selection for tnorm in text-independent speaker verification,” in
ICASSP, 2005, pp. 741–744.

[14] Yaniv Zigel and Moshe Wasserblat, “How to deal with multiple-
targets in speaker identification systems?,” in Proceedings of
the Speaker and Language Recognition Workshop (IEEE-Odyssey
2006), San Juan, Puerto Rico, June 2006.

[15] Federico Landini, Shuai Wang, Mireia Diez, Lukáš Burget, Pavel
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6. Recipes at BUT
6.1. ResNet - Shuai Wang

6.2. TDNN - Hossein Zeinali/Pavel Matejka

- system from Voxceleb challenge trained by Hossein
- PavelM did the forwardpass of the data for NIST

6.3. Diarization - Lukas Burget

/mnt/matylda4/burget/SRE19/DIARIZATION/diarization AHCxvec2Nspk.sh
Needs *.py files from the same directory and x-vectors extracted every 0.25s (by Shuai) from
/mnt/matylda3/xwangs01/projects/dirazation/DIHARD2019/v4/exp/xvector nnet paja/xvectors ${dataset} 25ms/xvector.*.ark

6.4. Backend - Anna Silnova

3 backend recipes are here: /mnt/matylda5/isilnova/NIST SRE 2019/VAST/recipes
All of the needed .m files are in the same directory. The path to x-vectors is specified in the first line of the corresponding script,

the directory where to save the models, scores, logs, etc. is defined in the 3rd line.

BUT ResNet GPLDA run plda resnet.sh

BUT ResNet COS run plda cos resnet.sh

BUT TDNN GPLDA run plda tdnn.sh

6.5. Calibration/Fusion - Oldrich Plchot

6.6. Score format conversion - Pavel Matejka

7. Ideas for Analysis
• Pavel: use of diarization - no diar , diar, 1-4spk, 1-7spk ...

• who:what

8. Retrospective
8.1. What was good and we want to do it next time too

• who:what

8.2. What we can do better next time

• who:what
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