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ABSTRACT
End-to-End and cascade (ASR-MT) spoken language transla-
tion (SLT) systems are reaching comparable performances, however,
a large degradation is observed when translating the ASR hypothesis
in comparison to using oracle input text. In this work, degradation
in performance is reduced by creating an End-to-End differentiable
pipeline between the ASR and MT systems. In this work, we train
SLT systems with ASR objective as an auxiliary loss and both the
networks are connected through the neural hidden representations.
This training has an End-to-End differentiable path with respect
to the final objective function and utilizes the ASR objective for
better optimization. This architecture has improved the BLEU score
from 41.21 to 44.69. Ensembling the proposed architecture with
independently trained ASR and MT systems further improved the
BLEU score from 44.69 to 46.9. All the experiments are reported on
English-Portuguese speech translation task using the How2 corpus.
The final BLEU score is on-par with the best speech translation
system on How2 dataset without using any additional training data
and language model and using fewer parameters.
Index Terms: Spoken Language Translation, Transformers, Joint
training, How2 dataset, Auxiliary loss, ASR objective, Coupled de-
coding, End-to-End differentiable pipeline.

1. INTRODUCTION

Spoken Language Translation (SLT) refers to the task of transcribing
a spoken utterance in a source language into the target language. SLT
systems are typically categorized into the cascade and End-to-End
systems. Cascade SLT systems in their popular form comprise an
automatic speech recognition (ASR) system followed by a machine
translation (MT) system. The initial ASR system generates the text
sequence for the spoken utterance and the generated text sequence is
translated into the target language by an MT system. Speech recog-
nition task has a monotonic alignment between the spoken sequence
and the labeling sequence. But this property is not present in MT
and SLT tasks. ASR system relies more on the local context to tran-
scribe the speech while MT systems need the wider context of a word
to translate it. In a cascade approach, both ASR and MT are trained
separately. The improvements in both ASR and MT performance
can be easily translated to the SLT model. End-to-End SLT system
is a single model that directly transcribes the spoken utterance in the
target language. End-to-End SLT models have to learn the complex
mapping between the spoken sequence and the labeling sequence in
the target language, which involves the word splitting, merging, and
reordering. End-to-End SLT systems can result in simpler models
to train, have low latency and lead to direct optimization of the re-
quired task. The difference between the cascade and the End-to-End
system is that the End-to-End system does not use the source text for
translation. However, while optimizing the End-to-End SLT model,
the use of the source text has shown to improve the performance [1].

Currently, cascade SLT systems perform better than the End-to-
End SLT systems. Popular End-to-End SLT systems are sequence-
to-sequence with attention models. With the recent progress in these
models, the performance gap between cascade and End-to-End SLT
systems is narrowing. Nevertheless, the cascade SLT system suffers
from a large performance gap when MT models are used to trans-
late ASR hypotheses compared to using oracle input text. This large
performance gap is due to the erroneous ASR hypotheses and the
MT system which is not able to handle the errors. In this study, we
explore approaches to reduce this performance gap by creating an
End-to-End differentiable pipeline between ASR and MT systems.
SLT systems are trained with ASR objective as an auxiliary loss and
both the networks are connected through the neural hidden repre-
sentations. This way the model has a differentiable path between
input (speech) and the final labeling sequence and also utilizes the
ASR objective to improve the performance of the SLT system. Dur-
ing the inference, both the models are connected through neural hid-
den representations of N-best hypotheses. The coupled search using
the log-likelihood scores from both ASR and MT models is used to
pick the best translation sequence. During the training, the proposed
model is similar to the model described in [2], where the context
vectors from the ASR decoder are passed as input to the MT model.
During the inference, the proposed model is similar to [3], where
back translation likelihoods are used to re-rank the hypotheses, pro-
posed model uses the likelihoods from the ASR decoder to re-rank
the MT hypotheses.

1.1. Recent Developments in SLT systems

Here, we describe some of the recent SLT models submitted to
IWSLT-2019. The evaluation had a track on English to Portuguese
translation on the same development set as used in our experiments.
The best performance in IWSLT 2019 [4] was achieved with a
cascade SLT system with a pipeline of ASR, punctuation model
and MT systems. The ASR used in that system is an ensemble
of LSTM-based encoder-decoder model and a large transformer
model(>150M parameters) trained with stochastic depth [5]. The
MT model used is a multi-lingual model (>200M parameters)
trained for two languages (English−→ German and English −→
Portuguese). Transformer models are adapted for training End-
to-End SLT systems with an additional distance penalty for the
attention to focus more on the local context [6]. Data augmentation
methods such as spec-augment [7] and the use of back-translated
synthetic text has improved the performance [7]. The End-to-End
SLT systems with their parameters initialized from independently
trained ASR and MT systems have been studied in [8]. LSTM-
encoder-decoder models have been used to train End-to-End SLT
systems with characters as target units in [9]. Multi-model SLT
systems, which have used the features from text and video were
studied in [10].
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2. DATABASE

All the experiments in this paper are conducted using HOW2 data-
set [11]. The data-set comprises train, dev, and test sets. The train-
ing, development and test sets consist of 185K, 2305, and 2022 sen-
tences, which amounts to 298, 3, and 4 hours of speech data. All
the sentences in the data-set have parallel Portuguese translations.
All the models in this work are trained using the training set and
early stopping is controlled using the development set. All the text
is lower-cased and the punctuation symbols are removed. The sen-
tence piece model is trained to obtain a sub-word vocabulary of 5000
tokens for both English and Portuguese texts. Audio from the videos
is extracted and a 16 kHz signal is used in these experiments. 40-
Dimensional Mel-filter bank features are extracted with 25 ms win-
dow size and 10 ms overlap. Mean and variances of the features are
normalized per-video. The performances of all the translation sys-
tems are measured using Sacre-BLEU. The results presented in this
paper are compared with the baseline results presented in [11].

3. CASCADE VS. END-TO-END SLT SYSTEMS

3.1. Transformer ASR systems

Similar to [12, 13, 14], our transformer ASR models are trained with
characters or Byte Pair Encoding (BPE) units as target units. In both
cases, the models are trained with 12 encoder layers and 6 decoder
layers. The sizes of the hidden and feed-forward layers are 256 and
1024, respectively. The models are trained for 150 epochs. Each
batch comprised 7000 target units. The models from the last ten
epochs are averaged and the averaged weights are used during the
decoding. ASR hypotheses are decoded with a beam size of 10. The
start-of-the-sequence(<SOS>) and end-of-the-sequence (<EOS>)
are modeled by additional tokens. The data-set has some very long
sequences with 400-500 characters and decoding these sentences in-
creases the decoding time. To reduce the decoding time, a vectorized
beam search described in [15] has been used. A threshold mecha-
nism described in [16] has been used to pick the proper EOS can-
didates. The length penalties of 1 and 0.8 are used for character
and BPE models. No external language model has been used in this
work. The performance of both models is presented in Table 1. The

Table 1. ASR systems trained using Transformer Models.
Architecture (Target units) Dev set(WER) Test set(WER)

TDNN-LFMMI(BPE) - 13.7

S2S-Attention (BPE) [11] - 19.4

Transformer (character) 17.47 17.87

Transformer (BPE) 16.85 16.52

first row corresponds to an ASR system trained with TDNN-LFMMI
using Kaldi-recipes. This ASR is not used in any SLT system but is
presented only as a reference. The second row of the table shows the
performance of the LSTM-based sequence-to-sequence model pre-
sented in [11]. Rows 3 and 4 show the performances of ASR systems
based on transformer models with characters and BPE (5K) units as
the target units. The transformer model with BPE targets performs
better.

3.2. Transformer based Machine Translation systems

Transformer models have been proposed for Machine Transla-
tion (MT) in [12]. Our MT systems are trained with three different
input-output granularities such as characters-characters, characters-
BPE, and BPE-BPE. The model has 6-encoder layers, 6-decoder
layers. The sizes of the hidden and feed-forward layers are 512
and 1024, respectively. The models have 8 parallel heads and are
trained as described in section 3.1. The beam size and length penal-
ties for decoding are tuned on the development set. The optimal
beam size for all the granularities is 5, and the length penalties for
characters-characters, characters-BPE, and BPE-BPE are 1.2, 1.0,
1.2 respectively. The tokens predicted from the model are converted
back to the text and the Sacre-BLEU is computed. The EOS thresh-
olding described in section 3.1 has been used. The performances of
the trained MT systems are presented in Table 2. From Table 2, it

Table 2. MT systems trained using Transformer Models.
Architecture

(Input-Output) Granularity
Dev

Sacre-BLEU
Test

Sacre-BLEU
S2S-Attention-(BPE) [11] 54.4

Transformer-(characters-characters) 53.08 52.08
Transformer-(BPE-BPE) 53.16 52.01

Transformer-(characters-BPE) 55.32 54.80

can be observed that both character-character and BPE-BPE based
models have comparable performances. Empirically, it has been
observed that the character-character based MT models have taken
longer time to train and decode compared to other models. The
models with character input and BPE as output has performed better
than the other two systems.

3.3. Cascade SLT models

In this work, two different cascade systems have been trained: ASR
systems with either characters or BPE output units along with the
corresponding MT model. The ASR and MT models described in
sections 3.1 and 3.2 are used in the cascade pipeline. The ASR hy-
pothesis is decoded and the decoded hypothesis is used by the MT
model to produce the translation. The performance of the cascade
SLT systems is presented in Table 3. We can see that the perfor-

Table 3. Cascade SLT models (ASR-MT) trained using Transformer.
The performances in the below table are presented in-terms Sacre-
BLEU scores.

Architecture
(Input-Output) Granularity

1-best n-best
Dev set Test set Dev set Test set

Transformer
(characters-characters) 39.12 39.18 - -

Transformer
(characters-BPE) 41.21 41.31 42.52 42.31

Transformer
(BPE-BPE) 41.86 41.71 43.68 43.6

mance of the SLT systems is significantly worse than the perfor-
mance of the MT systems shown in Table 2. Due to the use of the
erroneous ASR hypothesis as input to the MT system, the perfor-
mance of the MT systems has degraded in the BLEU score by more
than 10 points. Columns 2 and 3 of Table 3 show the performance
of SLT systems using the 1-best hypothesis. Columns 4 and 5 show
the performance of SLT systems using the n-best hypothesis as de-
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fined in equation (1), i.e. the sum of log-likelihoods of ASR and MT
model are used to pick the best translation.

P (y|x) = argmax
y

∑
z

P (y|z)P (z|x))

≈ arg max
y∈Ŷ (z),z∈Ẑ(x)

logP (y|z) + logP (z|x)
(1)

In equation (1), x is the source speech, y is the target token sequence
and z is the source token sequence and Ẑ, Ŷ are the n-best hypothe-
ses from ASR and MT models. As we can see from the results, the
n-best approach improves the performance.

3.4. End-to-End SLT models

Our End-to-End SLT systems are again based on the transformer
architecture [6, 17]. The models predict the Portuguese charac-
ters/BPE units. The training and the decoding follow the description
from section 3.1. The performances of the End-to-End SLT systems
are tabulated in Table 4. We have experimented with a different

Table 4. Transformer based End-to-End SLT.
Architecture (Target unit) (No.of parameters) Dev set Test set

S2S-Attention-BPE [18] - 36.0
Transformer-12enc-6dec-(char)(24M) 33.4 33.8
Transformer-12enc-8dec-(char)(29M) 33.97 33.98
Transformer-8enc-6dec-(BPE)(24M 36.91 37.45

Transformer-12enc-6dec-(BPE)(30M) 38.95 39.06
Transformer-20enc-10dec-(BPE)(46M) 40.03 40.19

Transformer-20enc-10dec-dhidden−size-512(BPE)(92M) 39.94 40.59

number of the encoder (enc) and decoder (dec) layers as indicated
in the first column of the table. Unless stated otherwise, the models
have 4 heads and the hidden and feed-forward layer sizes 256 and
1024, respectively. From the table, we can see that the models with
BPE target units perform better than the models with character tar-
gets. However, the performance of these models is worse than the
performance of the cascade SLT models. The performance improves
as we add more parameters to the models. The last line of Table 4
corresponds to a large transformer model with 20 encoder and 10
decoder layers and hidden layer size 512.

3.5. Augmented Training for Cascade SLT

To reduce the mismatch between the ASR hypothesis and the ora-
cle text, the text training corpus for the MT systems is augmented
with the ASR hypothesis. ASR hypothesis for the training data is
obtained using the ASR model described in section 3.1. The per-
formance of these models is presented in Table 5. The different

Table 5. Cascade SLT systems trained using augmented data.
Oracle Text ASR hypothesis

Dev set Test set Dev set Test set
Transformer-(char-char) 50.21 49.44 39.67 39.54
Transformer-(char-BPE) 54.2 53.98 41.04 41.30
Transformer-(BPE-BPE) 49.59 49.41 39.12 39.82

rows correspond to the different cascade SLT systems with differ-
ent input/output granularities. Columns 2 and 3 show performances
of the cascade SLT systems trained with the augmented inputs and

evaluated with the oracle input text. Columns 4 and 5 show perfor-
mances of the systems evaluated with the ASR hypothesis. Com-
paring the results in Table 5 with 1-best results in Table 3 the sys-
tems trained with augmented data have not significantly improved
the performance when evaluated on ASR hypotheses and perform
worse with the oracle input text. The models trained from scratch
with the augmented data and the models that are initially trained on
clean data and later fine-tuned for augmented data have yielded sim-
ilar performances.

4. MULTI-TASK TRAINING OF SLT SYSTEMS WITH ASR
OBJECTIVE AS AN AUXILIARY LOSS

From the above sections, it can be observed that the cascade SLT sys-
tems perform better than the End-to-End approaches. At the same
time, there is a large performance degradation when MT systems
translate ASR hypothesis as opposed to using oracle input text. To
reduce this performance gap, we have trained a model with an End-
to-End differentiable pipeline between the spoken sequence and the
target token sequence. This architecture uses the ASR objective as
an auxiliary loss. The architectures for ASR and MT models de-
scribed in the above sections are connected as shown in the right
block of Figure 1. The pre-softmax activations are taken from the
ASR as continuous hidden representations and they are used as the
input to train the MT model. This way MT does not rely on discrete
decisions made by the ASR and the whole pipeline can be (also)
optimized for the final MT objective. We optimize the combined
model with a multi-task loss function. The ASR model parameters
in the pipeline are optimized for both ASR and MT objective, while
the MT model parameters are optimized for MT objective only. The
models are trained as described in section 3.1. The model has two
decoders in the pipeline: The ASR decoder produces the 10-best
ASR hypothesis and the corresponding hidden representations. The
hidden representation from each of the 10-best outputs is considered
as a separate input to MT. For each such input, the MT decoder pro-
duces the 5-best MT hypothesis. All 50 hypotheses produced by the
MT model are combined and the best hypothesis from the MT model
is used as the output hypothesis.

Table 6. SLT systems jointly trained with a Multi-Task objective and
ASR as an auxiliary loss

Sacre-BLEU WER
Dev set Test set Dev set Test set

Transformer-End-to-End 36.2 36.8 - -
Transformer-(char-BPE) 40.48 40.46 24.27 24.50
Transformer-(BPE-BPE) 44.9 44.18 17.99 18.09

The performances of the proposed SLT systems are tabulated in
Table 6. We can see that, with the BPE ASR target units, the multi-
task training of the whole pipeline outperforms the corresponding
cascade SLT system (compare with column 4 and 5 in Table 3). The
proposed multi-task training improves the BLEU score by around 1
point compared to the cascade system with n-best hypotheses and by
4 around or 5 points compared to End-to-End systems from Table 4.

Unfortunately, with the character ASR target units, the multi-
task training degrades the performance as compared to the corre-
sponding cascade system. In this case, the ASR module of the joint
pipeline has significantly worse ASR performance (see WER in
columns 4 and 5 in Table 6). As a consequence, the MT perfor-
mance also degrades. In this case, the difficulty with training the
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ASR module is likely caused by the mismatch in the granularity of
the ASR and MT output representation (i.e. characters vs. BPEs).

5. ENSEMBLING WITH EXTERNAL ASR AND MT
SYSTEMS

From Table 6, it can be observed that the WER performance of the
ASR module in the joint training is not on-par with the performance
of ASR systems trained only for the ASR objective described in sub-
section 3.1. To improve this performance the ASR module is ensem-
bled with the external ASR model described in subsection 3.1. Dur-
ing the inference, the softmax output distributions from both models
are computed for each prefix and the distributions are averaged and
this average distribution is used for the beam search.

In a similar way, we also ensemble the MT module: The pro-
posed jointly trained pipeline also produces characters/BPE units as
outputs along with the neural-hidden representations, which can also
be used for translation with the external MT models described in sec-
tion 3.2. The left block of Figure 1 depicts the ensembling with an
external MT system. In our experiments, both the ASR and MT
independently trained external models described in subsection 3.1
and 3.2 are ensembled with their corresponding modules of the joint
model.

Fig. 1. Block diagram describing the Multi-Task training with ASR
objective as an auxiliary loss and MT ensembling.

Table 7. Multi-Task training with ASR as a auxiliary loss and en-
sembling with external ASR and MT systems.The performances in
the below table are presented in-terms Sacre-BLEU scores.

ASR-Guided
Joint-model+

Ensemble-ASR
Joint-model+
Ensemble-MT

Joint-model+
Ensemble-ASR+MT

Dev set Test set Dev set Test set Dev set Test set Dev set Test set
Transformer-
(char-BPE) 40.84 40.81 41.92 41.70 43.04 42.31 43.72 43.06

Transformer-
(BPE-BPE) 45.32 44.69 46.93 46.22 45.8 45.7 47.33 46.9

The performances obtained with different ensembling configu-
rations are tabulated in Table 7. Columns 2 and 3 show the perfor-
mances of the ASR-Guided jointly trained model. In this case, the n-
best sequence is obtained from an independently trained ASR system
described in section 3.1. The n-best ASR hypotheses are rescored

by (passed through a single decoder iteration of) the joint model to
obtain the neural hidden representations, which are then used by the
MT-module of the joint model to produce the translations. Column 4,
5, and 6, 7 are the performances of SLT systems with ASR and MT
ensembling, respectively. Columns 8 and 9 show the performances
of SLT systems with both ASR and MT ensembling. We can see
that the larger improvements in BLEU score are obtained with MT
ensembling than with ASR ensembling. These improvements could
be attributed to the higher diversity of the MT input representations
(MT module in joint pipeline uses the continuous neural representa-
tion, while the external MT model uses discrete representations) and
also to the fact that the MT model is at the end of the pipeline. The
best results are obtained with ensembling ASR and MT giving the
best BLEU-score of 47.33 and 46.9 on development and test sets of
HOW2 data-set. These results are on-par with the best performing
systems on How2 data-set published in IWSLT-2019 [4], [1]. The to-
tal number of parameters in the model (ASR+MT) is around 140M,
which is much lesser than (>350M parameters) for the models in [4].

Note, that the ensembling with independently trained external
ASR and MT models could be especially beneficial in scenarios with
additional available ASR and MT training data that are not a paired
speech-translated text data. The performance of the proposed model
is evaluated on IWSLT-corpus and the results are reported in 1

6. CONCLUSION & FUTURE SCOPE

Large performance degradation is observed while translating the
ASR hypothesis as opposed to using oracle input text. Proposed
systems aim to reduce this degradation by training models with
an end-to-end differentiable pipeline between ASR and MT models.
Introduction of the ASR objective as an auxiliary loss while optimiz-
ing the combined ASR+MT models has improved the performance
of SLT systems. The performance gains are higher when both ASR
and MT models use the target units of the same granularity (BPE
in our case). As all the models are transformers, they could be
replaced with Non-Auto regressive models [19], [20],[21], which
could reduce the latency of decoding. Along with the input symbols,
a mechanism to present the confidence of the input symbol could
help MT models to better translate the ASR hypothesis. This could
be an interesting direction for further study. While training with
the erroneous input text, using a sentence-wise confidence metric
and conditioning the learning of the model on the confidence metric
could improve the performance of MT [22]. Using unpaired ad-
ditional data for training ASR and MT models could improve the
performance of the ensemble.
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