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Abstract

This work deals with problematic from field of didial intelligence, machine vision and neural
networks in construction of an automatic numbertepleecognition system (ANPR). This
problematic includes mathematical principles ammadhms, which ensure a process of number
plate detection, processes of proper charactensiesggtion, normalization and recognition.
Work comparatively deals with methods achievingaience of systems towards image skew,
translations and various light conditions duringe tltapture. Work also contains an
implementation of a demonstration model, whichhile do proceed these functions over a set of
snapshots.
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Chapter 1

Introduction

1.1 ANPR systems as a practical application of aftcial intelligence

Massive integration of information technologiesoiml aspects of modern life caused demand
for processing vehicles as conceptual resourc@sfonmation systems. Because a standalone
information system without any data has no seneretwas also a need to transform
information about vehicles between the reality afdrmation systems. This can be achieved
by a human agent, or by special intelligent equiptmeéhich is be able to recognize vehicles by
their number plates in a real environment and cefiieinto conceptual resources. Because of
this, various recognition techniques have beenldped and number plate recognition systems
are today used in various traffic and security ggtibns, such as parking, access and border
control, or tracking of stolen cars.

In parking, number plates are used to calculatatour of the parking. When a vehicle
enters an input gate, number plate is automaticatbpgnized and stored in database. When a
vehicle later exits the parking area through ampuaiugate, number plate is recognized again and
paired with the first-one stored in the databage difference in time is used to calculate the
parking fee. Automatic number plate recognitiontsys can be used in access control. For
example, this technology is used in many compatdegrant access only to vehicles of
authorized personnel.

In some countries, ANPR systems installed on cgubtrders automatically detect and
monitor border crossings. Each vehicle can be texgid in a central database and compared to a
black list of stolen vehicles. In traffic contraehicles can be directed to different lanes for a
better congestion control in busy urban commuraecstduring the rush hours.

1.2 Mathematical aspects of number plate recognitrosystems

In most cases, vehicles are identified by their Ipeimplates, which are easily readable for
humans, but not for machines. For machine, a numplag¢e is only a grey picture defined as a
two-dimensional functionf (X, y), where x and y are spatial coordinates, arid is a light

intensity at that point. Because of this, it isessary to design robust mathematical machinery,
which will be able to extract semantics from spatiamain of the captured image. These
functions are implemented in so-called “ANPR systérwhere the acronym “ANPR” stands
for an “Automatic Number Plate Recognition”. ANPRs&em means transformation of data
between the real environment and information system

The design of ANPR systems is a field of reseancériificial intelligence, machine vision,
pattern recognition and neural networks. Becaughisfthe main goal of this thesis is to study
algorithmic and mathematical principles of automatimber plate recognition systems.

Chapter two deals with problematic of number platea detection. This problematic
includes algorithms, which are able to detect saregular area of the number plate in original
image. Humans define the number plate in a natangluage as asthall plastic or metal plate
attached to a vehicle for official identification purposes’, but machines do not understand this
definition. Because of this, there is a need td fam alternative definition of the number plate
based on descriptors, which will be comprehensifble machines. This is a fundamental
problem of machine vision and of this chapter.

Chapter three describes principles of the charasgmentation. In most cases, characters
are segmented using the horizontal projection pfeaprocessed number plate, but sometimes



these principles can fail, especially if detectedhber plates are too warped or skewed. Then,
more sophisticated segmentation algorithms musisbd.

Chapter four deals with various methods normaliratind detection of characters. At first,
character dimensions and brightness must be na@alo ensure invariance towards a size and
light conditions. Then, a feature extraction altfori must be applied on a character to filter
irrelevant data. It is necessary to extract featuvehich will be invariant towards character
deformations, used font style etc.

Chapter five studies pattern classifiers and neneaivorks and deals with their usage in
recognition of characters. Characters can be €ledsand recognized by the simple nearest
neighbor algorithm (LNN) applied to a vector ofragted features, or there is also possibility to
use one of the more sophisticated classificatiothaws, such as feed-forward or Hopfield
neural networks. This chapter also presents additibeuristic analyses, which are used for
elimination of non-character elements from theelat

Sometimes, the recognition process may fail andlétected plate can contain errors. Some
of these errors can be detected by a syntactiaysia of the recognized plate. If we have a
regular expression, or a rule how to evaluate atwgtspecific license plate, we can reconstruct
defective plates using this rule. For example, mbyer zero “0” can be automatically repaired to
a character “O” on positions, where numbers are atlowved. Chapter six deals with this
problematic.

1.3 Physical aspects of number plate recognition sgems

Automatic number plate recognition system is a isppeset of hardware and software
components that proceeds an input graphical sig@abtatic pictures or video sequences, and
recognizes license plate characters from it. A Wward part of the ANPR system typically
consists of a camera, image processor, camer&itriggmmunication and storage unit.

The hardware trigger physically controls a sens@ctly installed in a lane. Whenever the
sensor detects a vehicle in a proper distance ok it activates a recognition mechanism.
Alternative to this solution is a software detegtiof an incoming vehicle, or continual
processing of the sampled video signal. Softwateatien, or continual video processing may
consume more system resources, but it does notadaitional hardware equipment, like the
hardware trigger.

Image processor recognizes static snapshots cdpbhyréhe camera, and returns a text
representation of the detected license plate. ANPRs can have own dedicated image
processors (all-in-one solution), or they can seaotured data to a central processing unit for
further processing (generic ANPR). The image premess running on special recognition
software, which is a key part of whole ANPR system.

Because one of the fields of application is a usageoad lanes, it is necessary to use a
special camera with the extremely short shuttehe@ise, quality of captured snapshots will
be degraded by an undesired motion blur effecterhdyy a movement of the vehicle. For
example, usage of the standard camera with shaft#100 sec to capture a vehicle with speed
of 80 km/h will cause a motion skew in amount @22 m. This skew means the significant
degradation of recognition abilities.

There is also a need to ensure system invariangardis the light conditions. Normal
camera should not be used for capturing snapshatarkness or night, because it operates in a
visible light spectrum. Automatic number plate mguition systems are often based on cameras
operating in an infrared band of the light spectridsage of the infrared camera in combination
with an infrared illumination is better to achiets goal. Under the illumination, plates that are
made from reflexive material are much more highkghthan rest of the image. This fact makes
detection of license plates much easier.



B Figure 1.1: (a) lllumination makes detection of reflexive imagates easier. (b) Long
camera shutter and a movement of the vehicle aasecan undesired motion blur effect.

1.4 Notations and mathematical symbols

Logic symbols

pOq Exclusive logical disjunctiong xorq)
pLq Logical conjunction  andq)

pLiq Logical disjunction  orq)

-p Exclusion (otp)

Mathematical definition of image

f (x, y) x andy are spatial coordinates of an image, &nds an intensity of light at

that point. This function is always discrete onitdilgcomputers.
xON, OyON,, whereN, denotes the set of natural numbers including

Zero.

f (p) The intensity of light at poinp. f(p)=f(xy), where p=[x,y]

Pixel neighborhoods

pN,p, Pixel p, is in a four-pixel neighborhood of pixgd, (and vice versa)
plNsz Pixel p, is in an eight-pixel neighborhood of pixgl, (and vice versa)

Convolutions

a(x) Ob(x) Discrete convolution of signats(x) and b(x)
a(x) Cb(x) Discrete periodical convolution of signaa¢x) and b(x)



Vectors and sets

m([x, y]
maxA

min A
meanA
medianA

A

Intervals

a<x<b

xOa...b

Quantificators

Ok
Ox

O'x
- [X
LIx

Rounding

[X]
[x]

The element in% column and Y row of matrixm .

The maximum value contained in the getThe scope of elements can be
specified by additional conditions

The minimum value contained in the &t

The mean value of the elements contained in thé\se

The median value of the elements contained irs&heé\

The cardinality of the sef. (Number of elements contained in the set)
Vectors or any other ordered sequences of nunaivergrinted bold.

The elements of vectors are denoteckasvherei is a sequence number
(starting with zero), such @$10...n-1, wheren =|x| is a cardinality of the
vector (number of elements)

The elementa of the vectorx. For example, the vector can contain
elementsa, b, ¢, d, such asx=(a,b,c,d)

If there is more than one vector denotekashey are distinguished by their
indexesi . The upper indeXi) does nomean the" element of vector.

X lies in the interval betweea andb. This notation is used whex is the
spatial coordinate in image (discrete as well agioaous)

This notation has the same meaning as the abayebahit is used wher is
a discrete sequence number.

There exists at least one
There exists exactly one

There exists exactly x
There does not exist
For everyx

Number x rounded down to the nearest integer
Number x rounded up to the nearest integer



Chapter 2

Principles of number plate
area detection

The first step in a process of automatic numbetepiacognition is a detection of a number plate
area. This problematic includes algorithms that aloke to detect a rectangular area of the
number plate in an original image. Humans defimreumber plate in a natural language as a
“small plastic or metal plate attached to a vehicle for official identification purposes’, but
machines do not understand this definition as aglthey do not understand what “vehicle”,
“road”, or whatever else is. Because of this, ther@ need to find an alternative definition of a
number plate based on descriptors that will be gehgnsible for machines.

Let us define the number plate as rectangular area with increased occurrence of
horizontal and vertical edges’. The high density of horizontal and vertical edga a small area
is in many cases caused by contrast charactersnafrédoer plate, but not in every case. This
process can sometimes detect a wrong area thandbesrrespond to a number plate. Because
of this, we often detect several candidates forpillage by this algorithm, and then we choose
the best one by a further heuristic analysis.

Let an input snapshot be defined by a functiblﬁx, y), where x and y are spatial
coordinates, andf is an intensity of light at that point. This fuimst is always discrete on

digital computers, such agsN,OyON,, where N, denotes the set of natural numbers

including zero. We define operations such as efigection or rank filtering as mathematical
transformations of functiorf .

The detection of a number plate area consistssafri@s of convolve operations. Modified
snhapshot is then projected into axesand y. These projections are used to determine an area

of a number plate.

2.1 Edge detection and rank filtering

We can use a periodical convolution of the functibnwith specific types of matricem to
detect various types of edges in an image:

w-1 h-

f'(xy)=f(xy)tm[x,y] =33 f(x,y) @[ mod, (x-i) ,mog(y-j)]

i=0 j=0

=

wherew andh are dimensions of the image represented by thetitum f

Note: The expression m [X, y] represents the element in X column and y" row of matrix m .

2.1.1 Convolution matrices

Each image operation (or filter) is defined by anamution matrix. The convolution matrix
defines how the specific pixel is affected by néigting pixels in the process of convolution.



Individual cells in the matrix represent the neigitrelated to the pixel situated in the centre of
the matrix. The pixel represented by the cglin the destination image (fig. 2.1) is affected by

the pixelsx,...xg according to the formula:

Y =X XMy + X XMy + XXMy + XX Mgt X XM+ X XM gk X XM gk X XM 4 X xm

Source image . Destination image
Convolution
matrix
X1 | X2 | X3 my | My | Mg
X4 | Xo | Xs ms | Mg | Ms y
Xe X7 | Xs me | M7 | Mg
A
Affecting pixels Affected pixel

Figure 2.1: The pixel is affected by its neighbors accordinghi® convolution matrix.

Horizontal and vertical edge detection

To detect horizontal and vertical edges, we corersburce image with matrices,, andm,,.

The convolution matrices are usually much smakemtthe actual image. Also, we can use
bigger matrices to detect rougher edges.

-1 -1 -1 -1 01
m.,=0 0 0| ;m,=/-1 01
11 1 -1 01

Sobel edge detector

The Sobel edge detector uses a pair of 3x3 coriwaluhatrices. The first is dedicated for
evaluation of vertical edges, and the second fatuation of horizontal edges.

-1 -2 -1 -1 0 1
Gy={0 0 0];G,=-2 0 2
1 2 1 -1 0 1

The magnitude of the affected pixel is then catadausing the formuI¢G| = /G2 +G§ . In

praxis, it is faster to calculate only an approxtenmagnitude af3|=|G, | +‘Gy‘ .

Horizontal and vertical rank filtering

Horizontally and vertically oriented rank filterseaoften used to detect clusters of high density
of bright edges in the area of the number plate. Whith of the horizontally oriented rank filter
matrix is much larger than the height of the matiixs h), and vice versa for the vertical rank
filter (w< h).

To preserve the global intensity of an image, mésessary to each pixel be replaced with
an average pixel intensity in the area covered h®y tank filter matrix. In general, the
convolution matrix should meet the following comatit



w-1 h-1

> > m i j]=1.0

i=0 j=0

wherew andh are dimensions of the matrix.
The following pictures show the results of applicatof the rank and edge detection filters.

‘g \‘ g PFAIAALLEA \
L LT

AlBlcC Figure 2.2: (a) Original image (b) Horizontal rank filter (c)etical rank filter (d)
Sobel edge detection (e) Horizontal edge dete¢f)oviertical edge detection

2.2 Horizontal and vertical image projection

After the series of convolution operations, we datect an area of the number plate according
to a statistics of the snapshot. There are vamoethods of statistical analysis. One of them is a
horizontal and vertical projection of an image itlie axesx and y.

The vertical projection of the image is a graphichitrepresents an overall magnitude of the
image according to the axig (see figure 2.3). If we compute the vertical pctign of the

image after the application of the vertical edgeed®on filter, the magnitude of certain point
represents the occurrence of vertical edges atpbigit. Then, the vertical projection of so
transformed image can be used for a vertical leaabn of the number plate. The horizontal
projection represents an overall magnitude of tiegie mapped to the axis
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Figure 2.3: Vertical projection of image to § axis

Let an input image be defined by a discrete funmctfc(x, y). Then, a vertical projectiomp, of

the function f at a pointy is a summary of all pixel magnitudes in tH&rpw of the input

image. Similarly, a horizontal projection at a goix of that function is a summary of all
magnitudes in the"kcolumn.

We can mathematically define the horizontal andic@rprojection as:

h-

p()=31(x1) © (=T ()

J

wherew and h are dimensions of the image.

2.3 Double-phase statistical image analysis

The statistical image analysis consists of two pha%he first phase covers the detection of a
wider area of the number plate. This area is treskelwed, and processed in the second phase
of analysis. The output of double-phase analysisisxact area of the number plate. These two
phases are based on the same principle, but theedifeerences in coefficients, which are used
to determine boundaries of clipped areas.

The detection of the number plate area consisgs“band clipping” and a “plate clipping”.
The band clipping is an operation, which is usedlétect and clip the vertical area of the
number plate (so-called band) by analysis of the¢ioa projection of the snapshot. The plate
clipping is a consequent operation, which is usedetect and clip the plate from the band (not
from the whole snapshot) by a horizontal analyssugh band.

Snapshot

Assume the shapshot is represented by a fundti(m y) , Wherex, < x<x and y,<y<y,.
The [X%, Y,] represents the upper left corner of the snapsimot[x,,y,| represents the bottom

right corner. If w and h are dimensions of the snapshot, thgn=0, y, =0, x =w-1 and
y, =h-1.



Band

The bandb in the snapshof is an arbitrary rectangle=(X,o, Yo, %1, Yp1) » SUCh as:
(Xbo = Xmin) D(Xbl = Xmax) D( minS yb 0< yb 1|:J y ma>)

Plate

Similarly, the platep in the bandb is an arbitrary rectangle = (xpo, ypo,xpl,ypl), such as:

(Xbo S Xpo S Xp1 S Xbl) D(ypoz Ybo) D(yp o= ¥ o)

The band can be also defined as a vertical sefegafithe snapshot, and the plate as a horizontal
selectionof the band. The figure 2.4 schematically demate$ this concept:

Ybo; ——
Vo — — . . IR
*Q i

Figure 2.4: The double-phase plate clipping. Black color repnes the first phase of plate clipping,
and red color represents the second one. Bandaspnesented by dashed lines, and plates by solid
lines.

2.3.1 Vertical detection — band clipping

The first and second phase of band clipping isdasethe same principle. The band clipping is
a vertical selection of the snapshot accordindgi¢oanalysis of a graph of vertical projection. If

h is the height of the analyzed image, the corredipgnvertical projectionp; (y) containsh
values, such agd(0;h-1) .

The graph of projection may be sometimes too “rdfjger analysis due to a big statistical
dispersion of valuesp; (y) . There are two approaches how to solve this pmobWe can blur
the source snapshot (costly solution), or we camedee the statistical dispersion of the ragged
projection p; by convolving its projection with a rank vector:

p, ()= p, (y)Tm, [y]

where m,, is the rank vector (analogous to the horizontakreatrix in section 2.1.1). The

width of the vectom,, is nine in default configuration.

After convolution with the rank vector, the verligaojection of the snapshot in figure 2.3
can look like this:



py(y) Yoo Yom Yo
|

/_/ vi \/_/
0% > Y
yO yl
Figure 2.5: The vertical projection of the snapshot 2.3 aftanvolution with a rank vector. The figure
contains three detected candidates. Each hightigiriea corresponds to one detected band.

The fundamental problem of analysis is to compugakp in the graph of vertical projection.
The peaks correspond to the bands with possibldidates for number plates. The maximum

value of py(y) corresponding to the axle of band can be compased

Yom =arg max{p, (y)}

YoSY=y1

The y,, and y,, are coordinates of band, which can be detected as:

Ybo = mMax {y‘ py(y)SCy Epv(ybm)}

Yo<Y<Yom

Yoo = min {y|p, (v)<c, O, (Yom)}

YomSYSY1

¢, is a constant, which is used to determine the &bqteak y,,. In praxis, the constant is

calibrated toc, =0.55 for the first phase of detection, arg =0.42 for the second phase.

e

Figure 2.6: The band detected by the analysis of vertical ptimje

This principle is applied iteratively to detect eeal possible bands. Theg,, and vy,
coordinates are computed in each step of iterginceess. After the detection, values of
projection p, in interval <yb0,yb1> are zeroized. This idea is illustrated by the dwihg

pseudo-code:

let L tobe alist of detected candidates
for i :=0to number_of_bands_to_be_detected do
begin

detect Y, and Y, by analysis of projection py
save Yo and Y, toalist L

zeroize interval (ybo. Yb1>
end

The list L of coordinatesy,, and y,, will be sorted according to value of peay,(). The
band clipping is followed by an operation, whichiedts plates in a band.

10



2.3.2 Horizontal detection — plate clipping

In contrast with the band clipping, there is aalifince between the first and second phase of
plate clipping.

First phase

There is a strong analogy in a principle betweenhiiind and plate clipping. The plate clipping
is based on a horizontal projection of band. Adtfithe band must be processed by a vertical
detection filter. If w is a width of the band (or a width of the analyzeshge), the

corresponding horizontal projectiop, (x) containsw values:

Yb1

P(x)= 2. f(x])

1= Yo

Please notice thapx(x) is a projection of the band, not of the whole imaghis can be
achieved by a summation in inter\(@tbo,ybl>, which represents the vertical boundaries of the
band. Since the horizontal projectiqoj (x) may have a big statistical dispersion, we decrease

it by convolving with a rank vectorf, (x) = p}(x)+m,, [x]). The width of the rank vector is
usually equal to a half of an estimated width &f ttumber plate.

Then, the maximum value corresponding to the matebe computed as:

Xom = arg max{ P, (x)}

XoSYSX

The x,, and x,, are coordinates of the plate, which can be tleteated as:

%o = max {X|p, (x) < ¢, b, (%m)}

XoSXSKorn

Xbl = an;!(l;]xl{ X| px (X) S Cx [px (Xbm)}
where ¢, is a constant, which is used to determine the topeak x,,,. The constant is
calibrated toc, =0.86 for the first phase of detection.

Second phase

In the second phase of detection, the horizontsitipa of a humber plate is detected in another
way. Due to the skew correction between the fingt second phase of analysis, the wider plate

area must be duplicated into a new bitmap. IL@(tx, y) be a corresponding function of such
bitmap. This picture has a new coordinate systeich 8s[0,0] represents the upper left corner
and[w-1,h-1] the bottom right, wherev and h are dimensions of the area. The wider area of

the number plate after deskewing is illustratefigare 2.8.

In contrast with the first phase of detectidrg source plate has not been processed by the
vertical detection filter. If we assume that pletevhite with black borders, we can detect that
borders as black-to-white and white-to-black tramss in the plate. The horizontal projection

P, (x) of the image is illustrated in the figure 2.7.a@. detect the black-to-white and white-to-

black transitions, there is a need to compute ivatare p;(x) of the projectionp, (x) . Since
the projection is not continuous, the derivatioepstannot be an infinitely small humber

11



(h# Iirrz)x). If we derive a discrete function, the derivatstep h must be an integral number
X—

(for exampléh = 4). Let the derivative ofp, (X) be defined as:

! (x)= P (x) = B (x=h)

h
Whereh=4.
p.(%)
100%
VV_"\_\/.,-J
o > X
w-1
P (X) N
| ;Il
T— A Al AN
0. 1 |I| 1}V ‘II I # X
‘ b r !l w-1

T
Figure 2.7:(a) The horizontal projectio, (X) of the plate in figure 2.8. (b) The derivative

of p, (X) . Arrows denote the “BW” and “WB” transitions, whi@re used to determine the

boundaries of the plate.

Figure 2.8: The wider area of the number plate after deskewing.

The left and right boundary of the plate can beswheined by an analysis of the projection
p;(x). The left cornerx,, is represented by the black-to-white transitions{pve peak in

figure 2.7.b), and right cornex; by the white-to-black transition (negative peakfigure
2.7.b):

O<x<w

Xo0 = mirvlv{ x‘ p, (X)=cy Dmax{ P, (x)}}
Osx<—
2

Xp = vEnax[x p, () < ¢q Omin{ p;(x)}}

oW Osx<w

wherec, is a constant used to determine the most leftthegand the most right positive peak.

The left and right corners must lie on the opposik/es of the detected plate according to the
constraints0< x<— for X0 » and < < x<w for X1+
2
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In this phase of the recognition process, it is pagsible to select a best candidate for a
number plate. This can be done by a heuristic aisabf characters after the segmentation.

2.4 Heuristic analysis and priority selection of nmber plate
candidates

In general, the captured snapshot can contain @evember plate candidates. Because of this,
the detection algorithm always clips several baadd,several plates from each band. There is a
predefined value of maximum number of candidatebijckv are detected by analysis of
projections. By default, this value is equals toeni

There are several heuristics, which are used termlgie the cost of selected candidates
according to their properties. These heuristicsehla@en chosen ad hoc during the practical
experimentations. The recognition logic sorts cdatdis according to their cost from the most
suitable to the least suitable. Then, the mosablatcandidate is examined by a deeper heuristic
analysis. The deeper analysis definitely acceptsejects the candidate. As there is a need to
analyze individual characters, this type of analgsinsumes big amount of processor time.

The basic concept of analysis can be illustratethbyfollowing steps:

Detect possible number plate candidates.

Sort them according to their cost (determined bgsic heuristics).
Cut the first plate from the list with the besticos

Segment and analyze it by a deeper analysis (timsurning).

If the deeper analysis refuses the plate, retuthastep 3.

ogrwNPE

2.4.1 Priority selection and basic heuristic analys of bands

The basic analysis is used to evaluate the cosamdidates, and to sort them according to this
cost. There are several independent heuristicshatan be used to evaluate the cgst The

heuristics can be used separately, or they camindioed together to compute an overall cost
of candidate by a weighted sum:

a =0.150, + 0.252r, + 0.4dr,+ 0.8,

Heuristics lllustration Description

a1:|yb0_yb]J The height of band in pixels. Bangds
with a lower height will be preferred.

1 Py (Yom) The “p, (Yom)” is @ maximum value of

py(ybm) peak of vertical projection of snapshpt,
which corresponds to the processed
band. Bands with a higher amount |of
vertical edges will be preferred.

This heuristics is similar to the previous
one, but it considers not only the value

of the greatest peak, but a value of grea
under the graph between points, and
Y- These points define a vertidgal

position of the evaluated band.

13



‘x —x The proportions of the one-row number
oy | plates are similar in the most countries.

|yb0 - ybl| If we assume that width/height ratio pf
the plate is about five, we can compare
the measured ratio with the estimated
one to evaluate the cost of the numper
plate.

a,

2.4.2 Deeper analysis

The deeper analysis determines the validity ofradickate for the number plate. Number plate
candidates must be segmented into the individualadhers to extract substantial features. The
list of candidates is iteratively processed untié tfirst valid number plate is found. The
candidate is considered as a valid number plaiemiéets the requirements for validity.

Assume that plateg is segmented into several charactggs.. p,_,, wheren is a number

of characters. Letw be a width of T character (see figure 2.9.a). Since all segmented
characters have roughly uniform width, we can usgaadard deviation of these values as a

heuristics:
_ 1 n-1 \2
B = HZ(W' _W)
i=0

n-1
wherew is an arithmetic average of character Wid@fnleWI :
i=0
If we assume that the number plate consists of dagkacters on a light background, we
can use a brightness histogram to determine i€éimelidate meets this condition. Because some
country-specific plates are negative, we can usehtbtogram to deal with this type of plates
(see figure 2.9.b).

Let H (b) be a brightness histogram, wheseis a certain brightness value. Liet,, and
b..x be a value of a darkest and lightest point. TH'&I(Ib) is a count of pixels, whose values
are equal tdo. The plate is negative when the heurisiffsis negative:

ae{ S n{ £ v

whereb,,, is a middle point in the histogram, suchlgg =w :
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Brightness

Figure 2.9:(a) The number plate must be segmented into ind@lidharacters for deeper
E heuristic analysis. (b) Brightness histogram ofribienber plate is used to determine the
positivity of the number plate.

2.5 Deskewing mechanism

The captured rectangular plate can be rotated lemdesl in many ways due to the positioning
of vehicle towards the camera. Since the skew fsogmtly degrades the recognition abilities, it
is important to implement additional mechanismsicwrare able to detect and correct skewed
plates.

The fundamental problem of this mechanism is temeihe an angle, under which the plate
is skewed. Then, deskewing of so evaluated plate loa realized by a trivial affine
transformation.

It is important to understand the difference betwie “sheared” and “rotated” rectangular
plate. The number plate is an object in three-dsiweral space, which is projected into the two-
dimensional snapshot during the capture. The positg of the object can sometimes cause the
skew of angles and proportions.

If the vertical line of platev, is not identical to the vertical line of camergeative v, the

plate may be sheared. If the vertical lingsandv, are identical, but the axi, of plate is not
parallel to the axis of camei@ , the plate may be rotated. (see figure 2.10)
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Figure 2.10:(a) Number plate captured under the right angledtated plate (c)
Sheared plate

p¢Vc

2.5.1 Detection of skew

Hough transform is a special operation, which isdut extract features of a specific shape
within a picture. The classical Hough transfornmuged for the detection of lines. The Hough
transform is widely used for miscellaneous purpasdke problematic of machine vision, but |
have used it to detect the skew of captured pdate also to compute an angle of skew.

It is important to know, that Hough transform doex distinguish between the concepts
such as “rotation” and “shear”. The Hough transfocan be used only to compute an
approximate angle of image in a two-dimensional aiom

The mathematical representation of line in theagtimal coordinate system is an equation
y=alkx+b, wherea is a slope and is a y-axis section of so defined line. Then,lthe is a

set of all points[x,y], for which this equation is valid. We know thatthine contains an
infinite number of points as well as there are @mite number of different lines, which can
cross a certain point. The relation between thegeassertions is a basic idea of the Hough
transform.

The equationy=alk+b can be also written ab=-x[a+y, where x and y are
parameters. Then, the equation defines a set hadl (a,b), which can cross the poifik, y] .
For each point in the “XY” coordinate system, thixa line in an “AB” coordinate system (so
called “Hough space”)

y b

A A

[Xo'yo] b=x,[a+Yy,

Figure 2.11: The “XY” and “AB” (“Hough space”) coordinate systamrEach poin{xo, yo] in the

“XY” coordinate system corresponds to one linehi@a Hough space (red color). The are several points
(marked a% , | , m) in the Hough space, that correspond to the liméise “XY” coordinate system,

which can cross the poirﬁlxo, yo] .
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Let f(X,y) be a continuous function. For each pdiatb] in Hough space, there is a line in

the “XY” coordinate system. We compute a magnitedeoint [a,b] as a summary of all
points in the “XY” space, which lie on the lirekx+b.

Assume thatf (x, y) is a discrete function, which represents the dmatpwith definite
dimensions(wx h). To compute the Hough transform of the functidee lihis, it is necessary to
normalize it into a unified coordinate system ia fhllowing way:

Although the space defined by a unified coordirsytstem is always discrete (floating point) on
digital computers, we will assume that it is contins. Generally, we can define the Hough

transformh’(a’,b") of a continuous functiorf'(x,y’) in the unified coordinate system as:

1
W (a,b) = [ £'(x,a X +b)ox
-1

A
- +
. -
] o ]
X < > a
L et 0 —00
s -~ i =
e S e

Figure 2.12:(a) Number plate in the unifiedXY ” coordinate system after application
of the horizontal edge detection filter (b) Hougdnisform of the number plate in the

“ @B” coordinate system (c) Colored Hough transforrthim“ AB " coordinate system.

We use the Hough transform of certain image touatal its skew angle. You can see the
colored Hough transform on the figure 2.12.c. Tlixeels with a relatively high value are
marked by a red color. Each such pixel correspém@slong white line in the figure 13.a. If we
assume that the angle of such lines determinesvitrall angle, we can find the longest line as:

(a,.b) = arg may h'(a b))
Osb'<1

To compute the angle of such a line, there is a rteetransform it back to the original
coordinate system:

[am,bm]{Wga”“T_l'h@’“T_l}

wherew and h are dimensions of the evaluated image. Then,\tkeall angled of image can
be computed as:

@ =arctar(a,, )
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The more sophisticated solution is to determineahgle from a horizontal projection of the
Hough transformh’. This approach is much better because it covérzagdllel lines together,
not only the longest one:

6= arctar(w E?%_lj . &, =arg max{ p, (a)}

-1<a'<l

where p, (a’) is a horizontal projection of the Hough spacehsas:
1
p, (&)= [ f'(a,b')dbf
-1

2.5.2 Correction of skew

The second step of a deskewing mechanism is a ggomperation over an imagé(x, y) . As

the skew detection based on Hough transform doésdistnguish between the shear and
rotation, it is important to choose the proper @®ghg operation. In praxis, plates are sheared
in more cases than rotated. To correct the plagarsd by the angl€, we use the affine
transformation to shear it by the negative anghe

For this transformation, we define a transformatwatrix A :

1 s, 0] [1 -tar6)
A=lS, 1 0[=|0 1 0
o 0 1/ |0 o0 1

where S, and S, are shear factors. THg, is always zero, because we shear the plate oray in

direction of the Y-axis.
Let P be a vector representing the certain point, sk a[x, y,]] where x and y are

coordinates of that point. The new coordinafes [xS ys,]] of that point after the shearing can
be computed as:

P, =P[A

S

where A is a corresponding transformation matrix.
Let the deskewed number plate be defined by a ifamct,. The function f, can be

computed in the following way:

f,(xy)=t([xydBagLod [xy Jad o1p)

After the substitution of the transformation matfx

1 -tan(6) oOf[1 1 - tafé)
fo(xy)=f|[xyqdo0 1 ogo ,[xy.Jbo 1
0 0 1110 0 0 1
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E Figure 2.13:(a) Original number plate. (b) Number plate afteskkwing.
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Chapter 3

Principles of plate
segmentation

The next step after the detection of the numbeleaea is a segmentation of the plate. The
segmentation is one of the most important processige automatic number plate recognition,
because all further steps rely on it. If the segat#n fails, a character can be improperly
divided into two pieces, or two characters camiygroperly merged together.

We can use a horizontal projection of a numbereplat the segmentation, or one of the
more sophisticated methods, such as segmentating thee neural networks. If we assume
only one-row plates, the segmentation is a proogédtding horizontal boundaries between
characters. Section 3.2 deals with this problematic

The second phase of the segmentation is an enhantemhsegments. The segment of a
plate contains besides the character also undésieddiments such as dots and stretches as well
as redundant space on the sides of character. Thareeed to eliminate these elements and
extract only the character. Section 3.3 deals thi¢éise problems.

3.1 Segmentation of plate using a horizontal proje¢ion

Since the segmented plate is deskewed, we can ségny detecting spaces in its horizontal
projection. We often apply the adaptive threshaditlier to enhance an area of the plate before
segmentation. The adaptive thresholding is usededparate dark foreground from light
background with non-uniform illumination. You camesthe number plate area after the
thresholding in figure 3.1.a.

After the thresholding, we compute a horizontajgction p, (x) of the platef (x,y). We

use this projection to determine horizontal bouiedabetween segmented characters. These
boundaries correspond to peaks in the graph didhigontal projection (figure 3.1.b).

Figure 3.1:(a) Number plate after application of the adaptivesholding (b) Horizontal
projection of plate with detected peaks. Detecteakp are denoted by dotted vertical lines.

(=[]
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The goal of the segmentation algorithm is to finehls, which correspond to the spaces
between characters. At first, there is a need tmelseveral important values in a graph of the

horizontal projectionp, (X) :

* Vv, - The maximum value contained in the horizontabjgation px(x), such as

v, = max{ p, (x)} , wherew is a width of the plate in pixels.

Osx<w
1 w-1
- The average value of horizontal projectipp(x) , such asv, =—Z P (%)
Wx=0
* Vv, - This value is used as a base for evaluationeakheight. The base value is
always calculated ag = [, -Vv,,. Thev, must lie on vertical axis between the values

v, andv,,.

L] Va

The algorithm of segmentation iteratively finds thieximum peak in the graph of vertical
projection. The peak is treated as a space betwkaracters, if it meets some additional
conditions, such as height of peak. The algorithentzeroizes the peak and iteratively repeats
this process until no further space is found. Tgrigciple can be illustrated by the following
steps:

1. Determine the index of the maximum value of hortabprojection:
X, =arg max p, (x)}

0s<x<w

2. Detect the left and right foot of the peak as:
% = max{x|p, (x) <, b, (x,)}

X = min {x| p(X)<c, EDX(M)}

X SX<W

Zeroize the horizontal projectiop, (x) on interval(x,x; )

If p,(%,)<c, ¥, gotostep 7.
Divide the plate horizontally in the poing,.

Go to step 1.
End.

No o &~ W

Two different constants have been used in the ditgorabove. The constard, is used to
determine foots of peak ,. The optimal value ot, is 0.7

The constant,, determines the minimum height of the peak relétetthe maximum value
of the projection ¥,,). If the height of the peak is below this minimuthe peak will not be
considered as a space between characters. It isrtemp to choose a value of constamt

carefully. An inadequate small value causes thatany peaks will be treated as spaces, and
characters will be improperly divided. A big valak ¢, causes that not all regular peaks will

be treated as spaces, and characters will be iregyomerged together. The optimal value of
¢, is 0.86 To ensure a proper behavior of the algorithmstamtsc, and ¢, should meet the

following condition:
0(% %% ) OP 6, D, > By (%) Do (%)

where P is a set of all detected peaks with corresponding foots, and x. .
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3.2 Extraction of characters from horizontal segmets

The segment of plate contains besides the charalsieredundant space and other undesirable
elements. We understand under the term “segmeatpdnt of a number plate determined by a

horizontal segmentation algorithm. Since the segnies been processed by an adaptive
thresholding filter, it contains only black and wvehpixels. The neighboring pixels are grouped

together into larger pieces, and one of them isagacter. Our goal is to divide the segment into

the several pieces, and keep only one piece reqiegahe regular character. This concept is

illustrated in figure 3.2.

TR oo i

segment

iiiiii

| Piece 3

N

| Piece 4

Figure 3.2: Horizontal segment of the number plate containgisg\groups (pieces) of neighboring
pixels.

3.2.1 Piece extraction

Let the segment be defined by a discrete functic(rx, y) in the relative coordinate system,
such as[0,0] is an upper left corner of the segment, §nwd-1,h—1] is a bottom right corner,

where w and h are dimensions of the segment. The valuef téf(, y) is “1” for the black
pixels, and “0” for the white space.
The pieceP is a set of all neighboring pixe[sx, y] , Which represents a continuous element.

The pixel[x,y] belongs to the piecB if there is at least one pixfk, y'| from the P, such as
[x,y] and[x,y] are neighbors:
[xy]OP = Ox,y]OP:[x,y] N,[X.Y]

The notation aN4b means a binary relationa“ is a neighbor ofb in a four-pixel
neighborhood”:

[ YING[X,y] < [x=x|=10]y-y|=1
Algorithm

The goal of the piece extraction algorithm is tadfiand extract pieces from a segment of the
plate. This algorithm is based on a similar priteigs a commonly known “seed-fill”
algorithm.
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« Let pieceP be a set of (neighboring) pixe[, y]

« Let S be a set of all pieceB from a processed segment defined by the function
f(xy).

« Let X be a set of all black pixelsX :{[x, y] f(x.y) :]}

e Let A be an auxiliary set of pixels

Principle of the algorithm is illustrated by théléeving pseudo-code:

let set S=0
letset X :{[x,y]|f(x,y):lD[O,qs[x,y]<[wh]}
while set X is not empty do
begin
let set P=0
let set A=0
pull one pixel from set X and insert it into set A
while set A is not empty do
begin
let [X, y] be a certain pixel from A
pull pixel [X, y] from a set A
it f(xy)=10[xy]O0AD[0,d<[x y]<[w h] then
begin
pull pixel [X, y] from set A and insert it into set P
insert pixels [x—l,y], [x+1,y], [x,y—l], [x,y+1] into set A
end
end
add P to set S
end

Note 1: The operation “pull one pixel from a set” is ndeterministic, because a set is an
unordered group of elements. In real implementatioset will be implemented as an ordered
list, and the operation “pull one pixel from a setill be implemented as “pull the first pixel
from a list”

Note 2: The mathematical conclusiqX.,, Ymin] <[ % Y] <[Xmax Yma] Means “The pixe[x, y]

max? y

lies in a rectangle defined by pixgl%,,, Yiin] @NA[X a0 Ymad - More formally:

[X YIR[X, Y] < XXX OyRYy

whereR is a one of the binary relations<*, " >’, ' <’, " =" and '=".

3.2.2 Heuristic analysis of pieces

The piece is a set of pixels in the local coordinatstem of the segment. The segment usually
contains several pieces. One of them representshiacter and others represent redundant
elements, which should be eliminated. The goahefiteuristic analysis is to find a piece, which
represents character.

Let us place the piecP into an imaginary rectangléxo,yo,xl,yl), where[x,, Y] is an
upper left corner, anfix, y;] is a bottom right corner of the piece:
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% =min{X[x yI0P v, =min{y|[x y]0P}
X, :max{x| [x,y]O P} y, = max{ y| K.y 0 P}

The dimensions and area of the imaginary rectaarglelefined asv=|x, - x|, h=|y, -y, and
S=wlh. Cardinality of the seP represents the number of black pixels. The number of
white pixelsn, can be then computedgs=S-n, = WII[h—|P|. The overall magnitud® of a
piece is a ratio between the number of black pixglsind the are& of an imaginary rectangle
M =n,/S.

In praxis, we use the number of white pixels as a heuristics. Pieces with a higher value
of n, will be preferred.

The piece chosen by the heuristics is then cordéoté monochrome bitmap image. Each
such image corresponds to one horizontal segméeselimages are considered as an output of
the segmentation phase of the ANPR process (saef§)3)

E recognition process.
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Chapter 4

Feature extraction and
normalization of characters

To recognize a character from a bitmap represemtatihere is a need to extract feature
descriptors of such bitmap. As an extraction metsigdificantly affects the quality of whole
OCR process, it is very important to extract feagyrwhich will be invariant towards the
various light conditions, used font type and defations of characters caused by a skew of the
image.

The first step is a normalization of a brightnesd aontrast of processed image segments.
The characters contained in the image segments Ineutiten resized to uniform dimensions
(second step). After that, the feature extractigordhm extracts appropriate descriptors from
the normalized characters (third step). This chrageals with various methods used in the
process of normalization.

4.1 Normalization of brightness and contrast

The brightness and contrast characteristics of saged characters are varying due to different
light conditions during the capture. Because o, thiis necessary to normalize them. There are
many different ways, but this section describestkiniee most used: histogram normalization,
global and adaptive thresholding.

Through the histogram normalization, the intensitief character segments are re-
distributed on the histogram to obtain the nornealigtatistics.

Techniques of the global and adaptive thresholding used to obtain monochrome
representations of processed character segments. mMidnochrome (or black & white)
representation of image is more appropriate fotyaig because it defines clear boundaries of
contained characters.

4.1.1 Histogram normalization

The histogram normalization is a method used tis&ibute intensities on the histogram of the
character segments. The areas of lower contralsgjaiil a higher contrast without affecting the
global characteristic of image.

Consider a grayscale image defined by a discretetifun f (x, y) . Let I be a total number

of gray levels in the image (for example= 256). We use a histogram to determine the number
of occurrences of each gray leveliJO...1 —1:

H (i)=‘{[x,y]|0s x<w0<y<hOf (x,y):i}‘

The minimum, maximum and average value containgderhistogram is defined as:

w-1 h-1

. 1
Hoin :OrsrlLrJv{ f(xy)} Hmangyxalxw{ F(xy)} i Hag =m§§f (%)
O<y<h O<y<h x=0y
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where the value#i ., H ., andH,,, are in the following relation:

S Hpg S Hpae <1 -1

min = "favg = ' "max =

O<H

The goal of the histogram normalization is to aftan image with normalized statistical
. I .
characteristics, such ad;, =0, H , =1-1, H,, :E' To meet this goal, we construct a

transformation function g(i as a Lagrange polynomial with interpolation points

[ 1] = [H win: 0] [%1 Y5 =[Havg,|—2} and[%s, 5] =[H pae! =1

P~ %
g(i)= yﬂ
; ] =1 X T X
k% j
This transformation function can be explicitly veit as:
g(i)=y1D|_X2 g =% +yZD|—x1 o =% +ySD|—xl g~ X
X=X XX X=Xy X~ X3 X3 Xy X7 X,

After substitution of concrete points, and concraimber of gray level$ = 256:

-_ - -_ -_ ) i_H
g(i)=+1285 —Tmn 1" Pmec , p5gs 17 Fmn o 17 Pa
Hog —H “H i H o Haug

avg min Havg_ max max min

H

UONBWLIOJSURL) I3} SSaUYSLIq

\4

0 H min H avg H max
brightness before transformation

Figure 4.1: We use the Lagrange interpolating polynomial asuasformation function to normalize
the brightness and contrast of characters.

The Lagrange interpolating polynomial as a tramsfdfon function is a costly solution. It is
like harvesting one potato by a tractor. In pratisgere is more useful to construct the

transformation using a simple linear function tspteads the interva(IHmm,HmaX> into the

unified interval(0,1 - 1) :
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()= (11

max H min

The normalization of image is proceeded by thesfiamation function in the following way:

fo(xy) =g(f (x))

4.1.2 Global Thresholding

The global thresholding is an operation, when ainaoous gray scale of an image is reduced
into monochrome black & white colors according lte global threshold value. Lét),]) be a

gray scale of such image. If a value of a cert&irlps above the threshold, the new value of
the pixel will be zero. Otherwise, the new valudl Wwe one for pixels with values above the
thresholdt .

Let v be an original value of the pixel, such\a§<0,]> . The new value/' is computed as:

,_[oif vO(ot)
VvV =
1 if vO(t,D)
The threshold valug can be obtained by using a heuristic approachedas a visual

inspection of the histogram. We use the followilgodthm to determine the value df
automatically:

1. Select an initial estimate for threshdldfor examplet =0.5)
2. The threshold divides the pixels into the two different se@::{[x, y]| f (x,y) <t} ,

and S, ={[x, y]| f (x,y)zt} .

3. Compute the average gray level valyesand g, for the pixels in set§, and § as:

1 1
My =7 f(xy): th=r— f(xy
|Sa|[x,y%sa by) s S| poTs ()

4. Compute a new threshold valtu;%(,ua + )
5. Repeat steps 2, 3, 4 until the differendein successive iterations is smaller than

predefined precision,

Since the threshold is global for a whole image, the global threshamjdcan sometimes fail.
Figure 4.2.a shows a partially shadowed numbeeplatve compute the threshotdusing the
algorithm above, all pixels in a shadowed part Wél below this threshold and all other pixels
will be above this threshold. This causes an uneesesult illustrated in figure 4.2.b.
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e e 5 b
Brightness
B Figure 4.2: (a) The partially shadowed number plate. (b) Thaimer plate after
A c | thresholding. (c) The threshold valtiedetermined by an analysis of the histogram.

4.1.3 Adaptive thresholding

The number plate can be sometimes partially shadawenonuniformly illuminated. This is
most frequent reason why the global thresholdiilg The adaptive thresholding solves several
disadvantages of the global thresholding, becausemputes threshold value for each pixel
separately using its local neighborhood.

Chow and Kaneko approach

There are two approaches to finding the threshidié. first is theChow and Kaneko approach,

and the second is lacal thresholding. The both methods assumes that smaller rectangular
regions are more likely to have approximately umifoillumination, more suitable for
thresholding. The image is divided into uniformtegular areas with size ofixn pixels. The
local histogram is computed for each such area ardcal threshold is determined. The
threshold of concrete point is then computed bgrjpdlating the results of the subimages.

2 B

LROD LA
TR

Figure 4.3: The number plate (from figure 4.2) processed byahew and Kaneko approach of the
adaptive thresholding. The number plate is diviohtad the several areas, each with own histogram
and threshold value. The threshold value of a aiaquixel (denoted b ) is computed by
interpolating the results of the subimages (represkby pixels 1-6).

Local thresholding

The second way of finding the local threshold okepiis a statistical examination of
neighboring pixels. Lel[x, y] be a pixel, for which we compute the local thrédhb. For

28



simplicity we condider a square neighborhood witldtiv 20f +1, where [x—r,y—r],

[x=r,y+r], [x+r,y=r] and [x+r,y+r] are corners of such square. There are severals
approaches of computing the value of threshold:

« Mean of the neighborhoodt(x,y) = mean { f (i j)}
X=r<ISX+r
y-r<jsy+r

+ Median of the neighborhoodt (x, y) = median{ f (i j)}
X=r<ISX+r
y-r<jsy+r

¢ Mean of the minimum and maximum value of the hegghbod:

‘(X’V)Z%{x,z?ieﬂ{f(ivj)}nrfﬂ%r{f(‘ 'j)}J
y-r<jsy+r y-r<jsy+r

The new valuef'(x,y) of pixel [x,y] is then computes as:

0 if f(xy)0(0t(x.y))
1if F(xy)0(08(x.y))

f'(xiy)={

4.2 Normalization of dimensions and resampling

Before extracting feature descriptors from a bitmgmesentation of a character, it is necessary
to normalize it into unified dimensions. We underst under the term “resampling” the process
of changing dimensions of the character. As origifrmensions of unnormalized characters are
usually higher than the normalized ones, the charsaare in most cases downsampled. When
we downsample, we reduce information containetiénprocessed image.

There are several methods of resampling, sucheapiel-resize, bilinear interpolation or
the weighted-average resampling. We cannot determimch method is the best in general,
because the successfulness of particular methoehdepon many factors. For example, usage
of the weighed-average downsampling in combinatith a detection of character edges is not
a good solution, because this type of downsamglimgs not preserve sharp edges (discussed
later). Because of this, the problematic of chamaotsampling is closely associated with the
problematic of feature extraction.

We will assume thatmxn are dimensions of the original image, amdxn' are
dimensions of the image after resampling. The botal and vertical aspect ratio is defined as
r,=m/m andr, =n'/n, respectively.

4.2.1 Nearest-neighbor downsampling

The principle of the nearest-neighbor downsamping picking the nearest pixel in the original
image that corresponds to a processed pixel initfage after resampling. Let (x, y) be

a discrete function defining the original imagectstas & x<m and (X y<n. Then, the
function f'(x’, y') of the image after resampling is defined as:

(]
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where & xX'<m and (y' <n'.

If the aspect ratio is lower than one, then eactelpin the resampled (destination) image
corresponds to a group of pixels in the originahg®, but only one value from the group of
source pixels affects the value of the pixel intbgampled image. This fact causes a significant
reduction of information contained in original inea¢see figure 4.5).

original image Image after downsampling

Figure 4.4: One pixel in the resampled image corresponds toapgof pixels in the original image

Although the nearest neighbor downsamping sigmtigareduces information contained in the
original image by ignoring a big amount of pixeiispreserves sharp edges and the strong
bipolarity of black and white pixels. Because oistithe nearest neighbor downsamping is
suitable in combination with the “edge detectiogdture extraction method described in section
4.3.2.

4.2.2 Weighed-average downsampling

In contrast with the nearest-neighbor method, thgted-average downsamping considers all
pixels from a corresponding group of pixels in thiginal image.
Let r, andr, be a horizontal and vertical aspect ratio of #eampled image. The value of

the pixel [x’,y’] in the destination image is computed as a meaowfce pixels in the range
[Xmimymin] to [Xmax’ ymax] :

Xmax  Ymax
= RIB)

Xinax ~ Xmin) [qymax_ y min) i:%n 1=Ymin

B P Y R S A I B
Xmin \‘rxJ’ymln \‘ryJ’Xmax \\ rx J’ymax \‘ryJ

Fy)=

where:
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The weighted-average method of downsampling doepneserve sharp edges of the image (in
contrast with the previous method). You can seevitigal comparison of these two methods in
Figure 4.5.

U 7

m m m m

E Figure 4.5:(a) Nearest-neighbor resampling significantly resuinformation contained in
the original image, but it preserves sharp eddysMeighted average resampling gives a
better visual result, but the edges of the resalnat sharp.

4.3 Feature extraction

Information contained in a bitmap representatiommfimage is not suitable for processing by
computers. Because of this, there is need to desarcharacter in another way. The description
of the character should be invariant towards thedusnt type, or deformations caused by a
skew. In addition, all instances of the same charashould have a similar description. A
description of the character is a vector of numeasles, so-called “descriptors”, or “patterns”:

X = (Xgy 1 Xg)

Generally, the description of an image region isseloa on itsinternal and external
representation. The internal representation oinzage is based on its regional properties, such
as color or texture. The external representatiochissen when the primary focus is on shape
characteristics. The description of normalized ab&ars is based on its external characteristics
because we deal only with properties such as ctearabape. Then, the vector of descriptors
includes characteristics such as number of linags,blakes, the amount of horizontal, vertical
and diagonal or diagonal edges, and etc. The feaiiraction is a process of transformation of
data from a bitmap representation into a form afcdetors, which are more suitable for
computers.

If we associate similar instances of the same clerénto the classes, then the descriptors
of characters from the same class should be geimalgtrclosed to each other in the vector
space. This is a basic assumption for successtibifdhe pattern recognition process.

This section deals with various methods of feaaxteaction, and explains which method is
the most suitable for a specific type of charatiémap. For example, the “edge detection”
method should not be used in combination with aretlibitmap.

4.3.1 Pixel matrix

The simplest way to extract descriptors from a hjtnmmage is to assign a brightness of each
pixel with a corresponding value in the vector ebcriptors. Then, the length of such vector is
equal to a squaren((h ) of the transformed bitmap:
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Bigger bitmaps produce extremely long vector of cdesors, which is not suitable for
recognition. Because of this, size of such proaksstnap is very limited. In addition, this
method does not consider geometrical closenessxelspas well as its neighboring relations.
Two slightly biased instances of the same charaictamany cases produce very different
description vectors. Even though, this method itable if the character bitmaps are too blurry
or too small for edge detection.

wherei 00,... ,wlh-1.

251, 181, 068, 041, 032, 071, 19
196, 014, 132, 213, 187, 043, 04
174, 011, 200, 254, 254, 232, 16
202, 014, 012, 128, 242, 255, 25
253, 212, 089, 005, 064, 196, 25
255, 255, 251, 196, 03009, 165,
127,162, 251, 254, 197, 009, 10t
062, 005, 100, 144, 097, 006, 17|
207, 083, 032, 051, 053, 134, 25

e

Figure 4.6: The “pixel matrix” feature extraction method

4.3.2 Detection of character edges

In contrast with the previous method, the detectdncharacter edges does not consider
absolute positioning of each pixel, but only a nemtf occurrences of individual edge types in
a specific region of the character bitmap. Becaofsthis, the resulting vector is invariant

towards the intra-regional displacement of the sdgmnd towards small deformations of
characters.

Bitmap regions

Let the bitmap be described by a discrete functfc(rx, y), wherew and h are dimensions,
such as & x<w and (< y<h. We divide it into six equal regions organizedhree rows and
two columns in the following way:

Let [xmm,yf;?nJ and [x,‘;’axy(,'n)ax] be an upper left and bottom right point of a regte,

which determinates the region such as:

, w h
- Region, : X%, =0, 5, =0 x2=| 5 |1, v =| 1|2

3
3
+ Regionr, : X2 =0, y& :[gw , K‘%{iﬂ LY@ = {@W_

« Regionr, : X&) = {21 yﬁﬁ—[hw X =W-1, y = {?}

. w
- Regiont =[5 | =0, w1 vk 2|
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; 2[h W
- Regionr X =0, 2= 22| = U] =

-+ Regionr,: x5 =| 7| v =| BT | @ =wet 2=
There are several ways how to distribute regionthéncharacter bitmap. The regions can be
disjunctive as well as they can overlap each othke figure 4.7 shows the several possible

layouts of regions.

1 .2 1 .2 1 .2 1 2 13
S 2
3 4 314 15
37 T4 3 Ay 3
5. 16 6 17
A

Figure 4.7: Layouts of regions in the character bitmap. Théomegycan be disjunctive as well as they
can overlap each other.

Edge types in region

Let us define an edge of the character as a 2x@&sdrblack transition in a bitmap. According
to this definition, the bitmap image can contaiarteen different edge types illustrated in figure

4.8
0 1 2 3 4 5 6 7 8 9 10 11 12 13
Figure 4.8: The processed bitmap can contain different typexafedges.

The statistics of occurrence of each edge typeesauselessly long vector of descriptors.
Because of this, the “similar” types of edges avastdered as the same. The following lists
shows how the edges can be grouped together:

0+ 1 (vertical edges)

2 +3 (horizontal edges)

4+ 6+ 9 (“"-type diagonal edges)
5+ 7+ 8 (“\'-type diagonal edges)
10 (bottom right corner)

11 (bottom left corner)

12 (top right corner)

13 (top left corner)

NG kWDNE

For simplicity, assume that edge types are notmgduogether. Lety be a number of different
edge types, wherk; is a 2x2 matrix that corresponds to the spegyfietof edge:

h_1oh_o1h_11h_ooh_10h_01h_1o
°“l1 o o 1/"% o ol"® |1 1]"* o 1"° |1 0" |0 O

01 00 00 01 10 11 11
h7{o o]hf"[l o}’hg_[o J’hm'[l 1}’h“{1 J’hlz'[o 1}’%'[1 o}
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Let p be a number of rectangular regions in the charditeap, wherex®) , y& = x) ~and
() are boundaries of the regian (i 00...p—1). If the statistics considey different edge

ym ax

types for each op regions, the length of the resulting veckoris computed ag [p:
X = (X0 Xqre - %y5-1)

Feature extraction algorithm

At first, we have to embed the character bitmh()x, y) into a bigger bitmap with white

padding to ensure a proper behavior of the feaunection algorithm. Let the padding be one
pixel wide. Then, dimensions of the embedding bgmaill be w+2 and h+2. The

embedding bitmapf'(x, y) is then defined as:

£ 1 if x=00y=00x=w+10y=h+1
(va)_ f(X—l,y_l) if —l(XZODy: O00x=w+ ]Dy:h'i‘)

wherew and h are dimensions of character bitmap befemgedding. Color of the padding is
white (value of 1). The coordinates of pixels adrdted one pixel towards the original position.

The structure of vector of output descriptorslissirated by the pattern below. The notation
h; @r, means “number occurrences of an edge represeytide lnatrixh; in the regionr,”.

x=(he@ro,n, @0, Ny s @o b @10, @1 hy s @0, @ Dy @ 40 hy @),

regionr, regionn regionr,,_,

We compute the positiok of the h; @r, in the vectorx as k=ilg+ ], wheres is the
number of different edge types (and also the nurabeorresponding matrices).

The following algorithm demonstrates the computatibthe vector of descriptors:

zeroize vector X
for each region r,,where i00,...,0—1do
begin
for each pixel [X, y] in region I, .where X,(Y:?n SXs Xf;])ax and yr(]iqi)n sys yfTi])ax do
begin
for each matrix h;,where j0O,...,7—-1do
begin
f'(xy) f'(x+1,y)
it hy=|_, , then
f'(x,y+1) f'(x+Ly+]
begin
let K=il+j
let X, =X, +1
end
end
end
end
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4.3.3 Skeletonization and structural analysis

The feature extraction techniques discussed inptlegious two chapters are based on the
statistical image processing. These methods docansider structural aspects of analyzed
images. The small difference in bitmaps sometimeans a big difference in the structure of
contained characters. For example, digits ‘6’ a8ichave very similar bitmaps, but there is a
substantial difference in their structures.

The structural analysis is based on higher conabpts the edge detection method. It does
not deal with terms such as “pixels” or “edges” bconsiders more complex structures (like
junctions, line ends or loops). To analyze thesectires, we must involve the thinning
algorithm to get a skeleton of the character. Toiepter deals with the principle of
skeletonization as well as with the principle afistural analysis of skeletonized image.

The concept of skeletonization

The skeletonization is a reduction of the strudtwtaape into a graph. This reduction is
accomplished by obtaining skeleton of the region via the skeletonization algorithnheT
skeleton of a shape is mathematically defined amdial axis transformation. To define the
medial axis transformation and skeletonization algm, we must introduce some elementary
prerequisite terms.

Let N be a binary relation between two pix¢lsy] and[X,y], such asaNb means ‘a
is a neighbor ob”. This relation is defined as:

[x Y] Ng[X,y] = [x=X|=10]y-y|=1 for eight-pixel neighbourhoc
[x y]N,[x,y] = |x=x|=10|y-y|=1 for four-pixel neighbourhoot

The borderB of character is a set of boundary pixels. Thelpﬁxey] is a boundary pixel, if it
is black and if it has at least one white neighibdhe eight-pixel neighborhood:

[x,y]OB = f(xy)=000x,y]:f(x,y)=10[xy] N[x ¥]
The inner region of character is a set of black pixels, which aseboundary pixels:

[x.y]OI = f(x,y)=00[x,y|OB

Four-pixel | .
neighbourhood p L P
P
Boundary points
AL —
Eight-pixel P o Inner points
neighbourhood
oo | pb | p

B Figure 4.9: (a) lllustration of the four-pixel and eight-pixe¢ighborhood. (b) The set of
boundary and inner pixels of character.

The pieceP is then a union of all boundary and inner pixdbs=(B 01 ). Since there is only
one continuous group of black pixels, all blackgtixbelong to the piecB. The principle and
the related terminology of the skeletonization amilar to the piece extraction algorithm
discussed in section 3.2.1.

35



Medial axis transformation

The medial axis transformation of the pieeedefined as follows. For each inner pixel| ,
we find the closest boundary pix@, 1B . If a pixel p has more than one such neighbor, it is

said to belong to the medial axis (or skeletonjhef P. The concept of the closest boundary
pixel depends on the definition of the Euclideastatice between two pixels in the orthogonal
coordinate system. Mathematically, the medial éxisskeleton)S is a subset of th® defined
as:

POS = [pp;: p,0BOP,0BOd(p, p,) =d(p,p;) =min{d(p.p}

The pixel p belongs to the medial axis if there exists at least two pixelg and p,, such as
Euclidean distance between pixgdsand p, is equal to the distance between pixplsaand p,,
and these pixels are closest boundary pixels tel gix

The Euclidean distance between two pixpjs=[x,, y;] and p, =[x,,y,] is defined as:

d(py ) =8~ %) Wy x;)°

Skeletonization algorithm

Direct implementation of the mathematical definitiof the medial axis transformation is
computationally expensive, because it involvesuating the distance from every inner pixel
from the setl to every pixel on the boundai.

The medial axis transformation is intuitively defthby a so-called “fire front” concept.
Consider that a fire is lit along the border. Adeffronts will advance into the inner of character
at the same speed. The skeleton of a characteerisa set of pixels reached by more than one
fire front at the same time.

The skeletonization (or thinning) algorithm is bdsen the “fire front” concept. The
thinning is a morphological operation, which pressr end-pixels and does not break
connectivity. Assume that pixels of the piece deel (value of zero), and background pixels
are white (value of one).

The thinning is an iterative process of two sudeessteps applied to boundary pixels of a
piece. With reference to the eight-pixel neighbadhaotation in figure 4.9, the first step flags a
boundary pixelp for deletion if each of the following conditiors satisfied:

« At least one of the top, right and bottom neightsothe pixel p must be white (the
pixel p is white just when it does not belong to the piege

p'OPOp OPOPPOP
* Atleast one of the left, right and bottom neighbbrpixel p must be white.
p OPOp OPOP°OP

e The pixel p must have at least two, and at most six blackhieigs from the piec®.

This condition prevents the algorithm from erasemgl-points and from breaking the
connectivity.
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2s‘{p’|pN8p'Dp'DP}‘s6

« The number of white-to-black transitions in thearal sequence
pt, P, p" . p™,p%.p% .p' .p' .pt must be equal to one.

v(p'OPOP" OP)+v(p" OPOp OP)+v(p OPOP™ OP)+v(p™ OPOP°OP)
v(p°OPOP” OP)+v(p” OPOP OP)+v(p' OPOp' OP)+v(p' OPOP OP)=1

V(X):{1 it -x

The first step flags pixelp for deletion, if its neighborhood meets the candg above.
However, the pixel is not deleted until all othérgts have been processed. If at least one of the
conditions is not satisfied, the value of pixelis not changed.

After step one has been applied to all boundarglpjxthe flagged pixels are definitely
deleted in the second step. Every iteration ofdhe® steps thins the processed character. This
iterative process is applied until no further psxate marked for deletion. The result of thinning
algorithm is a skeleton (or medial axis) of theqassed character.

« Let the pieceP be a set of all black pixels contained in skeleted character.
e Let B be a set of all boundary pixels.

The following pseudo-code demonstrates the thinalggrithm more formally. This algorithm
proceeds the medial axis transformation over agpiec

do // iterative thinning process
let continue = false

let B=0
for each pixel p in piece P do // create a set of boundary pixels
if Op:p OPO png' then //if the pixel P has at least one white neighbor
insert pixel p into set B // but keep it also iP

for each pixel p in set B do // 1.step of the iteration
begin
/I if at least one condition is violated, skip thigel

it =(p'OPOpP OPOP°OP) then continue
if ﬂ(pI OPOp OPO prP) then continue

if —|(2S‘{ p'| pNgp' O p'DP}‘ < 6) then continue
if
v(p'OPOP" OP)+v(p" OPOP' OP)+v(p' OPOP™ OP)+v(p” OPOP°OP)

v(p°OPOP" OP)+v(p” OPDP OP)+v(p' OPOp' OP)+v(p' OPDp OP)#1
then
begin
continue
end
/I all tests passed
flag point p for deletion

let continue = true
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end

for each pixel p in set B do //2.step of the iteration
if P isflagged then

pull point p from piece P

while continue = true

Note: Thepixel p belongsto the piece P whenitisblack: pOP = f(p)=0

B Figure 4.10:(a) The character bitmap before skeletonizationTz thinning algorithm
iteratively deletes boundary pixels. Pixels deletethe first iteration are marked by a
light gray color. Pixels deleted in the second timidl iteration are marked by dark gray.
(c) The result of the thinning algorithm is a skete(or a medial axis).

Structural analysis of skeletonized character

The structural analysis is a feature extractionhmetthat considers more complex structures
than pixels. The basic idea is that the substadifference between two compared characters
cannot be evaluated by the statistical analysisaBse of this, the structural analysis extracts
features, which describe not pixels or edges, iittore complex structures, such as junctions,
line ends and loops.

Junction

The junction is a point, which has at least threelneighbors in the eight-pixel neighborhood.
We consider only two types of junctions: the juoctiof three and four lines. The number of
junctions in the skeletonized pie€eis mathematically defined as:

nj3 =‘{ p|CPp :{p,p} OPO pf\'lgp’}‘
nj3 =‘{ p|Cfp':{p,p} OPO pNSp'}‘

Line end

The line end is a point, which has exactly one iy in the eight-pixel neighborhood. The
number of line-ends in a skeletonized piétés defined as:

n,=[{ PO pi:{p. p} OPOPNpY|

The following algorithm can be used to detect thember of junctions and number line-ends in
a skeletonized pieck:
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let N, =0

let n,=0
for each pixel p in piece P do
begin
let neighbors= (
for each pixel p' in neighborhood { o', p".p",p”,p°.p",p ,pt'} do
if p'OP then

let neighbors= neighbors-

if neighbors= then
let ng,=n,+1
else if neighborsz {then
let n; =n;+1
end

pixel neighborhood (d) The loop is a group of pixelthich encloses the continuous
white space.

Loops

It is not easy to determine the number of loopsn the skeletonized character. The algorithm

is based on the following principle. At first, weust negate the bitmap of the skeletonized
character. Black pixels will be considered as bamkgd and white pixels as foreground. The

number of loops in the image is equal to a numiidakes, which are surrounded by these

loops. Since the lake is a continuous group oftavpixels in the positive image, we apply the

piece extraction algorithm on the negative imageetermine the number of black pieces. Then,
the number of loops is equal to the number of blpidces minus one, because one piece
represents the background of the original imagegdtez to the foreground). Another way is to

use a series of morphological erosions.

BE Figure 4.12: (a) We determine the number of lakes in skeletoafplying the
piece-extraction algorithm on negative image. Teégative image (b) contains three
pieces. Since the piece 3 is a background, onlyptieces are considered as lakes.
(c)(d) The similar skeletons of the same charazderdiffer in the number of
junctions
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Since we do not know the number of edges of thdegkge we cannot use the standard
cyclomatic equation know from the graph theoryatidition, two similar skeletons of the same
character can sometimes differ in a number of jonst(see figure 4.12). Because of this, it is
not recommended to use constraints based on thberurhjunctions.

Structural constraints

To improve the recognition process, we can assumetgral constraints in the table 4.1. The
syntactical analysis can be combined by other nustliescribed in previous chapters, such as
edge detection method or pixel matrix.

The simplest way is to use one global neural ndtwtlat returns several candidates and
then select the best candidate that meets thetwtalicconstraints (figure 4.13.a). More
sophisticated solution is to use the structuralst@mts for adaptive selection of local neural
networks (figure 4.13.b).

Line ends Loops Junctions
0 | BDOO08 CEFGHIJKLMNSTUVWXYZ123457| CDGIJILMNOSUVWZ012357
1 | PQ69 ADOPQR09 EFKPQTXY469
2 | ACGIILMNRSUVWZ123457 B8 ABHRS8
3 | EFTY
4 | HKX
Table 4.1: Structural constraints of characters.
output
structural
constraints
output
+
structural
constraints
+
input
A Figure 4.13:(a, b) Structural constraints can be applied bedogkafter the recognition by
B C the neural network. (c) Example of the skeletonialgthabet.

Feature extraction

In case we know the position of structural elementscan form a vector of descriptors directly
from this information. Assume that there are sdvéng-ends, loops, and junctions in the
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image. The position of loop is defined by its centfo form the vector, we must convert
rectangular coordinates of the element into pmnmr(d:'nates{r,a] (see figure 4.14):

(= /X,2+y:2 : ezatg(l,j ; X,:ZD(—W ; y,:2[y—h
X

w h

wherex' andy' are normalized rectangular coordinates.

The length and the structure of resulting vectaryweccording to a number and type of
structural elements contained in the characteiceSihe structural constraints divide characters
into the several classes, there are several pessipkes of description vector. Each type of
vector corresponds to one class of character.

For example, consider character with two line eadsl one junction. This constraint
determines the following class of possible characis, I, J, L, M, N, S, U, V, W, Z, 1, 2, 3, 5,
7). We define a vector of descriptors to distinguigtween these characters as follows:

x:(rl,Hl,%,rs,t%)

line end Ilnezend junction
1

v
A
A
v
|
I

[x] [r.6]
X

B Figure 4.14:(a) The skeleton of the character contains sestmattural elements, such
as junctions, loops and line ends. (b, ¢) Each et¢rman be positioned in the
rectangular or polar coordinate system.
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Chapter 5

Recognition of characters

The previous chapter deals with various methoddeafure extraction. The goal of these
methods is to obtain a vector of descriptors (dtedapattern), which comprehensively

describes the character contained in a processedi The goal of this chapter is to introduce
pattern recognition techniques, such as neuralor&sywhich are able to classify the patterns
into the appropriate classes.

5.1 General classification problem

The general classification problem is formulatethgighe mapping between elements in two
sets. LetA be a set of all possible combinations of descriptandB be a set of all classes.
The classification means the projection of groupsimhilar element from the sef into a
common class represented by one element in theBseThus, one element in the sé&t
corresponds to one class. Usually the group ofngdisishable instances of the same character
corresponds to the one class, but sometimes ose i@aresents two mutually indistinguishable
characters, such as “0” and “O”.

Let F be a hypothetic function that assign each elerfnient the setA to an element from
the setB:

F:A_- B
X =F(x)

where XA is a description vector (pattern) which descrilbes structure of classified
character an&k OB is a classifier, which represents the semanticsioh character .

The function F is the probably best theoretical classificatorf i@ construction is
impossible since we cannot deal with each comlmnadif descriptors. In praxis, we construct
pattern classifier by using only a limited subsethe A . B mappings. This subset is known
as a “training set”, such ag, 0 A and B, 0 B. Our goal is to construct an approximation

F (x,w) of the hypothetic functior- , wherew is a parameter that affects the quality of the
approximation:

F(w):A - B,

x=F(x,w)

wherexOA OA, XOB, O B. Formally we can say that (w) is a restriction of the projection
F over a setA 0 A. We assume that for eashJ A we know the desired value OB, :

Xg = XgsXq = XX 5 = Xgpeee Xpo 1 = Ko g
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Figure 5.1: The projection between ses and B. The F is a hypothetic function that maps every
possible combination of input pattex{] A to a corresponding class[] B . This projection is

approximated by a functiofr (W) , which maps input patterns from training ggtinto the

corresponding classes from the &t

The problem is to find an optimal value (or value$)a parametew . The w is typically a
vector (or matrix) of syntactical weights in a ralunetwork. According to this parameter, the

values of the functiorF (x,w) should be as closest as possible to the valués(r} for input

patternsx from the training sety, . We define an error function to evaluate worthinesthe
parametemw :

where m is a number of patterns,...x,_, in the training setA . Let w, to be an optimal
value of the parametew , such asw, =arg rgan{ E(w)} . Then, the approximatiof (x,w, ) of
Wi

the function F (x) is considered as adapted. The adapted approxim&t{x,w, ) simulates
original function F (x) for patternsx from the training sety . In addition, this approximation

is able to predict the output classifier for unknown patternx from the “test” setA,
(A, =A-A). The function with such prediction ability patlyasubstitutes the hypothetic

classificator F (x). Since the functiorF (x,w) is only a model, we use a feed-forward neural
network for its implementation.

5.2 Biological neuron and its mathematical models

For a better understanding of artificial neurawark architecture, there is a need to explain the
structure and functionality of a biological neurdime human brain is a neural network of about
ten billions interconnected neurons. Each neurca ¢=ll that uses a biochemical reaction to
process and transmit information. The neural call & body of size about several micrometers
and thousands of input connections called “dergltité also has one output connection called
“axon”, which can be several meters long. The dima& in the biological neural network is
represented by electrical signal, which propagatesg the axon. When the signal reaches a
synaptic connection between the axon and a corigecdendrite, it relieves molecules of
chemical agent (called mediators or neuro-transmsiftinto such dendrite. This action causes a
local change of polarity of a dendrite transmissieambrane. The difference in the polarity of
the transmission membrane activates a dendritetsoipatential wave, which advances in a
system of branched dendrites into the body of neuro
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Cell body

o

Neuron dendritic tree axon

Figure 5.2: The biological neuron

The biological neural network contains two typessghaptic connections. The first is an
excitive connection, which amplifies the passingnal. The second (inhibitive) connection
suppresses the signal. The behavior of the cormmmedirepresented by its “weight”. The neural
network contains mechanism which is able to alierweights of connections. Because of this,
the system of synaptic weights is a realizationhafman memory. As the weights are
continually altered, the old information is beirmydotten little by little.

axon

i terminal button of axon

dendrite

neuro-transmitters

terminal buttons dendrite

E Figure 5.3:(a) Schematic illustration of the neural cell ()eTsynaptic connection
between a dendrite and terminal button of the axon

Since the problematic of the biological neuron ésyvdifficult, the scientists proposed several
mathematical models, such as McCulloch-Pitts bitlargshold neuron, or the percepton.

5.2.1 McCulloch-Pitts binary threshold neuron

The McCulloch-Pitts binary threshold neuron was firet model proposed by McCulloch and
Pitts in 1943. The neuron has only two possibl@uttalues (0 or 1) and only two types of the
synaptic weights: the fully excitative and the yulhibitive. The excitative weight (1) does not
affect the input, but the inhibitive one negategsli.

44



The weighted inputs are counted together and pseddsy a neuron as follows:

J-1
y=g(zwi,,» &Y —12}
i=0

_ 0 if é<0
g(‘()_{l if €20

This type of neuron can perform logical functiongls as AND, OR, or NOT. In addition,
McCulloch and Pitts proved that synchronous arfaguzh neurons is able to realize arbitrary
computational function, similarly as a Turing mawhi Since the biological neurons have not
binary response (but continuous), this model ofoeis not suitable for its approximation.

5.2.2 Percepton

Another model of neuron is a percepton. It has lgewed that McCulloch-Pitts networks with
modified synaptic connections can be trained ferrétognition and classification. The training
is based on a modification of a neuron weightspating to the reaction of such neuron as
follows. If the neuron is not active and it sholle, we increase the weights. If the neuron is
active and it should not be, we decrease them. Jiimgiple was been used in a first model of
the neural classifier called ADALINE (adaptive laxeneuron). The major problem of such
networks is that they are not able to solve lineadnseparable problems.

This problem has been solved when the scientistsdfhart, Hilton and Williams proposed
the error back-propagation method of learning foitiayered percepton networks. The simple
McCulloch-Pitts binary threshold neurons have beeplaced by neurons with continuous
saturation input/output function.

Percepton has multiple analogous inputs and onlegos output. Letx,...x;_; be inputs

with corresponding weightsu ,...w ;_;. The weighted inputs are counted, thresholded and
saturated together in the following way:

where g(f) is a sigmoid saturation function (see figure 5.4abd J is a threshold value.

Sometimes, the threshold is implemented as a dedidaput with a constant weight of -1 (see
figure 5.4.a). Then, the function of a neuron canshnplified toy = g(x EN), wherex is a

vector of inputs (including the threshold valuendav is a vector of weights (including the
constant weight -1).
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E Figure 5.4:(a) The summatiorZ and gain (saturationyy function of the percepton with a
threshold implemented as a dedicated input. (b)sidmaoid saturation function.

5.3 Feed-forward neural network

Formally, the neural network is defined as an addrgraphG =(N,E), where N is a non-
empty set of neurons, artd is a set of oriented connections between neufdms.connection
e(n,n’)D E is a binary relation between two neuramsand n'. The set of all neuronsl is

composed of disjunctive sets,, N,, N,, whereN. is a set of all neurons from tH&layer.
N=N,ON,ON,

The [" weight of a'f' neuron in a R layer is denoted ag{) and the threshold of'ineuron in a

k™ layer is denoted ag® . Numbers of neurons for the input (0), hidden &yl output (2)
layer are denoted as, n, o, such asm=|N,|, n=|N,| ando=|N,|.

The number of neurons in the input layen)is equal to a length of an input pattetnin
order that each value of the pattern is dedicatexhe neuron. Neurons in the input layer do not
perform any computation function, but they onlytidligite values of an input pattern to neurons
in the hidden layer. Because of this, the inpuetayeuron has only one input directly mapped

into multiple outputs. Because of this, the thrédvalue z9i(0) of the input layer neuron is equal
to zero, and the weights of inputéy are equal to one.

The number of neurons in the hidden laya) {s scalable, but it affects the recognition
abilities of a neural network at a whole. Too feaurons in the hidden layer causes that the
neural network would not be able to learn new pasteToo many neurons cause network to be
overlearned, so it will not be able to generalinknown patterns as well.

The information in a feed-forward neural networlprepagated from lower layers to upper
layers by one-way connections. There are connectioty between adjacent layers, thus feed-
forward neural network does not contain feedbacknections, or connections between
arbitrary two layers. In addition, there exist nmnoections between neurons from the same
layer.
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Hidden layer (1)

Data flow

Input layer (0)

Figure 5.5: Architecture of the three layer feed-forward neuneativork.

5.4 Adaptation mechanism of feed-forward neural natork

There has been proven that a multilayered neurlank composed of perceptons with a
sigmoid saturation function can solve an arbitraop-linear problem. Mathematically, for each

function F :R™ - R° there exists a multilayered feed-forward neurdivoek that is able to
realize this function. The proof is based on thénkagorov’s theorem, which tells that every

continuously growing functionf defined on interva{O,]}m can be written as:

f (%) = ga(ZW( )]

where a; are properly chosen continuous functions with pae@meter.

The problem is how to construct the neural netwarkresponding to a given non-linear
function. At first, we choose a proper topologytioé network. The number of neurons in the
input and output layer is given by lengths of theut and output patterns, while the number of
neurons in the hidden layer is scalable.

An adaptation of the neural network means findihg pptimal parametew, of the

approximation functionlf(x,w) discussed in section 5.1. Let us define two efuoctions to
evaluate a worthiness of the parameter

where subscript “t” means “train”, and “x” meansst’. TheE, is an error function defined for
patterns from the training set, aii] for patterns from the test set. The response ehtural
network to an input pattern is given asy, = F (x;,w).

The error functionE, goes down as a number of neurons in the hiddesr lgnows. This

relation is valid also between the functi@ and a number of iterative steps of the adaptation
process. These relations can be mathematicallyibedcas follows:
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limE =0 ; II(imE[=O

n- oo

where n is the number of neurons in the input layer &nds the number of iteration steps of
the adaptation process.
The error functionE, does not have a limit at zero asandk goes to infinity. Because of

this, there exists an optimal humber of neuronsaptiinal number of iteration steps, in which
the functionE, has a minimum (see figure 5.6).

E,

» nork

Figure 5.6: Dependency of error functiors, and E, on the number of neurons in input layer)(
and the number of iteration stegds )

For simplicity, we will assume only a feed-forwamdural network with one layer of hidden
neurons defined in section 5.3. All neurons in eelja layers are connected by oriented
connections. There are no feedback connectiongonnections between neurons within a
single layer.

The activities of hidden and output neurons arendefas:

m-1 n-1
z= g{zow'(vlj) D(j _zgi(l)J Y, :g(;v‘ﬁ) &j _12(2)}
J= J=

activities of neurons in the hidden lay  activities of neurons in the output lay

where g(f) is a sigmoid saturation function (see figure 5.4.b

5.4.1 Active phase

Evaluation of the activities of hidden and outpeturons is performed in so-called “active
phase”. The active phase consists of two stedw@etlayer neural networks. The first step is an
evaluation of activitiesz in the hidden layer, and the second step is aluatan of activities
y,. Since the evaluation of activities is performednf bottom layers to top ones, the term
“feed-forward” refers to this principle. The actiyghase corresponds to an approximation
F (x,w) of function F(x), and it is performed every time when there is edni classify the

input pattern x .
The following pseudo-code demonstrates the acthase of feed-forward neural network.
The notation is the same as in figure 5.5.
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procedure activePhase (input: W, // vector of thresholds and weights
X; [/l'input pattern to be classified
output: Z, [l vector of activities of neurons in hidden layer
Y /I vector of activities of neurons in output layeeural

network response)

. )
begin
/I first step: evaluate activities of neurons ia thdden layer
for each neuron in hidden layer with index id0,...,n—1do
begin

let E:W[ﬂia)]

for each input with index jdo,...,m-1do
let f=f+W[V\.{(’lj)] X,

let z=g(¢)

end

/I second step: evaluate activities of neuronkénautput layer
for each neuron in output layer with index idJ0,...,0—1do
begin

let & =W[:9i(2)]

for each input with index jdo,...,n—-1do
let 5:5+w[v¢§>] 52

let Y, =g(¢)

end
end

5.4.2 Partial derivatives and gradient of error furction

The goal of the training phase is to find optimalues of thresholds and weights to minimize
the error functionE, . Adaptation phase is an iterative process in whicksponsg to an input

patternx is compared with the desired responseThe difference between the obtained and
desired response is used for a correction of weidiie weights are iteratively altered until the

value of the error functiof, is negligible.

Gradient of error function related to a single patern

We compute a gradierg of an error function related to a single patterrwith desired and
obtained responseg and X. The gradientg is computed in direction from upper layers to

lower layers as follows:

At first, we compute components of the gradienated to thresholdaﬁi(z) in the output

layer as

OE

W#M—%)Eﬂl—m)ﬂa
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Then, we compute components of the gradient relmetdresholdsﬁi(l) in the hidden layer.

These components are computed using the compong%% from the previous step as
i

follows:

oE & 0E
=z 1-y) D

Similarly, we compute components of the gradietiatesl to weightsw(? and w® in the
following way:

JE _ OE ~ 0E _ OE
a\N|(,2j) - al9i(2) Qi ! aWi(,lj) - azgi(l) D(i

The gradientg is a vector of components is given as follows:

gZL o OE OF OE OE OE  OE o J
d

IO a9 09" "o awdy " aw . ow ) aw?,

Overall gradient

The overall gradient is defined as a summary ofligres related to individual patterns of the
training setA . Let g,,; be a gradient related to a training paitx. The overall gradient is

A
computed asy_g, s -

X/X

5.4.3 Adaptation phase

The adaptation phase is an iterative process dirfinoptimal values of weight and thresholds,
for which a value of the error functioB, is in a local minimum. The figure 5.7 schematigall

illustrates a graph of the functiok, - so called “error landscape”. Generally, the erro
landscape igw|+1 dimensional, wheréw| is a cardinality of the vector of thresholds and
weights, such as:

— (.91 1) q(2) (2) \W@ @) (2) (2)
W= (’90 o0 i e 1 Wo it Mo W 6,057 Moo g )
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Figure 5.7: The numeric approach of finding the global minimumthe error landscape.

The vector of optimal thresholds and weights is represented by a global minimum in the

error landscape. Since we cannot compute this mimiranalytically, we have to use a numeric
approach. There are various humeric optimizatigorithms, such as Newton’s method, or the
gradient descent. We use the gradient descentithigoio find the global minimum in the error
landscape. The single step of the iterative allgorican looks like follows:

0E _
k+lg(l) — ka() _ ka(l) _ k-1q()
DA /]akﬂ_(l)-l-'u[qﬂi J )

oE -

KLy, (1) — Kyp (1) _ kyn ) _ k=1,,0)

W = W /]akw(l) +'UEQ W 1W|1)
(1

where “w) is a weight of the connection between thaéuron in ' layer and ' neuron in I-
1" layer computed in a'kstep of iterative process.

The speed of convergence is represented by a pmmame Too small value of the
parameter A causes excessively slow convergence. Too big valu¢he A breaks the
monotony of convergence. Thg is a momentum value, which prevents the algorithfm

getting stuck in local minimums.

Note: The notationg{ oE

m} means “the componenétai of the vector (or gradient). The

7-9i(|)

350 is a partial derivative of error functioE by the threshold valug!’ . Similarly, the

B isa partial derivative of functiof by the value of weighwy).

o)

The whole adaptation algorithm of feed-forward éuretwork can be illustrated by the
following pseudo code.
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procedure adaptation (input: A , /I training set of patternX /X

A, I/ speed of convergence
M. [ momentum value

kmax'
&, Il precision of adaptation process

/I maximum number of iterations

output: W, , /I vector of optimal weights and thresholds

)

begin

initialize weights and thresholds in W to random values
let  Wqe =W //we haven'ta previous value 8§ at the beginning
let k=0, E=o

while  k<k, ., OE>¢ do

begin
/I compute overall gradient
zeroize overall gradient g
for each pair X/X of A do
begin
/I compute gradientd, ;5 for training pairX/)A(
zeroize gradient O,/%
activePhase( W, X, Z, Y)// compute activitiesz, y
oE .
2 -
for each threshold 9@ do g, {W} = (yi -X ) EQI— Y, ) 0y,
I
for each threshold 19-(1) do
o-1
oE 2
gx/x|: (1)i| [q y| |igx/x|: (2):|DN \Nl(,j
03 03, [w? ]
OE OE
for each weight W{(ZJ) do Oyx| == | = iz {—2} [z
aW|(,j) algi( )
oE oE
for each weight W do g, 5| —= =0, 5| — |X
I, ] X/X OMIJ) X/ X 615}(1) j
let  g=g+ gy
end
/I alter values of thresholds and weights accortinifpe gradieng
for each threshold 3 in  w, do
"= 0) (Ol ()
ot [0 =[]0 255 30wy )
for each weight V\il(lj) in W, do
N7~ 1) 1 1
let W, o4 |:V\4]:|—W|:VV|(]] ALY a\N(I) +/'1|:QW \N( prevI:\N( ])
let  Wye =W, W=W,,
end
let W, =w
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5.5 Heuristic analysis of characters

The segmentation algotithm described in chapteeethcan sometimes detect redundant
elements, which do not correspond to proper charsciThe shape of these elements after
normalization is often similar to the shape of auéers. Because of this, these elements are not
reliably separable by traditional OCR methods,@lth they vary in size as well as in contrast,
brightness or hue. Since the feature extractiomaukst described in chapter four do not consider
these properties, there is aneed to use additibeafistic analyses to filter non-character
elements. The analysis expects all elements te t&milar properties. Elements with
considerably different properties are treated aalid and excluded from the recognition
process.

The analysis consists of two phases. The first elugsls with statistics of brighness and
contrast of segmented characters. Characters arertbrmalized and processed by the piece
extraction algorithm.

Since the piece extraction and normalization offiiniess disturbs statistical properties of
segmented characters, it is necessary to procedashphase of analysis before the application
of the piece extraction algorithm.

In addition, the heights of detected segments aneesfor all characters. Because of this,
there is a need to proceed the analysis of dimeasafter application of the piece extraction
algorithm. The piece extraction algorithm stripd @fhite padding, which surrounds the
character.

Respecting the constraints above, the sequendeps san be assembled as follows:

Segment the plate (result is in figure 5.8.a).

Analyse the brightness and contrast of segmentescidde faulty ones.
Apply the piece extraction algorithm on segmengsiftt is in figure 5.8.b).
Analyse the dimensions of segments and excludgyfanks.

hodbPRE

0 1 2 3 4 5 6

AE73

Figure 5.8: Character segments before (a) and after (b) apiolicaf the piece extraction
B algorithm. This algorithm disturbs statistical pesties of brightness and contrast.

If we assume that there are not big differencelsrightness and contrast of segments, we can
exclude the segments, which considerably diffeosnfthe mean. Let"isegment of plate be

defined by a discrete functiof, (x, y), wherew and h are dimensions of the element. We
define the following statistical properties of dareent:

The global brightness of such segment is defined a®an of brightnesses of individual
pixels:

W

B0 =331 (xy)

x=0 y=0
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The global contrast of thd”isegment is defined as a standard deviation ohtrégses of
individual pixels:

w R ) 2
LIS
w; [y

The function f(x, y) represents only an intensity of grayscale imades, the additional

heuristic analysis of colors can be involved to iaye the recognition process. This analysis
separates character and non-character element®lon lzasis. If the captured snhapshot is
represented by a HSV color model, we can direaiiymute the global hue and saturation of the
segments as a mean of hue and saturation of ingivjixels:

W W

P =2, 2 0(xy) P =23 s(xy)

x=0 y=0 x=0 y=0

where h(x,y) and s(x,y) is a hue and saturation of the certain pixel @SV color model.

If the captured snapshot is represented by a RG& awodel, there is need to transform it to
the HSV model first.
To determine the validity of the element, we corepan average value of a chosen property
n-1
over all elements. For example, the average bragistiis computed ag, :z p,‘)') , wheren is
i=0
a number of elements. The eleménis considered as valid, if its global brightneg%’ does
not differ more than 16 % from the average brightnp,. The threshold values of individual

properties have been calibrated as follows:

M _n

: P - P
brightness (BRI) T <0.16 Contrast (CON) ——=<0.1
C
p(i) -P (i) — P
hue (HUE) h_™h <0.145 Saturation (SAT) = T5<0.24
P Ps
. h-h width/height ratio 0.1<™ < 0.0;
Height (HEI) ‘ = <0.2 (WHR) . 9z

If the segment violates at least one of the comggrabove, it is considered as invalid and
excluded from the recognition process. The taldlecbntains properties of elements from figure
5.8. According to this table, elements 0 and 10ehbeen refused due to an uncommon
width/height ratio, and elements 1 and 4 due tmallsheight.
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i | BRI | CON | HUE | SAT | HEI | WHR Vialated

constraints

0 | 0247 | 0038| 0152] 0236 0189 0093 BRI,HUEWHR

S| 1| 0034 | 0096| 0181] 0134 0554 0833 HUEHE

2 [ 0002 | 0018| 0030 0038 004D 0642

A | 3| 0084 | 0012| 0003| 006] 0189  0.625

74 [ 0001 | 0003] 0021] 0059 -0.777 1666 HELWHR

5 | 0117 | 0016| 0002 0063 0180 0625

6 | 0063 | 0016| 0007 005§ 0180 0562

7 [ 0025 | 0011| 0025 002§ 0114 0533

8 | 0019 | 0025| 0012 0034 0114 0600

9 | 0019 | 0048| 0009 0045 0114 0533

] |10 0062 | 0009| 0041 0018 0180 0095 WHR

Table 5.1:Properties of segments in figure 5.8. The meanfrapbreviations is as follows:
BRI=brightness, CON=contrast, HUE=hue, SAT=satorgatHEI=height, WHR=width/height ratio.
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Chapter 6

Syntactical analysis of
recognized plate

6.1 Principle and algorithms

In some situations when the recognition mechanéts, fthere is a possibility to detect a failure
by a syntactical analysis of the recognized plitere have country-specific rules for the plate,
we can evaluate the validity of that plate towaldsse rules. Automatic syntax-based correction
of plate numbers can increase recognition abildfethe whole ANPR system.

For example, if the recognition software is contugetween characters ,8“ and ,B*, the
final decision can be made according to the syit&igbattern. If the pattern allows only digits
for that position, the character ,8* will be usedirer than the character ,B“.

Another good example is a decision between the gigiand the character ,O0". The very
small difference between these characters makésrdmagnition extremely difficult, in many
cases impaossible.

6.1.1 Recognized character and its cost

In most cases, characters are recognized by neeirabrks. Each neuron in an output layer of a
neural network typically represents one charadtet. y = (yo,... Yo YA ,yz) be
a vector of output activities. If there are 36 auaers in the alphabet, the vectpr will be also

36-dimensional.
Let y. be an ' component of the vectoy . Then, y, means how much does the input

character corresponds to th® character in the alphabet, which is representedthisy
component. The recognized characjelis represented by the greatest component of tbewe

y:

Xy =chr (max{yi})

O<i<z

where chr (y,) is the character, which is represented by fle@inponent of vectoy .

Let y® be a vectory descendingly sorted according to the values ofpmomants. Then,
the recognized character is represented by thecfirmponent of so sorted vector:

)(:chr(yés))
When the recognition process fails, the first conga of y*) can contain invalid

character, which does not match the syntax patfnan, it is necessary to use the next valid
character with a worse cost.
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6.1.2 Syntactical patterns

In praxis, ANPR systems must deal with many difféngpes of plate numbers. Number plates
are not unified, so each country has own type. Bsea&f this, number plate recognition system
should be able to recognize a type of the numbatepland automatically assign the correct
syntactical pattern to it. The assignation of figatrsyntactical pattern is a fundamental problem
in syntactical analysis.

Syntactical pattern is a set of rules defining abters, which can be used on a certain
position in a plate number. If the plate numlielis a sequence afi alphanumerical characters

P= ( p@ ... p(”‘l’) , then the syntactical patter® is a n-tuple of sets’P :(‘p‘o)...‘p(”'”),

and p" is a set of all allowed characters for thgosition in a plate.

For example, czech number plates can contain digita first position followed by a
character denoting the region, where the plate Hesn registered and five other digits for
a registration number of a car. Formally, the sgtital pattern'P for czech number plates can
looks like this:

{0,1,2,3,4,56,7,8}9{, C.BKH,LTNEPASUPZ,

'P=/{0,1,2,3,4,5,6,7,8]9, 0,1,2,3,4,5,6,7}8{9,1,2,3,4,5,6,7,8}9
{0,1,2,3,4,5,6,7,8}9(, 0,1,2,3,4,5,6,7)8{9,1,2,3,4,5,6,7,8}9

6.1.3 Choosing the right pattern

If there aren syntactical patterna® .. *P™® we have to choose the most suitable one for
the evaluated plate numbé?. For this purpose, we define a metrics (or a castfor a
computation of a similarity between the evaluatddtep number and the corresponding
syntactical pattern:

) ) ) n-1
O Gy I

O<js<z !

x107 |,

where ‘{ p(i)‘p(” D‘p“)}‘ is a number of characters, which do not match doesponding

positions in the syntactical patter®. Let y® be an output vector for th&-iecognized

character in a plate. The greatest component df waetor max{ y}i)} then indicates how

O<j<z
successfully the plate has been recognized. Tthemeciprocal value ognax{ y](i)} is a cost
<j<z
of the character. Another way of the cost evalumat® a usage of the Smith-Waterman
algorithm to compute the difference between th@geized plate number and the syntactical
pattern.

For example, assume that plate number ‘0B01234'ble&s recognized as ‘0801234’, and
the recognition pattern does not allow digit atskeond position of a plate. If the character “8”
has been recognized with similarity ratio of 0.80¢d other characters with the ratio of 0.95, the
metrics for this pattern is determined as follows.

—2 2 2 2
10® ,10°, 10%, 10°, 102+ 1°2+ 17 _1 0742€
0.95 0.90 0.95 0.95 095 0.95 0.95

3(P)=(1) +(
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If there is a pattern that exactly matches to tr@uaited plate number, we can say that number
has been correctly recognized, and no further ctores are needed. In addition, it is not
possible to detect a faulty number plate, if it flowt break rules of a syntactical pattern.
Otherwise, it is necessary to correct detectec plaing the pattern with lowest ca3t

P = argmi 5(‘P‘”)}

0<i<n

The correction of a plate means the replacemeaadh invalid character by another one. If the
characterp®™ at the 1" position of the platé® does not match the selected pattd&fi®’ | it will

be replaced by the first valid one frop® . y® is a sorted vector of output activities denoting

how much the recognized character is similar tondividual character from the alphabet.
Heuristic analysis of a segmented plate can somstiimcorrectly evaluate non-character
elements as characters. Acceptance of the nonatkar@lements causes that the recognized
plate will contain redundant characters. Redundduwatracters occur usually on sides of the
plate, but rarely in the middle.
If the recognized plate number is longer than thgést syntax pattern, we can select the
nearest pattern, and drop the redundant charaateosding to it.
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Chapter 7

Tests and final
considerations

7.1 Choosing the representative set of snapshots

| have captured many of static snapshots of vehidethe test purposes. Random moving and
standing vehicles with Slovak and Czech numberepldiave been included. At first, my
objective was to find a representative set of nunpitetes, which are recognizable by humans.
Of course, the set like this contains extremelyensgectrum of plates, such as clear and easy
recognizable as well as plates degraded by théismnt motion blur or skew.

Then, a recognition ability of a machine is reprtsd by a ratio between the number of
plates, which have been recognized by the machimé the number of plates recognized by a
human. Practically, it is impossible to build a miae with the same recognition abilities as a
human has. Because of this, the test like thigtiemely difficult and useless.

In praxis, it is more useful to find a represen@tset of number plates, which can be
captured by an ANPR camera. The position of theetarhas a significantly affects the quality
of captured images, and a successfulness of thiewdoognition process. The suitable position
of the camera towards the lane can lead to a bséteof all possible snapshots. In some
situations, we can avoid of getting skewed snapgshgta suitable positioning of the camera.
Sometimes, this is cleverer than a developmertefdbust de-skewing mechanisms.

Let S be a representative set of all snapshots, whiotbeacaptured by a concrete instance
of the ANPR camera. Some of the shapshots in #tisan be blurred, some of them can be too
small, too big, too skewed or too deformed. Becanidhis, | have divided the whole set into a
following subsets:

S=5050S50S0S

where S, is a subset of “clear” plate§, is a subset of blurred plateS, is a subset of skewed

plates, S, is a subset of plates, which has a difficult sunding environment, andy is a
subset of plates with little characters.
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OLARSKE PRACE

® e

e -

A|B Figure 7.1: Typical snapshot from the set of (a) clear platdgplates with little, or blurred
clp characters (c) skewed plates (d) plates with diffisurrounding environment

7.2 Evaluation of a plate number correctness

Plate numbers recognized by a machine can sometlifiesfrom the correct ones. Because of
this, there is a need to define formulas and ruldsch will be used to evaluate a degree of
plate correctness.

Let P be a plate number, an8={P(°),...,P(”'1)} be a set of all tested plate numbers.

Then, recognition rat(R(S) of the ANPR system tested on setis calculated as:

n-1

R(S)=-Y s(P").

where n is a cardinality of the se$, and s(P) is a correctness score of the pld&e The
correctness score is a value, which express hoeesstully the plate has been recognized.

Now the question is how to define the correctnessesof individual plates. There are two
different approaches, how to evaluate it. The fgst binary score, and the second is a weighted
score.

7.2.1 Binary score

Let us say, that plate numbeP is a sequence ofn alphanumerical characters
P:( p@, ..., p(”‘l)). If P is the plate number recognized by a machine, Bfftl is the

correct one, then binary scogg of plate P is evaluated as follows:
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(P“))— 0 if PO zpPO
U i po=po

Two plate numbers are equal, if all charactersanesponding positions are equal:
(P©=P9) = (DiDj: g # p” =i % ),

where p”is the I" character of plate numb&"

7.2.2 Weighted score

If P is a plate number recognized by a machine, Bfitl is the correct one, then weighted
scores, of plate P™" is given as:

) ‘{ PO | p© = p|(C)} m

") = - n
SN(P ‘{ D.(r)}‘ n

where m is the number of correctly recognized charactang,n is the number of all characters
in plate.

For example if the plateKE123AB’ has been recognized aKE128AB’, the weighted
correctness score for this plate is 0.85, but tharp score is 0.

7.3 Results

The table 7.1 shows recognition rates, which ha&s laehieved while testing on various set of
number plates. According to the results, this sysggves good responses only to clear plates,
because skewed plates and plates with difficultosunding environment causes significant

degradation of recognition abilities.

Total number | Total number | Weighted scorg
of plates of characters
Clear plates 68 470 87.2
Blurred plates 52 352 46.87
Skewed plates 40 279 51.64
Average plates 177 1254 73.02

Table 7.1:Recognition rates of the ANPR system.
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Summary

The objective of this thesis was to study and resallgorithmic and mathematical aspects of

the automatic number plate recognition systemd) asgroblematic of machine vision, pattern

recognition, OCR and neural networks. The problenfss been divided into several chapters,
according to a logical sequence of the individiedognition steps. Even though there is a
strong succession of algorithms applied duringrém®gnition process, chapters can be studied
independently.

This work also contains demonstration ANPR softywargich comparatively demonstrates
all described algorithms. | had more choices ofgpmmming environment to choose from.
Mathematical principles and algorithms should netdtudied and developed in a compiled
programming language. | have considered usage eoMatlab™ and the Java™. Finally, |
implemented ANPR in Java rather than in Matlab, abse Java™ is a compromise
programming environment between the Matlab™ andpdleth programming language, such as
C++. Otherwise, | would have to develop algorithimdViatlab, and then rewrite them into a
compiled language as a final platform for theirgesin the real environment.

ANPR solution has been tested on static snapshieshicles, which has been divided into
several sets according to difficultness. Sets afrrpl and skewed snapshots give worse
recognition rates than a set of snapshots, whishbkean captured clearly. The objective of the
tests was not to find a one hundred percent rezablé set of snapshots, but to test the
invariance of the algorithms on random snapshatesyatically classified to the sets according
to their properties.
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Appendix A: Case study
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Appendix B: Demo recognition software - User’'s manal

JavaANPR is an ANPR recognition software that destrates principles described in this
thesis. It is written in the Java programming laaggt If you want to run it, you will need the
Java 1.5.0 SE runtime environment (or higher).

After downloading the distribution package, pleasgack it into a chosen directory. The
distribution package contains compiled program segas jar archive, source codes and
additional program resources such as bitmaps, heetaorks etc.

build Compiled classes

dist Distribution directory, contains JAR file and adialital resources
lib Compile-time libraries

nbproject Project metadata and build configuration

resources Resources, configuration file, bitmaps, neural oeks

src Source files

1. Cleaning, compiling and building the project (opional)

Normally, you do not have to compile the proje@gcéuse distribution package already contains
precompiled binaries. If you want to recompile giaan, you can do it using the “Apache Ant”
utility.

At first, change a working directory to the “javaah and type the following command to
clean the previous build of the JavaANPR. Issulmg tommand will delete whole content of
thebuild anddist directories:

javaanpr # ant clean

Then, issue thednt compile 7 and “ant jar " commands. The compile ” target will
compile all source files in th&rc directory. The jar " target will create thedist " directory
with a jar archive and additional run-time resosrce

javaanpr # ant compile
javaanpr # ant jar

2. Running the viewer
You can run the interactive ANPR viewer using theley typing the following command:

javaanpr # ant run

If you do not have installed the ANT utility, yowar run viewer manually by the following
commands:

javaanpr # cd ./dist
dist # java —jar javaanpr.jar

Another way to run the viewer is a double-clickagavaanpr.jar archive (in the MS
Explorer)
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Figure B.1: Graphical user interface of the JavaANPR viewer

Important: By default, the program expects the configuratida fconfig.xml” and other
resources in the working directory. Because of, hlisase do not run the jar archive from other
directories. Otherwise, the program will not beeatol start.

3. Using command-line arguments

Besides the graphical user interface, program atstains additional functions, which are
accessible using the command-line arguments. Foe imformation about it, please run the jar
file with a “-help” command:

Automatic number plate recognition system
Copyright (c) Ondrej Martinsky, 2006-2007

Licensed under the Educational Community License
Usage : java -jar javaanpr.jar [-options]
Where options include:

-help Displays this help
-gui Run GUI viewer (default choice)
-recognize -i <snapshot>
Recognize single snapshot
-recognize -i <snapshot> -o <dstdir>
Recognize single snapshot and save report html into
specified directory
-newconfig -o <file>
Generate default configuration file
-newnetwork -o <file>
Train neural network according to specified feature
extraction method and learning parameters (in confi g.
file) and saves it into output file
-newalphabet -i <srcdir> -0 <dstdir>
Normalize all images in <srcdir> and save it to <ds tdir>.

3.1 Command-line recognition

If you do not want to use the GUI viewer, you canagnize snapshot by issuing the following
command. The recognized plate will be written smdard output.
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dist # java —jar javaanpr.jar —recognize —i <name o f image>

3.2 Recognition report

Sometimes, it is good to see inside the recognpi@mtess of concrete image. Because of this,
JavaANPR supports a generation of HTML reports. fm®gnition report contains images and
verbose debugging information about each stepefahognition process. HTML report can be
used to determine a point, in which the recogniporcess failed.

The following command will recognize the image sfied by its name, and save the report
into a specified destination directory:

dist # java —jar javaanpr.jar —recognize —i <name o f image>
-0 <destination directory>

3.3 Creating the default configuration file

Configuration file contains settings and paramete#tsich are needed during the recognition
process. If configuration file does not exist, paog will not be able to start. Because of this,
JavaANPR is able to generate a default configuratiie with recommended configuration
settings by the following command:

dist # java —jar javaanpr.jar -newconfig -o <file>
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