Lightweight benchmarking of platforms for network traffic processing
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Embedded processors seem to be a viable solution for network traffic processing. ) [ — 00
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work we aim at revealing their performance in terms of their throughput and
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Design of tests
102 _,-— NTU (8] 102 MTU [B]
64 256 5%2 1624 15b0 64 256 5%2 1624 15b0

Test of network throughput

1000 ~ 1000 - 1000 - 1000 -

Throughput Throughput Throughput Throughput

oD-Link DIR-825

. . rf | _ [Mbits] Forwarding TCP/xc%‘$< _ e Routing TCP P _ il Forwarding UDP . rought Routing UDP
°  using ipert too // \ / // i 200 || uimnricRoaoo s
o all combinations of IPv4/IPv6 and TCP/UDP o e N ~ /4 N o
o for 64, 128, 256, 512, 1024, 1500 bytes packet sizes //// e ﬁ°°—;fs;i::z;;;é // /// BN / \\
o forwarding and routing tested separately / cnnere B o /
= if not possible (e.g. single port platform) then only as a client/server N/ Ul [/ Pa— S~
L N/ AN S || 7 S
PC1 PC?2 Pl MTU [B] %ﬂ 0 / , I | %
I|—|_| | II—I_I I ; - : o - : - - o o : - a o - : - " o =
Ill - | ® . I Y
) + [—— ] t O * Elt m Bloom Filter - 03

X@J33MHg

nnnnnnnnnn
O Seagate Dockstar

hMHZ
MIPSE 680MHz

MH
MIPS@480MHZ

400pMHz
OMHzZ
OMHz

ARM

ooooo
wwwwww

DAvila GW2348

o
S@
E
My
MIPS@6(E0MHZ

MIP.

(=) (4

00000

Performance measured on network algorithms '~
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All performance tests were implemented in form of toolset [1], which can be easily | |
ported and compiled for any platform and OS. It consists of algorithm source —
codes, setup and measurement scripts, input data samples and generators.

Conclusions

Selected platforms Observations made during throughput test:
o  Specialized HW support (Econas' HNAT) can significantly improve performance
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