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An effective calibration method of the cellular automaton based
traffic microsimulation model is proposed in this paper. It is
shown that by utilizing a genetic algorithm it is possible to cali-
brate different parameters of the model much better than a traffic
expert. Moreover, using this process it is also possible to find
several model parameters that are extremely difficult to calibrate
as relevant data can not be measured using standard monitoring
technologies or complete data sets are often not available. The
quality of the new calibrated models is discussed in the task of
vehicle travel time estimation. The precision of simulations is
increased over three times compared to a manually tuned model.
The average error rate is 10.75 % in comparison with several
field travel time data.
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1 INTRODUCTION

Traffic microsimulation models distinguish and trace every single vehicle or
driver on the road. In cellular automaton (CA) based models each CA cell
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represents a specified road segment, e.g. 7.5 meter long [11]. The cell con-
tains information if it is occupied by vehicle, and if so, also vehicle speed
is known. This speed is updated according to the CA local transition func-
tion (see later). Such CA based models were shown to be able to capture all
basic phenomena that occur in traffic flows [4], not only in the field of vehic-
ular traffic flow modeling, but also in other fields such as pedestrian behavior,
escape dynamics, etc.

Any traffic simulation model has to be calibrated and validated prior to its
real deployment [5], [1]. The researchers usually do this on their own using
some data sets that they have access to and publish the results obtained. For
example, authors of recent papers (e.g. [12], [6]) utilized the field data gath-
ered from global positioning system (GPS) for calibration. They showed, that
the calibrated microsimulation models exhibit an average error of about 20%.
Nevertheless, it should be noted that for exploiting such calibration approach,
the GPS data is generally not available. Even if it is available, the data can
be used only if it were measured in the same or at least similar traffic facil-
ity type (e.g. highway vs. local road). However, in paper [3] the authors
tried to benchmark microsimulation models with more common traffic field
data. Equally to our approach, they used vehicle travel times that can be ob-
tained from standard monitoring technologies (i.e. inductive loops placed in
the road and traffic detection cameras). They showed that it is possible to get
travel time estimation error of about 16% for the best traffic microsimulation
model [10].

In this work, we propose to utilize our CA based microsimulation model
to efficient and fast traffic simulation. This model was shown not only to be
capable of achieving multiple in real-time simulations (e.g. [7]), but it was
also updated to eliminate unwanted properties of ordinary CA based models
such as stopping vehicle from maximal speed to zero in one simulation step.
The quality of this updated model has been previously evaluated by compar-
ison with Van Aerde traffic fundamental diagrams [8]. We will show, that by
careful calibration of key model parameters it is possible to achieve a bet-
ter precision of travel time estimation compared to other models for a given
road segment. Moreover, except CA model parameters, we will also calibrate
some parameters (such as driver sensitivity) that, as stated for example in [13],
are extremely difficult to optimize with other common techniques. The cal-
ibration will be performed by genetic algorithm (GA). This paper extends
our previous work [9] in two directions. The first one consists in the form
of data utilized in the calibration process. We are using exact vehicle travel
time values with no other post-processing instead of travel time frequencies.
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The second difference is that in the used data sets certain travel time values
are absent. The objective is to simulate real life situations by means of these
incomplete data sets (e.g. to simulate traffic sensor errors).

The rest of the paper is organized as follows. Section 2 introduces the
updated local transition function of CA based model. The calibration process
utilizing the genetic algorithm is described in Section 3. Then, in Section 4,
experimental evaluations for our field data sets are presented and discussed.
Finally, conclusions and suggestions for future work are given in Section 5.

2 UPDATED LOCAL TRANSITION FUNCTION

In our previous work [8], we updated the CA local transition function orig-
inally consisting of only four successive steps (i.e. acceleration, slowing
down, randomization, and car motion) [11] to a new form, where some brand
new parameters can be found (pj in Algorithm 1).

Algorithm 1 Updated local transition function of CA microsimulation model.

if vv(i) < p4 and vv(i) < vmax(i) then
vv(i) := vv(i) + 1 with probability p7

end if
if (gap(i) + acc(i+ 1)) > vv(i) then

if vv(i) < p6 then
vv(i) := vv(i)− 1 with probability p5

else
vv(i) := vv(i)− 1 with probability p8

end if
else

if acc(i+ 1) > 0 then
vv(i) := 1/p9 × (gap(i) + acc(i+ 1))

else
vv(i) := 1/p10 × (gap(i) + acc(i+ 1))

end if
end if

Ensure: Each vehicle i is advanced vv(i) times and vprev(i) := vv(i).

Our traffic model is extended to eliminate unwanted properties of ordinary
CA based models, such as stopping from maximum vehicle speed to zero
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in one step. This is possible due to storing the previous (or leading) vehi-
cle velocity vv(i+ 1). If there is such vehicle, the following vehicle (i) is
able to determine its positive or negative acceleration by means of function
acc(i+ 1).

According to Algorithm 1, it is firstly determined if investigated vehicle
(i) could accelerate (i.e. vehicle velocity vv(i) is not greater than the maxi-
mal vehicle speed p4 or given vehicle speed limit vmax(i)). If so, its speed-up
is accomplished with probability p7, so not all vehicles tend to always accel-
erate as in the original model [11]. Then, if there is a plenty of room for
vehicle to get in (i.e. gap(i) + acc(i + 1) > vv(i)) or there is no previous
vehicle in the same lane, collision avoidance mechanism is not performed
(see later). Similarly to the original CA local transition function, only decel-
eration based on probabilities could be applied in this situation. In case of
small vehicle speeds (vv(i) < p6), deceleration is performed with the proba-
bility p5, otherwise (vv(i) > p6) with the probability p8. Collision avoidance
occurs only when there is no free room for the vehicle in the same lane to
get in (i.e. gap(i) + acc(i + 1) ≤ vv(i)). Two basic situations may oc-
cur. If the leading vehicle tends to accelerate (acc(i + 1) > 0), the actual
vehicle speed vv(i) is reduced to 1/p9 × (gap(i) + acc(i + 1)). Otherwise
(acc(i + 1) ≤ 0), actual vehicle speed vv(i) should be reduced more strictly
to 1/p10×(gap(i)+acc(i+1)). It can be seen that parameters p9 and p10 are
more driver-based than model-oriented. We will try to find out if they could
be determined statistically for a given road segment. Finally, each vehicle is
advanced vv(i) sites and the velocity updates are performed.

There are also some other parameters that are not shown in Algorithm 1.
It is the cell length – p1, reaction time (simulation step) – p2 and the cell
neighborhood – p3.

3 CALIBRATION OF THE CA BASED MODEL

Genetic algorithms are widely used in various areas to find solutions to hard
optimization and design problems [2]. The main idea is to evolve a popu-
lation (set) of candidate solutions to find better ones. A candidate solution
is encoded as a chromosome which is an abstract representation that can be
modified with standard genetic operators such as mutation and crossover. In
this work, GA is used to find and calibrate all parameters of the CA model in
order to maximize the precision of traffic simulations.
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No. of bits used Min. value Max. value Step

p1 6 0.125 8.000 0.125

p2 6 0.05 3.20 0.05

p3 12 p1 212 × p1 p1
p4 11 p1/p2 211 × p1/p2 p1/p2
p5 8 0.00392 1.00000 0.00392

p6 9 p1/p2 29 × p1/p2 p1/p2
p7 8 0.00392 1.00000 0.00392

p8 8 0.00392 1.00000 0.00392

p9 5 1 32 1

p10 5 1 32 1

pm 10 0.00097 1.00000 0.00097

pc 4 0.06667 1.00000 0.06667

TABLE 1
CA microsimulation model parameters and values.

3.1 Parameters Encoding
In order to simplify GA, all simulation model parameters that will be cali-
brated are encoded in the binary form. Real numbers are encoded as fixed-
point numbers. All encoded parameters with their respective minimal values,
maximal values and step, are briefly summarized in Table 1.

3.2 Chromosome
The proposed GA has a self-adaptation capability, which means that the pa-
rameters of the algorithm (the probability of mutation pm and crossover pc)
are also part of the chromosome. Hence the user is not forced to set them.
The whole set of parameters is represented using one 92-bit number. It is
important to note that each parameter of the chromosome is encoded using
Gray encoding to ensure that the maximal Hamming distance between two
successive values is one. This setup does not allow big jumps between values
in case of a single bit change. The first population (X(0)) consists of 60 such
chromosomes (|X(0)| = 60) generated randomly.

3.3 Fitness Function
All chromosomes from population Xi are separately evaluated using the same
fitness function. Firstly, a candidate CA road segment is constructed using
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the parameters obtained from a candidate chromosome. Then a simulation
is performed for that model. Incoming vehicles are generated depending on
their time of arrival and with their actual speed based on the measured value
from the field. Vehicles outgoing from the simulated road segment are simply
removed, but their travel time is recorded.

The whole simulation is executed until the number of simulated vehicles
is the same as the number of vehicles in the field data. After that, the fitness
function Fx() is calculated as a sum of error function Ex and penalty function
Px (all for given data set x). The error function is defined as

Ex =

Nx∑
i=1

(∣∣ymi − yf i
∣∣

Nx

)
, (1)

where Nx is the number of travel time samples in the data set x, ymi and yf i
are travel time values of the i-th vehicle measured from the new calibrated
model and from the field data respectively. The penalty function

Px = (cell length)−8 (2)

ensures that the solutions where the cell length is very small are not preferred
due to the slower simulation runtime. GA tries to minimize the fitness func-
tion in which better solutions are always those with lower fitness values.

3.4 New Population
After evaluation of all chromosomes from the population X(i) is complete,
some of them are selected for next operations using a tournament selection
with base 2 giving a new population XS(i), where |XS(i)| = 30. Two-
point crossover is applied on two randomly selected individuals giving a new
set XC(i) (where XC(i) ⊂ XS(i) and |XC(i)| = 30). The first point of the
crossover operation is between parameters p3 and p4, and the second one right
after p10 parameter, to allow alternation of the model and the GA parameters
individually. This operator is applied with the probability calculated as the
average of pc values. On all chromosomes from XC(i), a mutation operator
(i.e. bit inversion) is applied with the probability (pm) taken from evaluated
individual, which gives a brand new population XM (i) of the same size.

Finally, a new population of 60 individuals X(i + 1) is selected from the
previous population X(i) and the XM (i) population. This ensures that the
best solution will always survive (i.e. the elitism is present) [2].

Described GA procedure is repeated until specified number of generations
(G) is exhausted as shown in Algorithm 2.

6



Algorithm 2 Genetic algorithm based calibration procedure.
i = 0

Generate population X(i) randomly, |X(i)| = 60

Evaluate all candidates from X(i) with Fx using simulations
repeat
1. Create XS(i) using tournament selection from X(i)

2. Create XC(i) using crossover operator on XS(i)

3. Create XM (i) using mutation operator on XC(i)

4. Evaluate all candidates from XM (i) with Fx using simulations
5. Create X(i+ 1) by selecting 60 best individuals from XM (i) ∪X(i)

6. i := i+ 1

until (i ≤ G)

4 EXPERIMENTAL RESULTS

4.1 Field Data
The field data have been utilized in order to evaluate the proposed method.
Our data comes from a 2431 meter long road segment between two bigger
villages in the Slovak Republic with the speed limit of 50 km/h. This segment
is a bit crocked one and there is no allowance for another vehicle advancement
due to the local restrictions.

The data was obtained using traffic monitoring system for every day and
night over the year 2010. Therefore, it was possible to measure travel time for
vehicles on this road segment. We utilized travel times from ordinary business
day (Tuesday, 18/5/2010) (1) and travel times from a day with much denser
traffic (Friday, 21/5/2010) (2). The first data set (1) has an average travel
time of 197.74 seconds for 6702 vehicles (N1) and the second data set (2)
has about 11.21 seconds longer average travel time for 8511 vehicles (N2).
Moreover, we derived two more data sets. We decided to withdraw every
second travel time sample from both previous data sets. Therefore, four data
sets are utilized in experiments: original (and full) data set (1) and (2), data set
(3) derived from (1) containing only 3351 travel times (N3) for N1 vehicles,
and data set (4) derived from (2) containing only 4256 travel times (N4) for
N2 vehicles.

4.2 Calibrated Models
All parameters of the CA based microscopic traffic simulation model (p1 . . .
p10, pm and pc) that were evolved for all four data sets separately are shown

7



Parameter Prev. model [8] (1) (2) (3) (4)

p1[m] 5.500 2.375 2.375 2.375 2.375

p2[s] 1.200 1.15 1.15 1.15 1.15

p3[m] 60.5 194.75 166.25 190.00 171.00

p4[
km
h ] 181.5 81.78 89.22 74.35 81.78

p5 0.3000 0.1098 0.4078 0.1137 0.4510

p6[
km
h ] 181.5 22.30 52.04 29.74 59.48

p7 1.0000 0.8353 0.7608 0.8117 0.7529

p8 n/a 0.1490 0.4471 0.1451 0.4745

p9 12 2 2 2 3

p10 12 3 3 3 4

pm n/a 0.0012 0.0029 0.0029 0.0039

pc n/a 0.6667 0.6667 0.6667 0.6667

E(1)[%] 31.57 5.86 9.89 5.91 10.64
E(2)[%] 37.04 11.19 5.28 11.27 5.47

TABLE 2
Parameters and average errors for models evolved for different data sets.

decoded as real numbers in Table 2. All results come from the best solution
of GA (after 6× 105 generations).

Table 2 also shows the parameters of our previously manually updated CA
model (in the first column of the table) as introduced in [8] and [7]. Some
of those manually updated values are generally unavailable (GA parameters)
or have a bit different meaning in this model. Such an example is the low
speed boundary value p6, which is identical with maximal vehicles speed
p4. This is caused by the absence of the first parameter in this manually up-
dated model, because slowing down was performed for all available vehicles
equally (with probability p5). Also all vehicles in that model tend to always
accelerate (the probability p7 is 1.0).

In order to check whether some of evolved values are not only a result of
the stochastic nature of GA, we made a simple convergence test. Figure 1
shows the evolution of parameter p2 (the cell length) during 6× 105 gener-
ations as an average value out of 50 independent runs of GA. Nevertheless,
it can clearly be seen that this parameter tends to converge to one particular
value in all data sets. A similar test was performed for every one evolved
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FIGURE 1
Parameter p1 (cell length) in all generations as an average value out of 50 runs.

parameter, but due to lack of space we do not illustrate them here.
The cell length (parameter p1) is nearly twice shorter than our previously

manually updated model. This also means that a single vehicle has to be
represented using two cells. The evolved reaction time (p2) of 1.15 seconds
corresponds to the minimal increment of 7.43 km/h (p1/p2). These parame-
ters are also slightly different compared to our previous model (i.e. 5 meters
and 1.2 seconds). However, a very important finding is that both parameters
(p1 and p2) converged to the same value for all data sets as they are strictly
model-oriented and they do not depend on the measurement time of the field
data.

All other parameters (p3 . . . p10) fluctuate among data sets. The first such
parameter is the cell neighbor (p3). It can be seen that it is greater in the
model calibrated for the first day (2) even if half calibration data is available
(3). Then the maximum allowed speed (p4) is for both models higher than
the local speed restriction. This clearly represents the real situation at the
road segment as some drivers do not keep the maximum speed limit. For the
model calibrated to (1) and also to (3), the probability of slowing down (p5) is
quite smaller for vehicles where the speed is lower than the evolved boundary
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(p6) compared to the rest two models. On the other hand, the probability
of acceleration (p7) is a bit higher for (1) and (3). The parameter (p8) of
slowing down in case of speeds greater than the evolved boundary speed (p6)
is nearly the same as the previous one (p5). This could indicate that it would
be possible to somehow interoperate both of these parameters and simplify
the simulation model.

The values of both parameters p9 and p10 are very small and also quite
similar. However, based on their convergence tests (i.e. the test whether the
parameters tend to evolve to one particular value during the progress of GA),
we claim that these parameters (i.e. driver sensitivity) can also be statistically
obtained for a desired road segment.

Table 2 shows the average travel time error Ex (in percent) for the single
vehicle. The first data set (1) can be read as the calibration data and the
second data set (2) as a validation data for the first model and vice versa.
Therefore, we achieved precision of 11.19 %, 9.89 %, 11.27 % and 10.64 %
in the models calibrated subsequently to (1), (2), (3) and (4). All models
were validated subsequently on data set (2), (1), (2) and finally again on (1).
As we utilized the exact values of vehicle travel times it is quite easy to derive
an average travel time error (in seconds) for each vehicle.

We also calculated this error for our manually updated model with addi-
tional model re-adjustment to local conditions (e.g. maximal speed). Nat-
urally, the error for the new optimized models is much lower (in average
by 3.19 times) compared to the manually tuned one.

Figure 2 shows the average fitness value F (1), F (2), F (3) and F (4) for
50 successive runs and for all data sets respectively. Note that the y-axis is in
the logarithmic scale. It can clearly be seen that the quality tends to increase
(lower fitness value) during generations. Depending on the data set, after
a certain number of generations, the quality of population is not changing
significantly. It can be seen that for complete data sets (1) and (2) it takes
approximately 2× 105 generations to get stable results. On the other side,
for incomplete data sets (3) and (4) it takes three times longer (i.e. 6× 105

generations) to find a solution with a comparable quality.

5 FINAL CONCLUSIONS

In this work, we proposed an effective calibration method for CA based mi-
croscopic traffic simulation model. The proposed model is based on the cellu-
lar automaton, which can easily be accelerated and, therefore, used for large-
scale real-time simulations. We utilized the genetic algorithm for the model
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FIGURE 2
Fitness in all generations as an average value out of 50 independent runs.

parameters calibration which was able to find all parameters of the CA model
for a given field data. Using this process, we increased the precision of the
model more than three times compared to the manually tuned model and in
average by 10.75 % compared to the field data. This is also a significantly
better result than relevant findings in the same area [3].

Furthermore, new evolved models have better generalizing capability and
hence the model calibrated to (1) can be utilized for (2) or vice versa. This
finding is very important for future vehicle travel time estimations using mi-
crosimulation. The proposed methods seem to be promising for calibration
in the task of travel time estimation in the pre-selected road segments of in-
terest. We also discovered, that at the cost of three times longer calibration
time, it is possible to reach almost the same error even if not all the field data
is available.
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