
Teleoperating Assistive Robots

Paper:

Teleoperating Assistive Robots:
A Novel User Interface Relying on Semi-Autonomy and

3D Environment Mapping
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Despite remarkable progress of service robotics in re-
cent years, it seems that a fully autonomous robot
which would be able to solve everyday household tasks
in a safe and reliable manner is still unachievable. Un-
der certain circumstances, a robot’s abilities might be
supported by a remote operator. In order to allow
such support, we present a user interface for a semi-
autonomous assistive robot allowing a non-expert user
to quickly asses the situation on a remote site and
carry out subtasks which cannot be finished automati-
cally. The user interface is based on a mixed reality 3D
environment and fused sensor data, which provides a
high level of situational and spatial awareness for tele-
operation as well as for telemanipulation. Robot con-
trol is based on low-cost commodity hardware, option-
ally including a 3D mouse and stereoscopic display.
The user interface was developed in a human-centered
design process and continuously improved based on
the results of five evaluations with a total of 81 novice
users.

Keywords: human-robot interaction, user interface, tele-
operation, remote manipulation

1. Introduction

Autonomous systems cannot yet be programmed to
handle all possible situations. A remote human opera-
tor may help the robot to solve many difficult situations.
The collaboration between humans and robots, often re-
ferred to as either shared autonomy or human in the loop,
might be highly useful in cases where robots often fail,
e.g., in object recognition and environment manipulation.
On the other hand, an operator should not be bothered
by repetitive low-level tasks which can be solved by the

robot itself. Then, the operator is not overloaded with
solving trivial issues and may concentrate on the impor-
tant ones and, for example, control more robots due to the
time freed. The challenging issue is to equip a potential
human operator with easy-to-use but powerful interaction
and control tools to act appropriately and effectively in
various situations.

This paper describes a novel 3D interactive user inter-
face and its components. The interface allows a user to as-
sess the situation on a remote site, safely navigate in envi-
ronments with obstacles and with narrow passages where
autonomous navigation is likely to fail and to grasp pre-
viously untrained objects in cluttered scenes, in various
poses and on non-flat surfaces. It is based on common
low-cost hardware and can be optionally used with a 3D
mouse for intuitive robot navigation and arm control. Ad-
ditionally, stereoscopic display may be used for improved
depth perception. It also includes a module for building
a memory-efficient 3D map of the environment, which is
used for both visualization purposes and for the planning
of collision-free arm trajectories.

The interface has been developed as part of a larger
system within the SRS project.1 The goal of the SRS
project [1, 2] was to develop a personal robot able to sup-
port elderly people in independent living at their resi-
dence. Based on the results of a survey of user-demanded
features and on considering what is realistic to implement
on current hardware [3], when designing the remote user
interface, our primary objectives were navigation and ma-
nipulation capabilities.

The SRS project adopts a semi-autonomous paradigm,
where under normal circumstances the robot is controlled
by its autonomous system, which follows instructions

1. Multi-Role Shadow Robotic System for Independent Living, http://srs-
project.eu [Accessed December 7, 2015], technical documentation avail-
able at http://wiki.ros.org/srs public [Accessed December 7, 2015].
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given by the elderly person. Local control is based on
a mobile device, which allows the user to initiate au-
tonomous actions such as “bring an object.” So most of
the time, the robot is controlled by its autonomous system
without any remote intervention. In case a problem occurs
with task execution, there is a second, more advanced in-
terface, which is typically used by a family member who
lives separately. The family member can, through a tablet-
based interface, control the robot to help the elderly per-
son physically with their daily living tasks. If there is a
problem unsolvable by the previous two interfaces, a pro-
fessional operator is called who can remotely control the
robot through the most advanced interface (the one de-
scribed in this work) and use semi-autonomous function-
ality to guide the robot, e.g., to bring an object unknown
to its autonomous system. The autonomous system and
its connection to various interfaces are further described
in [2].

The Care-O-bot 32 service robot [4] was used as a
project demonstration platform. It is based on an om-
nidirectional platform with positionable torso and a sen-
sor head, a Kuka LBR dexterous manipulator (7 DOF)
equipped with a Schunk SDH three-finger hand (7 DOF)
and tactile sensors. The robot uses three 2D laser scan-
ners for obstacle avoidance and a Microsoft Kinect RGB-
D camera for 3D perception.

To create the interface, we have combined various ex-
isting components with newly designed and developed
ones in a novel way, enabling semi-autonomous opera-
tion of the robot. The results of two experiments with
novice users [5, 6] have suggested high effectiveness and
suitability of the approaches incorporated in our user in-
terface. Even a short simulation-based training of 60 min-
utes (including introduction to the robot) was sufficient
for achieving high success rates in navigational, search,
and manipulation tasks in a home-like environment. In
previous publications we have described the overall us-
age concept underlying the present user interface [3, 7],
the framework enabling its semi-autonomy [2], and re-
sults of experiments on user interface components [5, 6].
The present paper describes the latest iteration of the user
interface, iteratively improved based on the results of sev-
eral evaluations.

This paper describes a user interface for a semi-
autonomous robot. Section 2 presents related work. Sec-
tion 3 gives an overview of the goals that motivated devel-
opment. Section 4 describes the development and evalu-
ation procedure. The interface architecture and its basic
functionality are detailed in Section 5. Sections 6 and 7
describe two main use cases for our interface: remote nav-
igation and manipulation. Section 8 draws conclusions.

2. Related Work

In this section, we will give a brief overview of the pre-
vious work related to remotely operated robots from dif-

2. http://www.care-o-bot.de/en/care-o-bot-3.html
[Accessed December 7, 2015]

ferent perspectives.

2.1. Robot Control Architecture
Various approaches exist for assistive robot control ar-

chitecture. For instance, the robot presented by Michaud
et al. is fully teleoperated and focuses mainly on estab-
lishing communication between teleoperator and elderly
person [8]. When a teleoperator is not available, the
robot is not able to perform any task. To overcome the
lack of true autonomy, some approaches introduce nearly
full autonomy with the possibility of human interven-
tion when necessary. These approaches are referred to as
semi-autonomy, shared autonomy, adjustable autonomy,
or human in the loop. Such systems may provide to the
operator tools with various levels of autonomy. For in-
stance, the system proposed by Muszynski et al. based on
egoperspective visualization offers three levels of auton-
omy [9]. A similar approach was designed by Bruem-
mer et. al. where the robot also offers different levels
of autonomy [10]. Their user study has shown that users
performed better when using tools with more autonomy.
Similar results suggesting that more autonomy leads to an
improved teleoperator performance were obtained in [11,
12]. The recent efforts utilize human semantic knowl-
edge to help robots perform better [13], which might lead
to less operator intervention and thus to decreased work-
load. Using a robot’s motion planner instead of low-level
joint control can be also considered a semi-autonomous
approach and according to [14] it is also more effective.
Using high-level arm control including a Cartesian plan-
ner and collision avoidance according to [12] allows users
to focus fully on the cognitive part of the task, which is
usually the most challenging for the robot.

2.2. Visualization and User Interaction
Traditional video-based interfaces transmitting images

from a camera mounted on a robot provide low situa-
tional and spatial awareness and increase the risk of col-
lisions [15]. The lack of human-robot awareness, e.g.,
knowledge of the robot’s state and the state of the envi-
ronment are the primary causes of incidents during tele-
operation [16]. The main problem of video-based teleop-
eration lies in the limited field of view and the absence of
depth data [17]. Traditionally, additional information is
shown to the user in a separate window or overlaid over
the video on the sides. Individual information on the state
of the robot and the environment must be mentally cor-
related, which increases cognitive load. The ecological
interface paradigm [18], on the other hand, fuses as much
information as possible into a one coherent virtual scene
and acts as a form of a mixed-reality. Interfaces based on
this paradigm appear to provide better situation awareness
and require less mental load [15]. A virtual scene pre-
sented to the operator can be based on a manually created
3D model [19], an extruded 2D map [10], or a continu-
ously updated 3D model based on sensor measurements.
Results of a study by Mast et al. [6] have suggested the
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usefulness of an automatically built and updated 3D envi-
ronment model for navigating a robot remotely.

In case of video-based egocentric interfaces aimed at
robot navigation, a joystick was used to be a frequent
choice. New ways of control were introduced for virtual
reality-based interfaces, which are using exocentric dis-
play perspective such as “point and click” [11], when a
goal position for the robot is specified by clicking a place
in the virtual environment. Most recent interfaces tend to
use virtual widgets, also called interactive markers [11,
12]. The advantage of these markers is that they are an
integral part of the virtual scene and no special device
is required as opposed to control using, e.g., the Phan-
tom device [20], motion capture [21], data gloves [22],
or brain-computer interfaces [23]. A crucial issue associ-
ated with the difference between the input devices and the
visualization is the potential problem of display-control
misalignments introduced by using different coordinate
systems. Thus, the remote operator has to keep switch-
ing mentally between the coordinate systems. This issue
has been addressed by either using artificial cues [24] or
by choosing an appropriate coordinate system.

2.3. Imaging Equipment
A conventional 2D display can only convey depth per-

ception based on monocular depth cues, consisting of per-
spective, occlusion, lighting and shadows, relative object
size, surface textures, etc. Stereoscopic displays on the
other hand enable users to naturally judge relations be-
tween objects, based on provided binocular cues [25].
Potential advantages of stereoscopy have been investi-
gated in several studies. For instance [26] suggested that
there was no significant difference in completion times
between stereo and mono display in a navigation task. On
the other hand, there was a substantial difference in the
number of collisions against the environment, which were
lower for the stereo condition. Utility of stereo display
for dexterous manipulation has been investigated in [27].
In their comparison of an interface based on multiple 2D
views of the scene versus stereoscopic display, the stereo-
scopic mode resulted in a 60% decrease of task comple-
tion time. Influence of mono and stereo visualization of
3D scan data on users’ ability to understand the environ-
ment has been investigated in [28]. This work points out
that the stereoscopic visualization reduces the risk of mis-
understanding the environment. Various technologies for
stereoscopic display have been compared in [29] and it
was found that shutter glasses provide depth impression
comparable to much more expensive polarized walls or
cave.

2.4. Conclusion
Until fully autonomous assistive robots will be avail-

able, some form of teleoperation will likely be necessary.
Using a semi-autonomous approach a robot remote opera-
tor’s workload can be lowered and at the same time perfor-
mance increased. The degree of the underlying autonomy
plays a crucial role in operators’ performance. Another

important factor is the user interface, its design, capabili-
ties and ability to convey rich information. There are ap-
proaches focused on particular aspects however there is
currently none utilizing a synergy of these aspects, more-
over using affordable hardware for user interaction.

3. User Interface Design Goals

The vision underlying our user interface is a robot that
acts autonomously as much as possible. Only when it fails
to accomplish a task by itself, a human operator takes over
remotely and intervenes with navigation or manipulation.
During the intervention it is up to the operator to select ap-
propriate tool with given level of autonomy leading to the
lowest workload and safe operation. To be able to solve
a wide range of problems, users were to have a high de-
gree of control over the robot. The user interface further
had to be easy to use as it was primarily aimed at tele-
assistants, i.e., non-roboticists who were only to receive
basic training [3]. Our goals were thus to maintain a high
degree of robot autonomy while allowing a high degree
of controllability, in a system that would still be easy to
use. We identified a number of interesting approaches for
achieving these goals:

• Techniques for assisted, semi-autonomous remote
manipulation and navigation, aiming to take away
load from the operator and allow safe operation over
unstable network connections, e.g., [8, 10, 12].

• The ecological interface paradigm that enables an
operator to directly infer possible actions from the
visualized environment and thereby aims to reduce
cognitive load and improve situation awareness and
user interface usability, e.g., [15, 18].

• 3D visualization of the large-scale environment out-
side the robot’s current field of view for better spatial
orientation, e.g., [10, 19].

• Utilization of contemporary 3D sensors able to gen-
erate live colored 3D point clouds for a high degree
of realism and detail, e.g., [12, 15].

• 3D environment mapping based on 3D sensor data
for realistic large-scale representation of the environ-
ment, aiming to improve spatial orientation and situ-
ational awareness, e.g., [30, 31].

While each of these approaches is promising on its
own, they had so far been used in a rather isolated way.
For example, ecological interfaces were restricted to ei-
ther navigation [18] or manipulation [15] or did not em-
ploy semi-autonomy. Some previous interfaces relying
on 3D environment visualization were based on manually
created 3D models [10, 19] rather than on sensor-based
environment models that can be generated and kept up to
date automatically. Applications of 3D environment map-
ping using 3D sensors were not used for visualization in
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the user interface [31]. We thus aimed to create a holis-
tic solution for both semi-autonomous remote manipula-
tion and navigation, using modern technology and inte-
grating the above-mentioned approaches into a consistent
user experience. We relied on commonly available low-
cost hardware and, where possible, on software compo-
nents already available. We developed own components
or extensions to existing ones where necessary.

4. Iterative Development and Evaluation

The user interface was developed following a human-
centered design process [32] in several iterations of de-
velopment and testing, evolving from a conceptual pro-
totype into a fully functional user interface. A total of
430 prospective users were involved in studies directly
and indirectly related to this user interface, carried out
in the SRS project [2]. Early studies focused on elic-
iting user requirements [3, 33] and on the development
of an overall usage concept also including two reduced-
functionality mobile user interfaces not described here [3,
7]. The present user interface was tested five times at dif-
ferent stages of development with a total of 81 users. All
evaluations were carried out with non-expert users. As the
focus of the present paper is the description of the user in-
terface, we just give a brief overview of the evaluations
here and, where available, refer to the publications de-
scribing them for more detail.

The first evaluation was a usability test carried out in
Germany at Stuttgart Media University’s User Experience
Research Lab employing a horizontal prototype of the
user interface (static screens simulating interaction) [3].
Seven teleassistants from home telesupport centers were
recruited for this study. We determined 18 usability prob-
lems that lead to 10 design changes in the horizontal pro-
totype.

In the second evaluation an early implementation of
the user interface was tested. This evaluation was carried
out by project partner Don Gnocchi Foundation in Milan.
Five users remotely navigated the robot through a realis-
tic model apartment purpose-built for evaluations. This
study gave insight into the strengths and weaknesses of
various control modes for remote robot navigation. Also,
numerous technical and usability issues were uncovered
and addressed in subsequent development.

The third evaluation was again carried out in the lab
in Stuttgart and employed the Gazebo robot simula-
tor [34]. We created a detailed apartment model for car-
rying out evaluations in simulation under realistic condi-
tions (Fig. 1). It consists of three rooms, connected by
corridors, and contains 80 household and furniture items
with realistic physical properties such as weights and fric-
tion resistances. The apartment was precisely modeled af-
ter the site used in our later experiments. We have made
this model freely available so it can be used by other re-
searchers.3 14 users participated in this evaluation. The

3. http://wiki.ros.org/srs user tests [Accessed December 7, 2015]

(a) Living room in reality (b) Modeled living room

Fig. 1. Realistic apartment model designed for evaluating
the user interface; includes living room, bedroom, kitchen,
corridors, and 80 household and furniture items.

Fig. 2. Results of the most recent user experience assess-
ment, based on the user interface’s stereo mode: mean user
ratings for pragmatic quality (usability) and hedonic quality.

evaluation focused on strengths and weaknesses of vari-
ous approaches for visualizing the remote environment in
the user interface. It also served as a comprehensive pi-
lot study for the experiments carried out subsequently in
reality.

When the user interface had reached a fully functional
and stable state, we carried out two experiments with
more narrowly specified questions and larger numbers of
participants in a purpose-built model apartment on Fraun-
hofer IPA’s premises in Stuttgart. The first experiment,
i.e., the fourth evaluation, with 27 participants investi-
gated the utility of two different types of global 3D en-
vironment maps (voxel-based and geometric) visualized
in the user interface for remotely resolving navigational
problems the robot cannot handle autonomously. Results
are briefly summarized in Section 5.3 and described in
detail in [6].

The second experiment and fifth evaluation [5] was car-
ried out with 28 participants at the Fraunhofer site. Its first
purpose was to investigate potential advantages of stereo-
scopic presentation of the user interface for remotely re-
solving problematic situations with object manipulation
and robot navigation. These results are briefly summa-
rized in Section 5.5 and described in detail in [5]. The
second purpose was to obtain an assessment of the quality
of users’ experience of interacting with the interface. This
included ratings of usability and hedonic quality, mea-
sured with the AttrakDiff instrument [35]. The main user
experience results are visualized in Fig. 2 (based on stereo
mode, which scored higher). The user interface overall
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Fig. 3. Simplified diagram showing interactions between main components of the user interface, their connection to the robot and
input and output devices.

falls just into the range of “desired,” which is a highly
encouraging result but there is also still some room for
improvement. More details on these results can be found
in [5].

5. Visualization and Interaction Approach

The interface consists of many components, the main
ones being depicted in Fig. 3. It runs on two computers
– one on the robot in a Wi-Fi network, and a remote user
station. The front-end user interface is based on a visu-
alization tool combining the interactive 3D scene show-
ing most of the information and the side-panels with con-
ventional elements like buttons etc. The user is provided
with a 2D mouse, a 3D mouse and a conventional or a
stereoscopic screen. The user station also hosts an arm
motion planning component providing, among others fea-
tures, inverse kinematics which is used for visualization.
The robot’s computer hosts, apart from low-level drivers
etc., components for mapping, grasping and teleoperation.
All components communicate using the ROS middleware
and thus can be easily reused.

The interface specific feature is an API which can be
used by the autonomous system to ask the user for help if a
problem arises. Normally, the interface is disabled. When
the robot’s autonomous system cannot complete some
task (see Fig. 4(a)), it sends a request to the interface.
The interface then leads the user through the task giving
text instructions for completing respective sub-tasks and
automatically enabling necessary components such as an
interactive virtual arm (see Fig. 4(b)). When dealing with
a task, the user may at some point (sub-task) decide that
the main problem is solved and hand back control to the
autonomous system. Alternatively, he or she may decide
that the task would be too difficult to complete for the
robot and finish it manually. With this approach, the op-
erator’s time is conserved as much as possible.

(a) Robot having a problem in
autonomous mode (cannot recog-
nize object)

(b) View from the interface with
the object already segmented and
grasped

Fig. 4. The interface allows the user to manipulate an un-
trained object which cannot be handled autonomously.

5.1. 3D Mixed Reality Environment
The user interface is based on RViz,4 a modular 3D vi-

sualization tool, for which we developed several custom
plugins and an extension for stereoscopy. The largest por-
tion of the user interface is dedicated to a rendered view
of a 3D environment. The mixed-reality environment con-
sists of a 2D map relevant for localization and navigation,
a continuously updated 3D map, a robot model in proper
scale and configuration according to the robot’s proprio-
ception. Moreover, there is in-scene visualization of data
from three 2D laser scanners and the RGB-D camera. The
3D scene also contains interactive markers for robot con-
trol, object representation, etc. Elements of the user inter-
face are automatically switched on and off based on the
current context.

5.2. User Interaction
The user interface can be controlled exclusively by a

common 2D pointing device. Optionally, a 3D mouse
may be used for some tasks. During our pre-tests, 3D
mouse-based control proved to be comfortable, easy to
learn, and sufficiently precise even for manipulation in
complex scenes. The 2D mouse is used to set the scene

4. http://wiki.ros.org/rviz [Accessed December 7, 2015]
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view to any angle and distance, to interact with the in-
scene 3D widgets, and to control the conventional part of
the interface. The 3D mouse may be used to teleoperate
the robot’s base and to control the end effector goal pose.

The 3D mouse we used, SpaceNavigator,5 is a low-
cost device with six degrees of freedom. When using the
3D mouse, all cursor movements are encoded as a vector
(tx, ty, tz,ry,rp,rr) where (tx, ty, tz) represents the transla-
tional part and (ry,rp,rr) the rotational part in the form of
yaw, pitch, and roll angles. We consider the pose of the
camera observing the mixed-reality scene and transform
control inputs from the 3D mouse coordinate system to
the camera perspective. This leads to controlling robot
movement in the user’s rather than in the robot’s coordi-
nate system. The transformation is rather simple – the
translation vector (tx, ty, tz) introduced by the 3D mouse
is rotated along the z-axis, i.e., the one perpendicular to
the floor plane in the scene, according to the current cam-
era pose so that the translation along the z-axis tz remains
unchanged:

(t ′x, t
′
y) = (tx, ty) ·

[
cosα sinα
− sinα cosα

]
. . . . (1)

Here α is the current yaw angle of the camera pose in
the scene coordinate system. As this transformation of the
control commands to the user perspective requires much
less mental rotations it should help to lower cognitive load
on a user.

To enable the user to control the robot’s base during
teleoperation or end effector during telemanipulation very
precisely at low velocities and at the same time to move
fast across longer distances we have introduced a non-
linearity into the SpaceNavigator outputs. The following
equation is applied to each component of the 6DoF vector
(v1,v2,v3,v4,v5,v6) resulting from the 3D mouse:

ni =
(

vi

vmax
i

)2

· vmax
i , . . . . . . . . . . (2)

where vi is the original value, ni is the transformed value
and vmax

i is the maximal allowed value of the i-th compo-
nent.

5.3. 3D Voxel-Based Environment Model
The robot’s Kinect camera provides standard RGB im-

ages as well as colored point clouds at 30 Hz. The sen-
sor has a limited field of view (57◦ horizontally and 43◦
vertically), a considerable level of noise and depth res-
olution decreasing quadratically with increasing distance
from the sensor [36]. Mainly due to the limited field of
view, using only live point clouds from the sensor for sit-
uation assessment or finding obstacles or objects to fetch
would be complicated for a remote operator.

To overcome this limitation, we have introduced an en-
vironment model which combines point clouds into a con-
sistent global map as the robot travels around the environ-
ment (see Fig. 5). Our solution is based on the Octomap

5. http://www.3dconnexion.com/products/spacenavigator.html
[Accessed December 7, 2015]

Fig. 5. Automatically generated and updated 3D model of
home-like environment covering an area of 100 m2.

Fig. 6. The 3D mixed reality environment consisting of a
robot model, 2D laser data, a 2D map, a combination of the
live RGB-D data in current field of view of the robot (visu-
alized using thin lines) and the 3D voxel-based map outside
it and a video stream.

library [30], which models the environment as a grid of
cubic volumes of varying size. This grid is hierarchically
organized in an octree structure where each node repre-
sents a space contained in the cubic volume, and this vol-
ume is recursively subdivided into eight subvolumes until
a preset minimum voxel size is reached. The Octomap li-
brary uses probabilistic occupancy mapping to fuse input
sensor data suffering from errors and uncertainty into ro-
bust estimation of the true state of the environment. The
continuously updated global map is displayed to the user
and used for collision-free arm trajectory planning. The
approach allows the user to see and consider the whole en-
vironment around the robot. See Fig. 6 for an example of
a visualization of a room from a home-like environment
using a voxel resolution of 0.025 m. This resolution seems
to be sufficient for the model to serve as a clue for spatial
awareness and for obstacle avoidance. For high-precision
tasks, users can rely on more detailed live sensor data (see
Section 5.4).

To cope with limited network bandwidth, especially
over unreliable wireless networks, we have developed
modules for compressed transfer of differential frames
representing the modified parts of the whole global map.
They consider the position of the robot’s 3D camera in the
environment and its field of view and then compute and
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Fig. 7. Network bandwidth for whole global map transfer is
compared to sending of map differences. Input RGB-D data
and environment mapping were throttled to process 1 frame
per second. The whole map was sent after each 5 differential
frames.

send to the user’s PC the corresponding point cloud in a
compressed form. At the user’s PC, the point cloud is de-
compressed and the respective part of the global map up-
dated. Once per 5 to 10 differential frames, the whole map
is sent to be able to recover from failures. Fig. 7 shows the
network bandwidth we measured during a test run around
the evaluation apartment. Results show that the differen-
tial approach can save 65% of the network bandwidth for
the resulting global map of 1056575 points. Memory re-
quirements of the internal Octomap representation were
growing up to 1.015 GB in this case. To further save net-
work capacity, RGB camera images are transfered using
the Theora codec. There are many other possibilities to
cope with network issues but these remain to future work.

We have further extended the functionality of the stan-
dard Octomap library by:

• Allowing the user to manually modify a part of the
map – either by clearing out a region of the map hin-
dering arm trajectory planning, or by adding an arti-
ficial object to prevent the robot from going there.

• Filtering incoming point clouds for ground parts and
speckles so that they do not obstruct the view and the
2D map.

• Removing noise and outdated parts of the 3D map
using a ray-cast technique that clears out outdated
parts of the environment when they are newly ob-
served by the robot.

We investigated the usefulness of visualizing global
3D environment maps in the user interface in an ex-
periment [6]. We compared the voxel-based mapping
approach described above with an alternative geometric
mapping approach, optimized for low network bandwidth
consumption [37], and further with a condition without
any global 3D mapping. Participants accomplished vari-
ous object search and obstacle navigation tasks with the
robot in a home-like environment. Global 3D environ-
ment mapping showed to have substantial temporal ad-
vantages when users were searching for objects in the

apartment and it lead to fewer collisions when navigating
the robot around elevated obstacles. During one naviga-
tion task where all obstacles were located on the floor, 3D
mapping did not show temporal advantages – presumably
because all relevant environment information was already
contained in the 2D laser range data. User performance
with the voxel-based technique tended to be better than
with the simplified geometric visualization, presumably
due to higher visual detail and realism [6].

5.4. Combining 3D Environment Visualizations
An important question is how to combine the “histori-

cal” data stored in the 3D map of the environment with the
live RGB-D data. It is obviously important to show the re-
mote operator the latest data and to not obstruct the view
with any artifacts stored in the 3D environment map – e.g.,
the previous yet outdated recordings, noise, and speckles.
Moreover, the resolution of the 3D map is lower than the
resolution of the live data especially for close objects.

Our approach uses the information about the current
position and orientation of the robot’s torso to cut out the
part of the 3D map inside the current field of view and
show the live RGB-D data there. We limit the maximum
distance from the camera at which the points are filtered
because the effective range of the sensor is limited too. To
communicate the difference between live and historical
data to the user, the current field of view of the sensor is
visualized using two thin lines, which do not obstruct the
view (see Fig. 6).

5.5. Stereoscopic Display
Stereoscopic display can improve user perfor-

mance [38] and user experience [39]. It has the potential
to simplify tasks that depend on the operator’s depth
judgments, for example reaching and grasping of objects,
robot navigation in the room including obstacle avoid-
ance, judging the robot’s arm position, or the relative
positions and distances of objects in the scene. Without
stereo visualization the operator may be less accurate and
may need to adjust the viewpoint more often to see the
scene from different perspectives.

There are several commercial solutions for stereo dis-
play in computer graphics. To achieve the stereoscopic
effect, we use the Nvidia 3D Vision 2 stereoscopic kit.6

This kit consists of LC shutter glasses and driver soft-
ware. The glasses use a wireless IR protocol to com-
municate with the emitter providing a timing signal. The
stereo driver software performs the stereoscopic conver-
sion by using 3D models transmitted by the application
and rendering two separate views from two slightly dif-
ferent points. A fast stereo LCD monitor (120 Hz) shows
these two images alternately and the shutter glasses con-
trolled by the emitter present the image intended for the
left eye while blocking the right eye’s view and vice versa.
The scene in RViz is generated using the Ogre library,7

6. http://www.nvidia.com/object/3d-vision-main.html
[Accessed December 7, 2015]

7. http://www.ogre3d.org [Accessed December 7, 2015]
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which, however, is not ready for the stereoscopic display
on Linux in the version included in ROS Electric (1.7.3).
Thus it was necessary to modify the Ogre library as well
as RViz itself.

To assess the usefulness of stereoscopic display for this
user interface, we carried out an experiment [5]. 28 partic-
ipants accomplished remote manipulation and robot nav-
igation tasks – half of the participants under stereoscopic
and the other half under monoscopic display. For the
task of specifying the gripper’s target position for grasp-
ing an object in the remote environment (see Section 7.3
and Figs. 10(c) and (d)), there was a clear temporal ad-
vantage of using stereoscopic display. Participants also
reached the goals faster under stereo display for the two
other types of task, i.e., defining the shape of an object to
be grasped (see Section 7.2 and Figs. 10(a) and (b)) and
navigating the robot around obstacles (see Section 6.4).
However, the differences were not as pronounced here
and not statistically significant after multiplicity correc-
tion. We thus concluded that stereoscopic display seems
to be a useful additional display mode for this kind of user
interface but that its utility may vary depending on the
task [5].

6. Assisted Navigation

Safe and reasonably fast movement of an assistive robot
can be considered an essential functionality. Contempo-
rary robot navigation systems are quite mature and able
to assure 2D navigation even in complex and dynamic en-
vironments. However, because of safety concerns, these
systems are usually tuned to be conservative, to use wide
safety margins, etc. This leads to improved safety but it
limits the robot’s abilities on the other hand. In our semi-
autonomous solution, a remote operator can be contacted
if there is a problem with navigation, for instance if the
robot cannot move to a desired location.

To solve navigation issues, the operator may use tools
with different levels of autonomy depending on the cur-
rent situation and personal preferences:

• Autonomous waypoint navigation.

• In-scene teleoperation.

• 3D mouse teleoperation (with the option to switch
off collision avoidance).

Ecological approaches for teleoperation have typically
used a non-interactive 3D scene with rather simplistic vi-
sualization of an environment and a joystick to control
robot movement [8, 18]. Our approach is similar to previ-
ous ones in terms of visualization using a common refer-
ence frame and the ability to freely adjust the viewpoint.
Beyond this, it provides rich visual information and en-
ables the user to choose an appropriate tool for teleoperat-
ing the robot suitable for the particular situation. The 3D
scene in our approach is interactive so two of the available
navigation tools are integrated into it.

6.1. Scenarios
Under normal circumstances, the robot navigates au-

tonomously using path planning based on the ROS Navi-
gation Stack.8 While the autonomous navigation is capa-
ble of coping with most situations it fails in some cases. A
typical example is a very narrow passage where the robot
physically fits but, because of safety settings, is not able to
pass autonomously. Autonomous navigation also cannot
reach its goal if there is an obstacle blocking the path. In
semi-autonomous mode, the obstacle can be removed us-
ing the manipulator or pushed away with the robot’s base.

6.2. Autonomous Waypoint Navigation
The teleoperation tool with most autonomy enables the

operator to send intermediate waypoints to the robot’s
navigation system. This can be useful for moving the
robot over a longer distance or when an optimal trajectory,
which would normally be chosen by the navigation sys-
tem, is for some reason not feasible, e.g., when there is a
risk of collision. The operator sets waypoints by clicking
at a desired position and also specifies the robot’s target
orientation by rotating the arrow before releasing the left
mouse button. After that the trajectory is planned and the
plan is visualized to the operator so he or she can easily
predict the robot’s movement.

6.3. In-Scene Teleoperation
In order to provide an intuitive way to drive the robot

directly within the 3D scene, we have designed a special
in-scene teleoperation control that is based on ROS Inter-
active Markers.9 The robot can be teleoperated for trans-
lational movement in two axes using arrows, and for rota-
tion on the spot using the circle (Fig. 8). This type of con-
trol is suitable for small and precise movements in a tight
space. A more comfortable and faster way of teleopera-
tion is realized by a disk in the middle – when grabbed, the
robot follows it. This type of control is more suitable for
traversing larger distances in free space. However, while
it allows control of more degrees of freedom at the same
time, it does not provide precise control for navigation in
tight environments. The in-scene control, especially the
disc-following concept, was designed as an easy tool to
manually drive the robot. When using the disc-following
concept, the robot motion is derived from the current disc
position (px, py) relative to the robot base:

LM(x) = sign(x)∗min(M, |x|), . . . . . . (3)
v f wd = LM(Cx ∗ px), . . . . . . . . . (4)
vrot = sign(px)∗LM(Cy ∗ py). . . . . (5)

Function LM(x) limits the maximum robot speed, Cx
and Cy are constant scaling factors, v f wd is the forward
motion velocity and vrot is the robot rotation velocity. Un-
til the user grabs and moves the disc the position (px, py)
is zero. These equations result in a smooth motion of the

8. http://wiki.ros.org/navigation [Accessed December 7, 2015]
9. http://wiki.ros.org/interactive markers [Accessed December 7, 2015]
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(a) Translation in free space (b) Following the disc (c) Translation towards the
obstacle

(d) Rotation next to the ob-
stacle

Fig. 8. Driving the robot using the inscene teleop. Translation is achieved using arrows (a). Rotation is performed using the circle.
The robot can be driven to a specified position by moving the disc (b). Velocity limited marker shown when the robot cannot move
in a particular direction (c) and rotate in place (d).

robot when the robot simultaneously turns to face the disc
and moves towards the disc.

In many real-world situations, the robot’s collision
avoidance system based on two 2D laser scanners pre-
vents moving or rotating the platform in some directions
because the platform or the arm is very close to either
moving or static obstacles. When the robot is close to an
obstacle, it automatically reduces its velocity until zero
in this particular direction to avoid a collision. In these
situations it may be frustrating if the remote operator can-
not easily decide in which directions movement is allowed
and in which direction the robot cannot be moved. There-
fore, we designed a velocity limited indicator to help the
remote operator decide in which directions he or she can
manually drive the robot. Indicators are shown around
the robot in the 3D scene to illustrate in which directions
the velocity of the robot is limited (Fig. 8(c)) or if the
rotational velocity is limited (Fig. 8(d)). This helps the
remote operator to quickly decide what is the problematic
obstacle and how to drive the robot around it.

6.4. 3D Mouse Teleoperation
As an alternative to the in-scene robot control that uses

a conventional 2D mouse we have developed a 3D mouse
control. It is up to the user’s preferences and the prob-
lem at hand which way of control will be used. When
using a 3D mouse, the indicators for velocity limitations
due to imminent collision are available too. Compared to
in-scene control using arrows and the blue ring, the 3D
mouse allows the user to perform translational and rota-
tional movements simultaneously.

7. Assisted Manipulation

When problems occur, fully autonomous manipulation
can be substituted by a semi-autonomous solution, which
has been developed as a part of the user interface. As-
sisted manipulation can be used in cases where automated
planning of the arm trajectory fails or is not applicable.
It offers a complete pipeline for manipulation tasks con-
sisting of object detection, arm trajectory planning, and

grasping.
The approach uses a collision-aware trajectory planner

and offline execution. It allows the user to set a desired
target position and orientation of the end effector by ad-
justing its virtual representation in the 3D scene. The
scene includes visualization of the whole arm with proper
joint positions computed by inverse kinematics. The user
may visualize the trajectory animation and eventually let
the robot execute it. In case of an emergency, the user
can stop its execution. Due to the absence of low-level
telemanipulation, latency-related problems are eliminated
and thus our approach is also highly usable through unre-
liable wireless networks and through the Internet.

Previous approaches for remote manipulation were re-
stricted to stationary manipulators [15], used only a video
stream for user interaction [24] or used one or more
joysticks for robot control [14, 15, 24]. More advanced
semi-autonomous approaches often use humans’ cogni-
tive skills for selecting objects in cluttered scenes [40] or
choosing appropriate grasp points on already detected ob-
jects [13] but they do not give users full manual control for
cases when a particular automated procedure fails. Our
approach allows the user to carry out all steps for object
manipulation manually, if necessary. Decoupled motion
planning and execution make the interface highly suitable
for remote operation when compared to direct telemanip-
ulation [14, 24]. Moreover, usage of a global 3D map
updated in realtime provides the user better spatial and
situational awareness when compared to interfaces using
single 3D snapshots [11, 12, 15].

7.1. Scenarios
The SRS autonomous system [2] offers object recogni-

tion and grasping, however its functionality is not avail-
able under certain circumstances. First, the object to be
grasped must be learnt in advance. This is unproblematic
for most of the objects of daily use, however there might
be a need to handle an unknown object. Further, detec-
tion of a known object may fail because of occlusion in
a cluttered scene, low illumination levels, or due to inap-
propriate robot position. Finally, even in case of a known
and detected object, it might be impossible for the au-
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Fig. 9. Manipulation workflow diagram. Each motion planning/execution step can be repeated or divided into more subsequent steps.

tonomous system to reach any of the precomputed grasp-
ing positions for various reasons. In all of these cases, a
remote operator is called for providing assistance.

When there is a request for remote intervention, for in-
stance when an unknown object shall be fetched, appro-
priate tools in the user interface are enabled and an opera-
tor is instructed with text messages to perform the follow-
ing steps:

1. Drive the robot to a proper position (the robot is
then prepared automatically for the task – the torso
is tilted forward, the camera is flipped to the right di-
rection, the arm prepared in the appropriate position,
and the tray lifted up).

2. Correct 3D map (i.e., remove noise) if necessary.

3. Manually segment the object from the 3D scene.

4. Navigate the arm to the proper grasp position.

5. Select an appropriate grasp strategy (see Section 7.4)
and execute it.

6. Navigate the arm to place the object above the tray
(the gripper opens automatically).

7. Check if the object is on the tray and navigate the
arm to a safe position.

8. Hand back control to the autonomous system.

From this sequence, some steps can be repeated and
at some points it is also possible to give the autonomous
system the next try after the operator fixed the problem as
shown in Fig. 9.

(a) Selecting an object in the
video stream

(b) Adjusting bounding box in the
3D scene

(c) Goal position not reachable
due to collision

(d) Visualization of planned tra-
jectory

Fig. 10. Assisted arm navigation used to perform a pick-
and-place task.

7.2. Object Segmentation

In order to use semi-autonomous manipulation for un-
known or unrecognized objects, the dimensions of the
object to be grasped need to be defined first. We im-
plemented a tool which accelerates this process. When
there is a need for specifying an object shape, an oper-
ator is asked to draw a box over the object in the video
stream (Fig. 10(a)). Based on this region of interest,
we fit a bounding box to the corresponding 3D points.
The estimated bounding box is shown in the 3D scene
(Fig. 10(b)), and the user can then adjust its pose and size
according to either live 3D data or the 3D voxel-based
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model as there might be a lot of noise or occlusion in the
original sensor data. This bounding box is then consid-
ered when planning the collision-free arm trajectory.

7.3. Interactive Arm Navigation
The visualization for arm navigation in the user inter-

face consists of a 3D scene containing a robot representa-
tion with manipulator, a 3D collision map, the bounding
box of a detected or user-specified object, and of an RViz
plugin providing several functions via buttons, which are
hidden by default. When a remote operation session is
initiated, the operator is notified by a pop-up window and
the appropriate controls become active.

For arm navigation (Fig. 10), the operator is required
to set a goal position for the end effector in the 3D scene.
It can be done using interactive 3D widgets or more in-
tuitively by a 3D mouse. While adjusting the virtual
end effector position, the real manipulator does not move.
Through color coding of the arm as well as a text overlay
in the 3D scene, the interface indicates if the desired po-
sition is reachable by the arm and whether there are colli-
sions with the environment model or objects. A collision-
free trajectory from the start position to the goal position
is planned on the user’s request. If the planner cannot find
a trajectory, the user may try planning with a different
goal position or even with a revised robot position. Be-
fore executing the planned trajectory, the operator can run
its visualization (Fig. 10(d)) several times and decide if it
is safe. The operator may decide to plan several trajecto-
ries for one task. When finished, the operator marks the
task as completed and hands back control to the robot.

The solution for trajectory planning is based on func-
tionality provided by the arm navigation stack. It contains
components for generating a robot-specific configuration,
maintaining representation of the environment and recog-
nized objects for collision checking, trajectory planning
and filtering, inverse kinematics computation, visualiza-
tion tools, etc. Our main contributions lie in making the
user interface adequate for non-expert users, in providing
the ability to use a 3D mouse as an input device, and in an
API for integration with the autonomous system.

7.4. User-Assisted Reactive Grasping
Our approach for grasping was designed to work for

objects unknown to the robot, meaning that there is no
known model of an object. This precludes grasping ap-
proaches based on prior shape knowledge [41].

We have developed software for the SDH10 gripper
equipped with tactile sensors, which allow easy to use,
safe, and robust remote grasping. There is a predefined
list of empirically determined target joint configurations
with associated maximum forces for each tactile pad. The
user selects an appropriate preset according to the ob-
ject (e.g., “full beverage carton”). Then velocities for
the joints are calculated so all joints will reach the tar-
get configuration at the same time including acceleration

10. Schunk Dexterous Hand.

and deceleration ramps of configurable lengths. Any joint
is stopped during the process of grasping if the maximum
force from its tactile array exceeds a value defined in the
chosen preset.

During informal experiments using this approach, we
have been able to grasp various objects of daily use and
of different shapes. However, results to a certain extent
depend on previous steps and experience of the operator.

8. Conclusions and Future Work

The interface presented in this article enables interven-
tion of a remote operator who may navigate the robot
and perform manipulation of objects which cannot be
handled autonomously. The interface’s central features
are a 3D scene display, global 3D mapping with interac-
tive features, tools for teleoperation and telemanipulation,
stereoscopic display, and control relying on a 3D mouse.
The solution is built on already available and widely used
components from ROS and newly designed and developed
ones, such as an intuitive user interface for manipulation
and a component for the efficient transport of 3D maps.
Usage of the 3D interface with fused visualization of all
relevant data requires only short training, shown by the
fact that novice users in our experiments were all able to
complete all tasks we asked them to solve. We believe
that the concept of a semi-autonomous robot is promising
as even remote manipulation tasks can be accomplished
within reasonable time and with reasonable effort.

In order to improve user interaction, we are experi-
menting with head tracking to introduce motion parallax,
which might be useful especially for manipulation. An-
other option we investigate is to allow a user to change
the viewpoint with a 3D mouse. Regarding global 3D
mapping, we envision a solution that avoids the influence
of imprecise robot localization on a created map. For
limited-bandwidth connections, user experience could be
improved by using techniques like adaptive frame rates
for images and point clouds.
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Zdeněk Materna

Affiliation:
Ph.D. Student, Centre of Excellence IT4Inno-
vations, Faculty of Information Technology,
Brno University of Technology

Address:
Bozetechova 2, 61266 Brno, Czech Republic
Brief Biographical History:
2010- Brno University of Technology
Main Works:
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