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Overview Local Fourier Basis Decomposition Performance Investigation — Strong Scaling
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neighbor halo exchange.
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predicted by solving acoustic equations based on mass, momentum The gradient calculation with the hallo on an i-th subdomain reads as 128 ~ 128
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The governing equations must account for the nonlinear propagation of Local Fourier Basis Accuracy 4 8 16 32 64 128 2 4 8 16
ultrasound waves in tissue, which is a heterogeneous and absorbing _Since the gradient is not calculated on t_he whole data, nume_ric error is Number of GPUs Number of GPUs
medium. Accurately accounting for acoustic absorption is critical for introduced. Its level can be tuned by the thickness of the halo region.
predicting ultrasound dose under different conditions. @ty 1 52107 o | |
The required acoustic equations can be written as: “ | f Impact on Cost of Realistic Simulations
. 1 Our approach significantly reduces cost of computing a
— =——Vp momentum conservation i T pressure field of a prostate ultrasound, which requires a
0t Po ARt S S S S S L S domain size of 1536 x 1024 x 2048 (45mm x 30mm x 60mm)
9p overiap Size Number of Subdomains with 48,000 time steps (60us).
a = — (2,0 po) V-.-u—u-Vpg mass conservation | | N | | | Compute Sulletian | Shulefeq X-Z plane: +0.00 +0.00 -4.07
Performance Investigation — Decomposition Dimensionality Resources Time Cost
) B p2 Because the communication complexity grows with the number of neighbors 96 GPUs 14h 09m $475
p=cy|p+d-VpoH 24 po Lp pressure-density relation and error grows with the number of subdomains in each direction. It's best 128 GPUs oh 29m $426
to keep dimensionality of the decomposition as low as possible. 198 CPU cores 6d 18h $1 826
These equations are discretized using the k-space pseudo-spectral = 256 CPU cores 3d Oh $1.623
method and solved iteratively. This reduces the number of required grid 64% 512 CPU cores >d 5h $2 395

points per wavelength by an order of magnitude compared to finite
element or finite difference methods. For uniform Cartesian grids, the
gradients can be calculated using the fast Fourier transform.

SOMOoPro jcmm

o SCIENCE & The project is financed from the SoMoPro |l programme. The research leading to this invention has acquired a financial grant from the People Programme (Marie Curie action) of the Seventh Framework Programme of EU according to the REA Grant Agreement
* e ENGINEERING No. 291782. The research is further co-financed by the South-Moravian Region. This work reflects only the author’s view and the European Union is not liable for any use that may be made of the information contained therein.
* *

L

324

16

Time per 100 timesteps [s]

4 8 16 32 64 128
Number of GPUs

national
supercomputing
center

0
2
0
|_ IT4Innovations
O
a
E

MARIE CURI

f South Moravian Region

SOUTH This work was supported by The Ministry of Education, Youth and Sports from the Large Infrastructures for Research, Experimental Development and Innovations project ,IT4lnnovations National Supercomputing Center — LM2015070“The authors would like to
acknowledge that the work presented here made use of Emerald, a GPU-accelerated High Performance Computer, made available by the Science & Engineering South Consortium operated in partnership with the STFC Rutherford-Appleton Laboratory.






