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Abstract. One of the most important tasks in image procgsaimd computer
vision is extraction of image features. Image fesguserve as basic source of
information for various tasks, such as segmentatipattern matching,
classification, etc. The image features used itaodeimage processing tasks are
usually result of some compromise between the lovi@smputational cost”
and highest “information content” although the Gimhation content” is mostly
evaluated only empirically. In many cases, invaz@to lighting changes and
possibly also to geometrical transformations isuneml or useful. This
contribution presents novel image features thatsapgerior to many existing
ones in their invariance to lighting changes, lamputational cost, and high
information content. These features are describedi evaluated as “weak
classifiers” in AdaBoost classification method andpared to more traditional
ones. Some implementation issues are also discissleding implementation
in programmable hardware, such as FPGA.
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1 Introduction

One of the important tasks in pattern recognitemitraction of a set of features from
available data. The features should have high ifilzestion-related information
content compared to the data in its original fomoider to enable machine learning
algorithms to achieve better results on the exdhdeatures than on the data in its
original form. In general case, linear transforewg;h as principal component analysis
or linear discriminant analysis, can be used toagktfeatures. When additional prior
knowledge about the data is available, it shoukb &de possible to utilize such
knowledge in the feature generation. In computeiow, the data usually represents
two dimensional discrete signals which exhibit strospatial relations. Some
particular knowledge about the structure of datg, gpatial/frequency relations, can
be utilized e.g. using frequency transforms wititadle fixed basis vectors such as
Fourier transform, discrete cosine transform (DCai),wavelet transform [1]. In
many cases, however, the relations between theadatahe high-level content of the
data are unknown, or can only be estimated. In sasks, extended sets of features
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can be generated and machine learning algorithmd tts choose the most relevant
ones. In both cases, features are very importamtceoof information not always
obvious in the original form of data. The featutesditionally used in computer
vision include Viola Jones/Haar wavelet feature [@abor wavelet features [3],
and/or local binary pattern features (LBP) [4].

Features based on convolution, such as Haar wijel€&abor wavelet[3], etc. are
empirically known to be quite powerful[2][3][4]1[3][7]- The result of such features
can be compared with a pre-defined threshold or taa be processed otherwise, e.g.
based on histogram of their values obtained omgkadata, etc. However, they all
share common disadvantage as their result is depémah lighting conditions. This
fact can be to some extent compensated e.g. birocaalization of the image or by
normalization of the feature output based on somtegral functions of the local
image, such as mean value and standard deviatigxels [2]. Unfortunately, the
normalization might be quite costly from the pooftview of their computational
complexity.

Other types of image features, such as local binetterns (LBP) [4] are not
dependent on lighting conditions. Their informatmontent is good specifically from
the structural point of view but from the point\vaéw of reflection of “amplitude” in
the image, the information content is almost z&iwerefore, their general usability is
somewhat limited.

Our idea was to develop new features that wouldhinensimplicity of the features
based on convolution with very simple patters, sashHaar wavelets with the
independence on lighting changes.

This contribution presents an overview of the st#t¢he art in image features and
describes the AdaBoost method used to perform #pergnents in Chapter 2,
describes the novel features in more detail in @ap, shows the experiments and
their results in Chapter 4, and draws the conchssio Chapter 5.

2 Stateof theart

Haar features are derived from Haar function ard tvalue is basically a difference
of intensity of adjacent simple shaped regions (dgel). The fact that Haar features
can be computed very fast and in constant timeafor size using integral images
[2][7] predetermines them to be used for real-twbgect detection.
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Fig 1: Viola Jones/Haar wavelets
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Gabor wavelets provide ideal trade-off between desgy resolution and spatial
resolution. Another interesting motivation for upiBD Gabor wavelets in computer
vision is that they are closely related to how ithages are processed in the human
visual cortex [3]. Gabor function is a Gaussian-olated complex exponential (see
Fig 2).

Fig 2: Gabor wavelets

Local Binary Pattern is a texture analysis operattiich provides local texture
information invariant to monotonic changes in gsagle. LBP creates a binary code
by thresholding a small circular neighbourhood lwy value of its center (see Fig 3).
The original definition of LBP [8] was extendedadbitrary circular neighbourhoods
in [9]. Invariance to rotations can be achievedr®rging appropriate code values [4].
Rotation invariance can be further improved byidgtishing only uniform patterns
[4] — patterns with at most two transition betw®and 1 in the corresponding binary
code.

32|18 |25
Threshold
122750
81|78 |42
Binary Sequences: 10011110
J.L'"I- 1
.l pd - i b
{ o | (2] | ¢ || |#
-« . ‘! \ 7
] [t

Fig 3: Local binary patterns (LBP)

In the case of the above mentioned features, ttseo$all possible features are very
large even in small images. For example in [2], thehors used 180 000 Haar
features for images of dimension 24x24 pixels. e tase of wavelet features,
integral wavelet transform with orthonormal wavesetries can be used to obtain



4 Pavel Zewik, Michal HradiS, Adam Herout,

reasonable number of features. In such case thdewaof resulting features is the
same as the number of the original image elememdstlzus common classification
methods (e.g. NN, SVM) can be easily used. Anottey, which has been found to
provide good results [2][5][7], is to select a seibsof features with high
discriminative power from the set of possible feasuand create the classifier using
only this subset. The number of methods for featmkection is very high. In
computer vision, AdaBoost is frequently used teecethe features and create the
classifier at the same time. In this case AdaBoostbines selected simple classifiers
based on single features into a very accurate ifilassThe advantage of this
approach is that it allows creating classifiershwiéry low computational complexity.

AdaBoost, in its basic form, greedily selects wdajpotheses (low or medium
precision classifiers) that are only moderately uaate to create very accurate
classifier. The result of such classifier is basad linear combination of the selected
weak hypotheses. The weak hypotheses can be a@faaybtomplexity but in many
cases are very simple (e.g. based on responseooivalution with a wavelet).

AdaBoost was first introduced by Freund and Sclkafi0] and since then many
modifications have been proposed. In the origingbrithm, the output of the weak
hypotheses is restricted to binary value and tlnes algorithm is referred to as
discrete AdaBoost.Schapire and Singer [4] introducsal AdaBoost which allows
confidence rated predictions and is most commosédun combination with domain
partitioning weak hypotheses (e.g. decision trees).

AdaBoost was used for object detection in image tfor first time by [2] in
combination with Haar wavelets. They also used ades®f classifiers to reduce the
average number of evaluated weak hypotheses. Anotlay to tradeoff the
classification precision and time was proposed12}.[In their WaldBoost they keep
the linear structure of classifier and select edesymination thresholds of strong
classifier sum. The early termination is used imbmation with bootstrapping which
allows extremely high number of samples to be usedtraining process.
Bootstrapping is most advantageous in detectickstadere the number of available
“background” samples is almost unlimited.

The weak classifiers and their weights selectedAbgBoost are not optimal as the
process is greedy. There has been also some wallessihg this fact, e.g. Total
corrective step [13] or FloatBoost [14].

AdaBoost proved to be resistant to overfitting vihis due the fact that with growing
complexity of the classifier it increases margiretween the samples of different
classes, but still can overfit in presence of noldgs is in many ways similar to SVM
(Support Vector Machines). The computational coxipfeof AdaBoost training is
relatively low — it does not depend on the numbg&mreviously selected weak
hypotheses and grows only linearly with numbemirag samples and available weak
hypotheses to choose from. This fact allows reddyiviarge number of weak
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hypotheses and training samples which implies meliable classifiers and further
improves the resistance to overfitting.

The AdaBoost algorithm has been selected as the¢ suitsble for testing of the
novel features as it is capable of processing largmber of features, its well
documented and efficient behavior and becauseeoj¢merally wide usage.

3 Novel features

The novel features are based on ranks in selectedfsvaluesV — local rank
differences (LRD). This set of valugscan be formed directly from selected image
pixels or from convolution of parts of image withsémple pattern (typically a
rectangle).

In the proposed implementation, the set of valsef®imed from values in a regular
grid of pixels or sums of pixels in adjacent regtalar areas (see Fig 4). The idea
behind this choice is that the grid of rectangal@as covers a small “local area” in
the image that contains some local pattern refiebtethe value of the feature.

V1| V2| V3
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Fig 4: Sketch of a local area and grid of values

The output of this type of feature, thd&D, that has been implemented as a pilot
choice, is a difference of ranks of two pre-seléataluesv, andv, (see Fig Y).

(i) LRD(v,,v,,V) = Rank(v,,V) - Rank(v,,V),
whereV ={V1,V2,...,Vn}

andRank(v,V) is a rank (order) evaluation function
whose value corresponds to how many items fvbane lower thaw.

Note, please, that in fagt andv, do not have to occur i but for practical purposes
it will always be assumed that they do occuvin
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Fig 5: Sketch of a local area value ranks diffeeenc

The value of the difference is in its meaning sémito the Haar wavelet features
except the difference of values themselves is cepldy a difference of the ranks of
the values. In fact, the meaning can be also seefifference of values of pixels in
the local image area normalized by flattening istdgram of values (which is one of
the best possible methods).

(ii) LRD(v,,v,,V)=V, V.,
whereV, andV, are values from normalized image

whose positions correspond ¥ and Vv, .

The above fact suggests that the LRD featureshaitiave similarly to Haar wavelet
features on normalized images, which turns out ¢otine. Moreover, the LRD

features can and do outperform the Haar waveldtrfes due to the fact that by
choosing a grid smaller than a “normally” selecteda of image for normalization
with Haar wavelet features, more subtle local patt@n be described by the novel
features that indeed do not require normalization.

The LRD, comparing e.g. to most of the local binpajterns approaches [4], produce
result whose value is “natural” in such sense thatbigger is the difference of the
ranks, the bigger is the output, so even if theo§pbssible values of the LRD feature
function is discrete, it has a naturally definedlesrthat can be used in further
processing of the feature output, such as buildiegision trees based on the
histogram of LRD values obtained on a sample adta,

In summary main advantages of the novel featurdade:
- behavior similar to Haar wavelet based features,

- capability of reflection of local patterns,

- no need for normalization,

- limited set of values with naturally defined orde

From the implementation point of view, the LRD davh interesting properties. The
“pseudocode” implementing the features can beas.gollows (Fig 6).
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1) Select a set of values based on the grid ovemthgé area -> V
2) Selectyandy

3) Compare yto all items in V and count the >= results -> A

4) Compare yto all items in V and count the >= results -> B

5) Return A-B

Fig 6: Pseudocode for implementation of LRD

So the operations needed for evaluation of LRDuideltwice the size of the set V
comparisons, two calculations of the count of ressof the comparisons, and one
subtraction.

If the implementation is done in software using ttraditional programming
languages, such as “C” language, the resulting ¢®@d®t too promising at a first
glance; however, the modern processor “multimediestructions, such as MMX,
offer parallelism in the above operations and eognparison of eight couples of 8-bit
values can be done in one instruction, so the imetegation on modern PCs can be
quite optimal and in fact better than e.g. the itiaicl implementation of Haar
wavelets.

One of the motivations why the LRD features wereettgped is also implementation
in programmable hardware, namely in FPGA (fieldgpammable gate arrays). While
the LRD implementation is being done in VHDL pragraing language, its main
idea is better shown in a schematic block diagraee Fig. 7). The potential of high
performance implementation of LRDs in FPGAs is vgopd.
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Fig 7: Schematic block diagram of LRD implementatiofardware
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The main challenge in implementation of the LRDhardware is to achieve the
situation where all the values are accessible énmiemory in one data word. While
the memory organization that allows for this gaatelatively difficult, it is possible
to achieve and the rest of the design is relatigalgightforward and easy. In fact, the
design can be done so that the whole LRD featuev#uated in one clock cycle
which fact leads in very high performance designs.

4 Experiments and results

Series of experiments have been performed to etealiee LRD features and to
compare them to the more traditional features. Tigtinct classification tasks were
considered. The first task was classification cadgms into face and non-face classes
and was similar to face detection except it was attgmpted to achieve low false
positive rate normally needed for detection, bt thassification error on balanced
data set was minimized. The second task was haitgavidigit recognition. Haar
wavelet features, LBP features, and the novel LR@tures were used in the
experiments. The primary goal of the experiments teaevaluate the LRD features
performance in typical applications and to compwath more traditional features.
Real AdaBoost with domain partitioning weak hypae [11] was used in the
experiments for its ability to cope with the largember of features and that its
modifications are used in real-time object detectichich is the intended primary
application of the proposed features. The used Waalotheses were based on the

decision trees built over single feature using thieimization of Z, as a splitting

criterion as proposed in [11]. In all experimeritg number of leaf nodes was set to
eight.

For the face classification experiment, a datab&0®00 hand-annotated face images
was divided into training and testing set. The settwas additionally supplemented
by the faces from MIT+CMU dataset and 1 200 facemfannotated group photos.
The non-face samples were randomly selected frqgyoch of sub-windows from a
large set of non-face images. The final trainingcsasisted of 5 000 face and 10 000
non-face samples and the testing set consisted0¥37face and 300 000 non-face
samples. The samples were rescaled to 24x24 pigelshe experiment. All the
reported test errors are recomputed as if thestdsivas balanced (300 000 non-face
test samples were used only to achieve better ere@msurement resolution for non-
faces).

The performance of the LRD (classifier LRD ALL ah&D1) in the face detection
task is very similar to the classifier with Hadtdifeatures with two and three areas
(Haar D/T). The performance of the simplest Hake-lieatures with only two areas
and the classifier with LBP is much lower.



Local Rank Differences - Novel Features for ImagecBssing 9

Numer of

features Haar D Haar D/T LBP LRD1 LRD ALL
10 4,59% 4,30% 4,92% 4,03% 4,35%
20 3,13% 2,72% 3,48% 2,89% 3,13%
40 2,33% 1,96% 2,63% 2,18% 2,14%
80 1,85% 1,44% 1,96% 1,47% 1,56%
160 1,59% 1,02% 1,45% 1,01% 1,10%

Fig 8: The errors on the balanced test face datasseveral lengths of AdaBoost classifiers.
Haar D — horizontal and vertical two-rectangle Hgatures; Haar D/T — additional three-
rectangle Haar features; LBP — uniform local bingagterns; LRD ALL — 3x3 local rank
differences with all possible sizes of convolutionRD1 — convolutions restricted to 1x1,

2x2, 2x4, 4x2 and 4x4;

10% \ \ \ \ \

‘ 20 40 60 80 100 120 140 160 liLO
] _
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- """ Haar D/IT | —
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Fig 9: The errors on the balanced test face datasdifferent lengths of AdaBoost classifiers.

The MNIST hand-written digit database was usedhim $econd experiment. This
dataset consist of 60 000 training and 10 000 ngssiamples. The samples were
rescaled from the original resolution of 28x28 pExeéo 16x16 pixels. In this
experiment, classifiers between one digit and #wt were trained for each of the
digits. The presented errors are mean errors divef the digits.

The performance of the LRD on the hand-writtentdigcognition task is lower then
the performance of the Haar-like features espgciall the first iterations of the
learning algorithm. The reason for this could bat thhe samples are originally black
and white images and the illumination invariancéRD is thus not fully utilized.
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Numer of
features Haar D HaarD T LRD1 LRD ALL
10 2,84% 2,78% 4,24% 3,79%
20 1,78% 1,72% 2,59% 2,26%
40 1,13% 1,05% 1,61% 1,30%
80 0,78% 0,73% 0,98% 0,84%
160 0,57% 0,54% 0,70% 0,57%

Fig 10: The mean classification errors on the MNt&§ting dataset for several lengths of
AdaBoost classifier. Haar D — horizontal and vettiea rectangle Haar features; Haar D/T —
additional three-rectangle Haar features; LRD ALBX3 local rank differences with all

possible sizes of convolutions; LRD1 — convolutioestricted to 1x1, 2x2, 4x4;

10,0%

20 40 60 80 100 120 140 160 11130
— — — Haar double

HaarD T
LRD1
m— == | RD ALL

1,0% A

0,1%

Fig 11: The mean errors on the MNIST testing datakthe one-to-all digit classifiers for different
lengths of the AdaBoost classifier.

5 Conclusions

The goal of this contribution was to present nosget of features for image
processing. The presented features are based feredifes of pixel ranks in a small
neighborhood in the image and they were developedlgrnative to the more
traditional features, such as Viola Jones/Haar leavéeatures, Gabor wavelet
features, or local binary pattern (LBP) featurelse Thain advantage of the proposed
features over the traditional ones is that theytetaly invariant to lightness changes
in the image and do not require normalization wililey still maintain capability to
reflect quantitative changes in lightness of thee|si.
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Experiments with the novel features for image psstgy indicate that they in some
cases do outperform the more traditional featuésthe same time the presented
features can be efficiently implemented in softwamd they are especially well suited
for implementation in programmable hardware, sucRRGA chips, which is a great
advantage over Haar-like features which can notefficiently implemented in
hardware.

Future work will include further experiments withetlocal ranks in images, further
evaluation of the presented features in applicafiand research on invariance of the
classifiers based on the presented features oitnégh changes and geometrical
transformations of the classified objects, suctrasslation, rotation, and scaling.
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