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Abstract—Formal verification and validation techniques such
as model checking are not widely used in computer networks.
These methods are very useful to identify configuration errors,
identify design problems and predict network behaviours under
different network conditions. This paper describes the two main
components of the formal verification process, formal modelling
and the analysis process. For formal modelling, computer net-
works configured with dynamic routing protocols such as RIP,
OSFP or EIGRP are considered. For the analysis, reachability
and security properties are evaluated as the behavioural proper-
ties in the case of device or link failures. Graph Theory is used
to implement the model and predict the network behaviours.
The process of building the model, grouping the network states
which have common behaviours and predicting behaviours are
the core work of this paper. Furthermore this paper details a
method to reduce the state space and hence eliminate the state
space explosion.

Index Terms—formal modelling, analysis, networking, reacha-
bility, routing, state space reduction

I. INTRODUCTION

Modern computer networks are becoming large and more
complex. Therefore, network administrators are compelled to
use network management tools to monitor their networks.
Current scanning and testing tools are useful for analysis
of stable networks or for analysis of the networks after its
topology has changed. These tools cannot predict network
behaviours before changing the topology due to link or device
failures. Therefore, the use of formal verification techniques
to evaluate behaviours has become a demand and a necessity
in this area.

Formal verification and validation techniques are used to
check the correctness and the validity of required properties
under different conditions. One of the most widely used
methods is model checking. The main areas of the research
are online reading the Cisco configuration files, transforming
them into model, developing the formal model, developing the
transition system, verifying the properties using model check-
ing and incorporating the model into a simulator for testing
the real environments. Since there are many dependencies and
behaviours in computer networks, our initial objective is to
build a model and develop an analytical process for a limited
area in computer networks.

The term dynamic network means (in this paper) the use
of dynamic routing protocols such as RIP [1], OSPF [2] or
EIGRP [3]. The main objective of implementing dynamic
network is to reduce failures, improve service levels, reduce
dependability and improve the availability [4]. Initially to
predict the behaviours, the analysis of reachability and the
security properties are considered. In this paper, reachability
refers to the feasibility of establishing a communication path
between a given source and a destination. The term security
property refers to the filtering rules implemented by Cisco Ac-
cess Control Lists (ACLs) [5]. The formal model is named as
Modified Topology Table (MTT) and it is capable of predicting
the above properties for any given network state [definition 8].
Section II formally defines the required properties of dynamic
networks. The detail implementation of the model is explained
under the section III.

To eliminate the state space explosion during model check-
ing process, the state space needs to be reduced both in
the modelling and the analysis stages. This is achieved by
grouping the network states which have similar behaviours
and will be described in detail under computing general state
section III-A.

Section IV explains the analysis process which will be
automated in future with a model checking tool and section V
discusses the results and a comparison of our approach to other
commonly used approaches. Section VI draws the conclusions
and the last part of the paper, section VII briefs on our future
work and the directions.

A. Motivation

The effect of link up/down changes on a small network
segment in a large dynamic network can propagate to other
network segments. It is difficult to predict these propagating
effects. Since there are many combinations of dependencies,
generating test cases covering all possibilities and checking
on the production network are not practically possible. The
commonly used method to identify the paths after link failures
is the on-demand method (computing the paths after link
failures). On-demand method is efficient to analyse change
of few network states and repeating this method many times
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to identify paths in different conditions is less efficient. So we
are motivated to research on a complete solution to implement
a global model with less state space and analyse the network
properties.

B. State of the Art

The requirement of developing a system for predicting
network behaviours in dynamic environment was addressed
previously by Automated Network-wide Security Analysis
(ANSA) project. The objective of ANSA project is to develop
a system which reads Cisco configurations from networks
configured with dynamic routing protocols and predict net-
work behaviours under different conditions. The authors of
ANSA project have outlined how formal modelling can be
used to predict reachability and security properties. This has
been addressed in the paper [6]. The ANSA project has shown
that it is possible to develop a model with a combination of
static and dynamic behaviour using techniques described in
[7], [8] and [9].

In [7], authors show that a static model can be implemented
to predict network behaviours and security properties. The
detailed approach is not directly shown but the authors discuss
some approaches which could be applied for modelling and
analysis. The main goal of [7] is to develop a model for
the full domain considering all the possible scenarios such
as Inter-network Operating System (IOS) bugs of devices,
configuration errors, static routing, networks with mixture of
different protocols, dynamic routing, networks with Network
Address Translations (NAT) and packet filtering. Since this
has very broad area of dependencies which can lead to a
huge state space. Approach in [7] has some differences to
our approach. The main difference is that they compute all
virtual paths according to the states of links, devices, applied
filters, IOS bugs, states of routing tables, traffic etc. Then
the computed virtual paths are compared with the available
physical paths to check the reachability. This approach has less
efficiency since it computes the virtual paths first which require
complicated and time consuming algorithms as no available
physical path can be found. In our approach, we first compute
the available physical paths and then do the analysis to find
the communication path based on the network state.

In pre-computed routing tables approach [6], constructing
the routing tables for each router and for each state is a time
consuming process. Routing algorithms and routing updates
depend on the routing protocols used. To predict properties for
each state, routing tables of each router has to be reconstructed.
This is different from our approach and the comparison of
both methods can be found under section V. Further paper [6]
shows how formal modelling can be used to model behaviours
of dynamic networks and describes in detail the filtering and
packet matching procedures which have been used in our
modelling.

All above articles assume that after the link failures, the
network will converge to another topology and remain same.
The research done by [10] considers further link failures due
to loads after the network convergence from first link failures.

They have considered the statistics of link failures and limited
the number of consequent link failures. This reduces the state
space. From the previous statistics, a link failure has the
probability of 10−3, hence only 3 link failures at a time is
considered. One advantage of this method is that it eliminates
working on extreme cases which have very low probability of
occurrence in practise.

Another algorithmic framework based on probabilities to
analyse the network failures and link overloads is discussed
in [11]. This analysis also taken the link overloads and its
risks after network failures. The main objective of the paper
is to address the availability and the dis-connectivity between
nodes.

The approaches described above are different from this
paper. We use a unified model defined in [7], but employs
different approach for analysis. Unlike [6], the analysis does
not pre-compute all routing tables in order to verify net-
work reachability. The probabilistic data are not used for our
analysis as in [10] and [11]. These two papers are mainly
considered to analyse the communication links after a network
failure. Our work is mainly oriented to model a global network
model (MTT) to confirm the validity of different properties as
required in security auditing. Further our work is aimed to
represent the network with less state space and an effective
way to reduce the state space.

C. Contribution

This paper introduces a novel approach in formal modelling
and analysing reachability and security properties of networks
configured with dynamic routing protocols and an effective
method to reduce the state space. This analysis has few
iterations and hence quicker to predict network reachability
and security properties under any given network state. We
also show the steps to determine paths without constructing
the routing tables. One major advantage of this approach is
that it is independent of the dynamic routing protocol used in
the network.

II. PRELIMINARIES

A. Formal model of the network

Consider the example network shown in Fig.1 with R–
routers, A,B,C–networks, L–links and the link cost by the
number associated with each link.

Definition 1 (Network): A network is a graph which de-
fined as a tuple N = 〈R,L〉, where R is a finite set of
network devices, and L ⊆ R × R is a finite set of physical
connections between adjacent devices such that every physical
link between two adjacent devices Ri and Rj is a pair of
channels lij = 〈Ri, Rj〉 and lji = 〈Rj , Ri〉.

The model of two channels over one physical link enables
modelling asymmetric communications. For simplicity the
workout of the example network considers symmetric links
and hence the notation has one suffix eg. l1.

Definition 2 (Next-Hop): Function NH(R,L) : R × L →
R returns the connected adjacent device for a given device



Fig. 1. Dynamic network – devices, links and ACLs

and a link. Formally, NH(Ri, lij) = Rj where Ri
lij→ Rj and

Ri, Rj ∈ R
Definition 3 (Cost Function): For a given link l ∈ L ,

C(l) : L→ N . In network terminology it is called a metric.
Definition 4 (Packet-p): < protocol : {ip, tcp, udp},

source− ip : IP, source− port : (0..65535),
destination− ip : IP, destination− port : (0..65535) >,
where IP = {a1.a2.a3.a4 : ai ∈ (0..255), i ∈ {1, 2, 3, 4}}

Definition 5 (Filtering Function): Function Flij (p) :
ACL → boolean is the filtering function which evaluates
packet p for the ACLs over link lij .

Formal representation of ACLs can be found in [6] and the
cascaded ACLs along a path can be combined with ”AND”
operation and each entry of an ACL will either permit a packet
or deny a packet. Therefore the final result of the filtering
functions can be evaluated as boolean value 1 (permit) or 0
(deny) [12].

B. Computing available paths

Different routing protocols use different algorithms to se-
lect the shortest path. Routing protocols cannot establish
virtual paths without a physical connection. Therefore in our
approach, as a first step the available physical paths are
constructed then according to the routing protocol configured
in the network, its path selection criteria is used to identify
the best physical paths for communication.

Definition 6 (Path): Path π is a sequence of links and
devices along the available physical connection between a
source and a destination. Let R0 be the source, and Rn
be the destination of path π, then the k-th existing path
between R0 and Rn is defined as follows: πk<R0,Rn>

=
R0l1R1.......Ri−1liRi........Rn−1lnRn such that ∀i, li ∈
L,Ri ∈ R and NH(Ri−1, li) = Ri.

While identifying paths in the graph model, loops have
to be eliminated. If NH(Ri−1, li) is matching a device Rj
which has been previously passed along a path π, then there
is a loop on π. i.e., path π = R0l1R1l2 . . . Rn−1lnRn has

no loops if ∀i, j : Ri = Rj or li = lj only when i = j.
Cost over the path is C(π) = C(l1) + C(l2) + . . . + C(ln),
where l1, l2, . . . , ln ∈ π. Filtering function over a path for the
packet p is Fπ(p) = Fl1(p) ∧ Fl2(p) ∧ . . . ∧ Fln(p), where
l1, l2, . . . , ln ∈ π. The result of the total filtering function is
conjunction of filtering functions over links along the path
π. The available paths and costs between two devices can be
computed by repeating Dijkstra’s algorithm [2].

C. Cost function for RIP, OSPF and EIGRP

The proposed approach for modelling and analysis does not
depend on the type of dynamic routing protocol in use. Only
the computation of the cost function differs for each protocol
as shown below. In our example we have considered OSPF as
the configured protocol.
• RIP [1] – RIP has default link cost of value one and hence

for any link l, C(l) = 1. Therefore the shortest path has
the lowest hop count.

• OSFP [2] – OSPF requires the bandwidth function (BW)
to compute the cost function, BW (li) : L → N ,
where BW (l) is the bandwidth of the link l. The
cost function for a link is defined by Cisco [13] as
C(l) = [108/BW (l)]. The cost of the path C(π) has
the accumulated link costs along the path and least cost
path will be used for the communication.

• EIGRP [3] – EIGRP uses delays and bandwidths of the
whole path to calculate the cost function of the path.
Delay function D is D(li) : L → N . Delay function
for the path is defines as D(π) = D(l0) + D(l1) +
. . .+D(ln), where l0, l1, . . . , ln ∈ π. Bandwidth function
BW is BW (li) : L → N . Bandwidth function for the
path is defined as BW (π) = BW (li) where ∀li, lj ∈
π,BW (li) ≤ BW (lj). Then the cost function for the
path π is given by C(π) = [108/BW (π) +D(π)].

III. MODIFIED TOPOLOGY TABLE

In general, the topology table keeps the physical intercon-
nections of the network devices and links which will be used
to build the routing tables. Using the routing tables we can
check the communication properties such as reachability. The
topology table is valid for a given network state and once the
network state is changed due to link up/down, a new topology
table needs to be computed. Routing table directs packets to
the correct destination via the best route. Then routes receive
updates from other routers and update the routing tables
accordingly. This whole process can change communication
paths. This is a time consuming process.

Therefore as a solution to this problem we introduce a
modified topology table which is unique for a given network
and invariant to the link changes unlike the routing tables.
Using MTT, it is easy to derive topology for any network
state, routing table for any network state, routing table for any
source to any destination, available paths for any network state,
available paths from any source to any destination, similar
network states for a given topology, filters applied for any



network state, filters applied for any source to any destination,
costs of paths, critical links, refer Fig.2.

Fig. 2. Features of Modified Topology Table

As described above, the MTT is capable of computing many
useful information to predict dynamic behaviours. Another
advantage of the MTT is that it does not need to recompute
every time to analyse the properties under different network
states.

A. Computing general state (GS)

This section briefs on computing the general state in MTT.
General state is very important in terms of representing a
network with few independent states as illustrated in Fig. 3
and eliminating the state space explosion during the model
checking process. Further GS is used to check the reachability
and security properties.

The link state for the ith link is represented by ci and it
can have two values: 0 (link is down) or 1 (link is up).

Definition 7 (Function PrePath): Function PrePath(πk)
is a function which returns path πt between the same source
and the destination which satisfies C(πt) ≤ C(πk) and
6 ∃πs | C(πt) < C(πs) < C(πk) (no path between), where πk

is the kth existing path between the source and the destination,
and k, s, t ∈ N .

When there are more paths with equal costs, further analysis
are needed to order the paths. These algorithms are out of
the scope of this paper and comparison of these methods are
discussed in [14].

Definition 8 (Network State): Network state is a tuple
S =< c1, c2, . . . , ci, . . . , cm >, where ∀i, ci represents the
link state of li ∈ L, i,m ∈ N , and m is the total number
of links. In addition to the above link states one additional
state X (link state is invariant to represent full state) is used
to represent more link states by a single network state.

There can be many network states which satisfy a given
path. So the representation of the rth network state which
satisfies path πk between a source and a destination is Skr =<
cr1, c

r
2, . . . , c

r
i , . . . , c

r
m >,∀ li ∈ πk, cri = 1 , r ∈ N and

∀j, t, li ∈ πj , ∃cti = 0 in Sjt =< ct1, c
t
2, . . . , c

t
i, . . . , c

t
m >

where t ∈ N , πj = PrePath(πj+1) and 0 ≤ j < k. In other
words path πk is used only when no other least cost path can
be used.

Definition 9 (General State (GS)): This is defined for a
specific path between a source and a destination. General state
SkG = {Sk1 , Sk2 , Sk3 , . . .} is a set of network states which satis-
fies kth path πk. The GS SkG is derived by processing the net-
work states in Sk−1G where k satisfies, πk−1 = PrePath(πk).

When there is a device or a link failure, the network
topology and routing tables will be changed. By matching cor-
responding network state with general states, the reachability
can be concluded easily.

One physical path is mapped to several link states, several
link states are mapped to several network states and several
network states are mapped to one general state. Fig.3 shows
the mapping of path no.5 in the MTT (Table–I). Path no.5 is
used for the communication between network A and C when
path no.4 can not be used.

Fig. 3. Mapping between paths, link states, network states and general state

The following section explains state space reduction process
by grouping the network states which have similar network
behaviours.

1) Computing general state S0 for the first path π0

When all links are up path π0 is used to send data over
the network between a given source and a destination.
The path π0 is called the first path.
There can be many shortest paths in default configura-
tion and considered they are ordered. To build the GS,
we can order the equal cost paths in any order because
it will not change the GS of other paths. When we
change the order of the equal cost paths the GS will
be interchanged among them. But order (in MTT) is
required to identify the communication paths after the
link failures. Since our main objective is to predict the
validity of properties globally, the order of the equal cost
paths are not significant for the analysis, e.g. checking
a validity of security property in any network state.
Therefore in our analysis the general state S0

G for the
first path is taken as a set with one element. S0

G = {<
c11, c

1
2, . . . , c

1
i , . . . , c

1
m >}, where ∀k, C(π0) ≤ C(πk),

and
a) if li ∈ π0 : ci := 1



b) Otherwise : ci := X

2) Computing general state Sk+1 for path πk+1

Assume the general state for the path πk is SkG =
{Sk1 , Sk2 , . . . , Skr , . . . , Skt }, where t ∈ N , 1 ≤ r ≤ t and
πk = PrePath(πk+1). Elements in Sk+1

G , Sk+1
r =<

cr
′

1 , c
r′

2 , . . . , c
r′

i , . . . , c
r′

m > are computed based on net-
work state Skr =< cr1, c

r
2, . . . , c

r
i , . . . , c

r
m > as follows:

For ∀i, li ∈ L
a) if li ∈ πk+1 and cri = 0 then ignore process of

network state Skr and proceed with another r.
b) if li ∈ πk+1 : cr

′

i := 1
c) if li 6∈ πk+1and cri = X : cr

′

i := X
d) if li 6∈ πk+1and cri = 0 : cr

′

i := 0
e) if li 6∈ πk+1and cri = 1 : Let {i ∈< 0...m >
|cri = 1 and li /∈ πk+1} = {r1, r2, ..., rj , ..., rq}
where q ∈ N , q < m, m–total links and 1 ≤
j ≤ q, then duplicate q times the state Sk+1

r as
Sk+1
rj =< c

r′j
1 , c

r′j
2 , ....., c

r′j
i−1, c

r′j
i , c

r′j
i+1, ....., c

r′j
m >,

such that c
r′j
i is,

i) if cr
′

i = 0 : c
r′j
i := 0

ii) if cr
′

i = 1 : c
r′j
i := 1

iii) if cr
′

i = X : c
r′j
i := X

iv) if i = r′j : c
r′j
i := 0

v) Otherwise : c
r′j
i := X

f) Repeat (a) to (e) above for all r
Computing the general state for the first two paths between

network A to C in our example, π0 = l1l3l6l7, π1 = l1l2l5l7
and π0 = PrePath(π1) will be as below, (Refer the steps in
section III-A–1 & 2)

1) Compute the general state for π0

a) l1, l3, l6, l7 ∈ π0,
S0
G = {S0

1} = {< 1, , 1, , , 1, 1, >}
b) l2, l4, l5, l8 /∈ π0,

S0
G = {S0

1} = {< 1, X, 1, X,X, 1, 1, X >}
2) Compute the general state for π1

a) no c1i = 0 in S0
G , so no states to ignore in S1

G

b) l1, l2, l5, l7 ∈ π1,
S1
G = {S1

1} = {< 1, 1, , , 1, , 1, >}
c) c14 = X, c18 = X in S0

G, so c1
′

4 = X, c1
′

8 = X in
S1
G, S1

G = {S1
1} = {< 1, 1, , X, 1, , 1, X >}

d) No c1i = 0 in S0
G so no zero’s copy to S1

G

e) c13 = 1, c16 = 1 in S0
G and l3, l6 /∈ π1, so i =

{r1, r2} where r1 = 3 and r2 = 6 duplicate S1
1 as

S1
3 and S1

6 where S1
G = {S1

3 , S
1
6}

i) No c1
′

i = 0 in S1
1 so no zero’s copy to S1

3 and
S1
6

ii) c1
′

1 = 1, c1
′

2 = 1, c1
′

5 = 1, c1
′

7 = 1, in S1
1 in

S1
1 so c3

′

1 = 1, c3
′

2 = 1, c3
′

5 = 1, c3
′

7 = 1, in
S1
3 and c6

′

1 = 1, c6
′

2 = 1, c6
′

5 = 1, c6
′

7 = 1, in
S1
6 , S1

G = {S1
3 , S

1
6} = {< 1, 1, , , 1, , 1, >,<

1, 1, , , 1, , 1, >}

iii) c1
′

4 = X, c1
′

8 = X , in S1
1 so c3

′

4 = X, c3
′

8 =
X , in S1

3 and c6
′

4 = X, c6
′

8 = X , in S1
6 ,

S1
G = {S1

3 , S
1
6} = {< 1, 1, , X, 1, , 1, X >,<

1, 1, , X, 1, , 1, X >}
iv) i = {r1, r2}, r1 = 3 and r2 = 6 so

c3
′

3 = 0, c6
′

6 = 0, S1
G = {S1

3 , S
1
6} = {<

1, 1, 0, X, 1, , 1, X >,< 1, 1, , X, 1, 0, 1, X >}
v) Mark remaining’s with X,ie. c3

′

6 = X, c6
′

3 = X ,
S1
G = {S1

3 , S
1
6} = {< 1, 1, 0, X, 1, X, 1, X >

,< 1, 1, X,X, 1, 0, 1, X >}
Like wise the general states for the other paths can be

computed. Table–I contains the full MTT for our example
network.

No Source Destination General Sate Cost Path Filter
1 192.168.1.0/24 192.168.2.0/24 1,1,X,X,X,X,X,1 4 l1l2l8 permit ip any any
2 192.168.1.0/24 192.168.2.0/24 1,0,1,1,X,X,X,1 5 l1l3l4l8 Deny ip 192.168.3.0/24

192.168.2.0/24
3 192.168.1.0/24 192.168.2.0/24 1,0,1,0,1,1,X,1 8 l1l3l6l5l8 Deny ip any host

192.168.1.5 www
4 192.168.1.0/24 192.168.3.0/24 1,X,1,X,X,1,1,X 5 l1l3l6l7 permit ip any any
5 192.168.1.0/24 192.168.3.0/24 1,1,0,X,1,X,1,X

,
1,1,X,X,1,0,1,X

7 l1l2l5l7 Deny ip any host
192.168.1.5 www

6 192.168.1.0/24 192.168.3.0/24 1,1,0,1,0,1,1,X 8 l1l2l4l6l7 Deny ip 192.168.3.0/24
192.168.2.0/24

7 192.168.1.0/24 192.168.3.0/24 1,0,1,1,1,0,1,X 8 l1l3l4l5l7 Deny ip host host
192.168.1.5 www OR
Deny ip 192.168.3.0/24
192.168.2.0/2

8 192.168.2.0/24 192.168.1.0/24 1,1,X,X,X,X,X,1 4 l8l2l1 permit ip any any
9 192.168.2.0/24 192.168.1.0/24 1,0,1,1,X,X,X,1 5 l8l4l3l1 Deny ip 192.168.3.0/24

192.168.2.0/24
10 192.168.2.0/24 192.168.1.0/24 1,0,1,0,1,1,X,1 8 l8l5l6l3l1 Deny ip any host

192.168.1.5 www
11 192.168.2.0/24 192.168.3.0/24 X,X,X,X,1,X,1,1 5 l8l5l7 Deny ip anyhost

192.168.1.5 www
12 192.168.2.0/24 192.168.3.0/24 X,X,X,1,0,1,1,1 6 l8l4l6l7 Deny ip 192.168.3.0/24

192.168.2.0/24
13 192.168.2.0/24 192.168.3.0/24 X,1,1,0,0,1,1,1 7 l8l2l3l6l7 permit ip any any
14 192.168.3.0/24 192.168.1.0/24 1,X,1,X,X,1,1,X 5 l7l6l3l1 permit ip any any
15 192.168.3.0/24 192.168.1.0/24 1,1,0,X,1,X,1,X

,
1,1,X,X,1,0,1,X

7 l7l5l2l1 Deny ip any host
192.168.1.5 www

16 192.168.3.0/24 192.168.1.0/24 1,1,0,1,0,1,1,X 8 l7l6l4l1 Deny ip 192.168.3.0/24
192.168.2.0/24

17 192.168.3.0/24 192.168.1.0/24 1,0,1,1,1,0,1,X 8 l7l5l4l3l1 Deny ip any host
192.168.1.5 www OR
Deny ip 192.168.3.0/24
192.168.2.0/2

18 192.168.3.0/24 192.168.2.0/24 X,X,X,X,1,X,1,1 5 l7l5l8 Deny ip host host
192.168.1.5 www

19 192.168.3.0/24 192.168.2.0/24 X,X,X,1,0,1,1,1 6 l7l6l4l8 Deny ip 192.168.3.0/24
192.168.2.0/24

20 192.168.3.0/24 192.168.2.0/24 X,1,1,0,0,1,1,1 7 l7l6l3l2l8 permit ip any any

TABLE I
MODIFIED TOPOLOGY TABLE

IV. REACHABILITY ANALYSIS

This section describes the process of reachability and secu-
rity property analysis using the above defined formal model.

Now, we extend our definition of the path to an evaluated
path. Let P = {π,C(π), Fπ(p)} be an evaluated path, where
C(π) is the cost function and Fπ(p) is the filtering function
over path π and packet p for a given source and destination.

Definition 10 (Critical Points CP): CP is a subset of de-
vices and links which present along every possible path. The
links and devices of CP are essential for communication. CP
is defined as follow. CP = {Rc, Lc} , where Rc represents
critical devices and Lc represents the critical links such that
Rc = {r | ∀π ∈ P : r ∈ π}, and Lc = {l | ∀π ∈ P : l ∈ π}.

Definition 11 (Universal Points UP): UP={Ru, Lu} is
links and devices which have no effect on topology changes



and hence no effect on communication. UP is defined using
complementary sets R′ and L′. Let R′ and L′ be sets such that
R′ = {r | ∃π ∈ P : r ∈ π}, and L′ = {l | ∃π ∈ P : l ∈ π}.
The universal devices and links are complement sets to R′,
and, L′ i.e. Ru = R−R′, and Lu = L− L′.

Let us assume a set of failed devices Rf and failed links Lf .
Using sets CP and UP, network reachability can be verified as,

1) If ∃r ∈ Rf such that r ∈ Rc or ∃l ∈ Lf such that l ∈
Lc, then there is no available path, i.e., the destination
is not reachable.

2) If Rf ⊆ Ru and Lf ⊆ Lu, then topology is not changed.
3) Otherwise, MTT will be used to predict reachability and

security properties.
First two border cases, (1) and (2) are easy to find and
eliminate the obvious cases. The integration of the above
two cases into a simulation tool and comparison of evaluated
results were discussed in our previous paper [15]. The most
interesting and the difficult case is (3) which uses MTT for
prediction.

To predict reachability under a given network state, the
format of the MTT and the reachability property should be
formally defined.

MTT is a set which consists entries as elements, ie.
MTT = {entry1, entry2, entry3, ..... } and an entry is a
sequence of < source − ip : IP, destination − ip :
IP, GS, Cost, Path, ACL > (first column in MTT, No.
is used for explanation purposes)

Reachability Property – is a combination of an ip packet
and a network state which needs to be evaluated.

To predict reachability property from MTT, reachability
property should be matched with the source–ip, destination–
ip, network state (with GS) and the filtering rule in MTT. If no
match is found, then there is no reachability under the given
network state. We need to introduce one additional general
states to MTT for representing all the unreachable network
states and will be denoted by S∞.

E.g. Predict the web service reachability from 192.168.3.80
to 192.168.168.1.5, when the links l3 and l4 are down.

As per the definition of the Reachability property
– < ip, 192.168.3.80, any, 192.168.168.1.5, www >
should be checked under the Network State –
< X,X, 0, 0, X,X,X,X >.

Matching MTT entry for predicting the reachability will be
as below

1) First source–ip will be matched in MTT, it will start
from entry No. 1 and stop at No. 14 to check next field
of MTT (MTT is ordered by source–ip, destination–ip
using PrePath fuction)

2) Then destination–ip will be matched in MTT, then it will
start from No. 14 to check next field of MTT

3) After that the network state will be matched with the
general state in MTT, it will select first match which is
No. 15, then starts checking next fields of MTT

4) Finally the filter gives output of false, so even the server
is reachable (there exists a communication path) the

service is unreachable (service port is blocked by the
filtering rules)

For matching the source–ip and the destination–ip in the
MTT is complicated and required to use interval matching
technique to improve the performance. To overcome this
problem we will be using the method described in paper [6]
which is the Interval Decision Diagrams (IDD’s) [9] in our
automation stage.

In general the MTT matching process is checking of a
property (reachability property) over a model (MTT + given
network state) therefore Model Checking techniques can be
used to automate the above process. Our future work consists
of building the transition model and incorporating model
checking techniques for the above verification.

V. RESULTS AND DISCUSSIONS

The formal model, MTT is able to predict reachability under
any given network state. We can compare our approach with
on-demand approach mentioned in the state of the art which
uses pre-computed routing tables to predict the reachability.

Method-1 : Pre-computing the routing table for each state
and analyse the reachability, This will have following itera-
tions,
(2m link-states) × (r routers) × (n routing entries in each
router (n networks)) × (Complexity of generating one routing
entry) = 2m × r × n×O(building routing entry)
Iteration(Method-1)= 2m × r × n

Method-2 : Computing the available paths from each source
to each destination (which is described by this paper). This will
have following iterations,
n routing entries ( n networks ) × (n-1 destinations) × (q
average physical paths) × (Complexity of generating one path)
= n× (n− 1)× q ×O(building a path)
Iteration(Method-2)= n× (n− 1)× q

The complexity of both methods are dependent on the
degree of the mesh network. In a full mesh network, there
is no significant difference on the iterations. But there is
a huge improvement on method-2 with the decrease of the
degree of the mesh network. Proper theoretical evaluation of
the complexity will be done in our future work.

To check the complexity we have applied both methods to
the topology of Czech Academic Network (CESNET). For
CESNET, r=23, m=26, n=23 and q=20 [15]. Iteration(method-
1) = 226 × 23 × 23 = 35500589056, Iteration(Method-
2) = 23 × 22 × 20 = 10120. For our example net-
work in Fig.1, n=3, m=8, r=4 and q=4; Iteration(Method-
1) = 28 × 8 × 3 = 6144, and Iteration(Method-2) = 3 ×
2 × 4 = 24 considering average path as four, but for our
topology actual value is 20 iterations (See Table–I). Generally
O(building a routing entry) > O(building a path), it can
be seen that method-2 is much more efficient than method-1.

Scalability of the above approach was examined by using
our university network. Our model predicted the reachability
and security properties which are matching with the expected
results. Also a ring lattice type network was simulated by
increasing the number of nodes and measured the generated



paths and the time consumption. Testing was done in 2xDual
Xeon Core2/3GHz with 8 GB RAM machine and the perfor-
mance results are in Table–II.

Nodes 1–16 17 18 19 20 21 22 23 24
Paths 5–7502 13776 25314 46534 85562 157344 289370 532202 978838
Time(Sec) 01 02 03 04 08 15 31 55 95

TABLE II
TIME CONSUMPTION FOR BUILDING MTT

One weakness of this approach is that this model does
not give any information on the transitional behaviours. We
are planning to introduce a transition model to overcome this
drawback. Also the model does not contain any second level
link failures due to loads after the network convergence from
the first set of links failures.

VI. CONCLUSION

The described approach is very effective on analysing net-
work reachability and security properties in dynamic networks
without computing routing tables for each network states. It’s
shown that the network reachability and security properties
under any network state can be easily predicted by using MTT.
The method used to reduce the state space by grouping the
states which have similar network behaviours is very effective
than working on all available link states. In comparison with
the other formal models used for the model checking process
this model has key features such as capability of predicting
behaviours of dynamic networks and security properties with-
out rebuilding the routing tables for each network state.
We have shown how MTT is used to identify the communica-
tion paths after link failures. The reachability analysis is one
feature of the MTT. We have outlined on the evaluation the se-
curity property from MTT. To evaluate validity of the security
properties globally, the analysis process should be integrated
into a model checking tool. MTT contains complete state
space and communication paths a network can have, therefore
MTT enables to predict validity of properties globally. This
concludes that MTT is a global representation of a network
and can be used as an input for many other analysis.

VII. FUTURE WORK

Our future work is focussed on modelling and analysing
of complex networks which include different combination of
routing protocols. In modelling, we are planning to implement
a framework to model the device configurations and to improve
the transition model. Then to use a model checking tool

to check the soundness of the Cisco configuration files and
automate the verification process.

Another area is to optimise the algorithms to improve the
efficiency. This should be done in the model checking process.
Once we have the optimised algorithm, we need to evaluate
the computational complexity of our method.

Finally the proposed technique will be integrated into the
simulation tool OMNeT++. Our goal is to automatically con-
vert Cisco router configuration files into our model and analyse
the security and reachability properties by using verification
techniques.
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network-wide security analysis,” in 15th IEEE Symposium and Workshop
on ECBS, 2008.

[7] G. G. X. et., “On static reachability analysis of ip networks,” in
INFOCOM, 2005, pp. 2170–2183.
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