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Abstract — Scanning using very fast classifiers is
a standard and successful approach to object de-
tection in images. This approach became popu-
lar after Viola and Jones introduced their frontal
face detector in 2001 which was able to reliably de-
tect faces in unconstrained condition and in real-
time. Although detecting objects by these classifiers
is taught in many computer vision courses, it is
not possible for the students to experiment with the
methods because the existing implementations re-
quire significant initial effort to be able to train and
test a classifier and to interpret the detection re-
sults in an intuitive way. In this paper, we describe
a web-based application which allows experiment-
ing with detection classifiers with minimal initial
effort. The application has an intuitive user inter-
face which allows for simple configuration of exper-
iments and management of results. It also provides
pre-prepared experiments and datasets in order to
further reduce the initial effort. The application is
publicly available so anyone can experiment with
the detection classifiers and also train detectors on
their own data. The application has a potential to
become a useful teaching tool for lecturers of com-
puter vision courses and for other interested people.

1 INTRODUCTION

Scanning using fast classifiers became a standard
and successful approach to object detection in im-
ages after Viola and Jones [12] introduced their
frontal face detector in 2001. At the present, meth-
ods derived from the original detector of Viola and
Jones provide state-of-the-art detection rates un-
der real-time constraints for various classes of ob-
jects [11, 5, 6, 14]. These methods are part of com-
mercial applications ranging from face detection in
consumer cameras to video-surveillance and traf-
fic control. Implementations of these methods are
also publicaly available and can be used as build-
ing blocks for complex computer vision application
with relatively low effort.

Although detecting objects by classifiers is
taught in many computer vision courses, it is not
possible for the students to experiment with these

methods because the existing implementations re-
quire significant initial effort to be able to train and
test classifier and to interpret the results in intu-
itive way. Moreover, learning new classifier usually
takes a long time, possibly in an order of several
CPU-days. Such extensive computation may de-
ter students as it is not practical or even possible
to realize it in PC labs or on personal laptop. It
certainly can not be done during practical lesson.

To address the mentioned issues, we developed
a web-based application which allows experiment-
ing with detection classifiers with minimal initial
effort. The application provides state-of-the-art
learning algorithms, efficient data sampling, mul-
tiple types of image features, it facilitates visual-
ization of detector results and it is able to evalu-
ate detailed characteristics of the created classifiers
such as speed and detection accuracy. By using ef-
ficient image features and lower amount of training
data, the application can provide detectors suitable
for fast testing in order of minutes, very accurate
detectors in couple of hours and the learning rarely
takes more than a day even with the most demand-
ing settings. Such low time needed to create a de-
tector allows performing experiments directly as a
part of lecture or during a practical lesson. More-
over, the learning runs on remote server and as such
it does not require the students to aquire suitable
computational resources.

Integral part of the presented application are
step-by-step tutorials which allow students to con-
duct meaningful experiments in under 30 min-
utes. The students can mutually compare results
achieved by their detectors in a simple way. Such
possibility of direct comparison increases compet-
itiveness among students and leads in deeper in-
terest in the studied topic. The application allows
sharing datasets, configurations, created classifiers
and results of the classifiers among its users.

The application includes pre-prepared data for
learning detectors of frontal faces, cars and pedes-
trians together with standard test sets for these
types of objects. Other datasets can be simply up-
loaded by the users together with ground truth an-
notation and if needed the annotation can be cre-



ated and altered directly in the application.
The web-based application is build on top of

Framework for research of detection classifiers [4].
This framework allows training of standard boosted
cascades as in the approach of Viola and Jones [12]
and it also offers state-of-the-art soft-cascade al-
gorithm WaldBoost [11, 10]. The image features
which can be used by the detectors include Haar-
like features [12], Local Rank Patterns [5], sparse
granular features [6], Multi-Block LBP [13], Ex-
tended Histograms of Oriented Gradients [3] and
others.

To our knowledge, the only publicly available
and useful tool for training of detection classifiers is
the implementation of cascade of boosted classifiers
with extended set of Haar-like features [8] which is
similar to the original algorithm used by Viola and
Jones [12] in their frontal face detector. This imple-
mentation is available as a part of the OpenCV li-
brary. Unfortunately, this tool was not intended for
teaching and is not suited for this purpose because
of steep learning curve and other reasons stated in
the previous text.

Next section of this paper introduces the basic
concepts of detection classifiers together with the
detector framework which is used as basis for the
web-application. The following section describes
the web-application itself. Finally, the the paper
is concluded in the last section.

2 BACKGROUND

The first practically applicable general-purpose de-
tector of rigid 2D patterns which provided use-
ful detection rates even for uncostrained capturing
conditions and was at the same time able to pro-
cess a video stream in real time was the frontal face
detector by Viola and Jones [12]. They achieved
amazing performance by combining features based
on computationally efficient image filters with a
powerful learning algorithm, attentional structure
of the classifier, good training dataset and a large
amount of computational time. This frontal face
detector as well as other similar detectors scan all
positions of an image in several resolutions and pos-
sibly also several rotations and for each position the
classifier tries to estimate if the position contains an
object of interest (e.g. face) or whether it contains
background. Scanning of an image by a classifier
is demonstrated in Figure 1. Considering that to
detect an object in any position, scale and orienta-
tion requires to scan possibly millions of positions,
the classifier has to be extremely fast. The individ-
ual parts from which the Viola and Jones detector
consists, together reduce average computations per
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Figure 1: Scanning of an image by floating window.

Figure 2: Different types of Haar-like features used
in [12].

single image position to the order of hundereds of
instructions.

On the lowest level, Viola and Jones used Haar-
like features to extract information from images.
These features are 2D linear filters which consist of
small number of adjacent rectangular axis-aligned
areas. The sum of pixels in these areas is either
subtracted or added to the response of the feature.
Some prototypes of Haar-like features are shown
in Figure 2. These features can be computed very
fast and in constant time regardless the size of the
feature by utilizing an intermediate data structure
called integral image. The integral image stores
in each pixel sum of image pixels in a upper-left
rectangle defined by this pixel. A sum of arbitrary
axis-aligned rectangle can be than computed using
only four values in an integral image. To make
the classifier more robust to lighting changes the
responses of Haar-like features are scaled by recip-
rocal of standard deviation of pixel values in the
scanned image window.

The number of all possible Haar-like features
which fit even a small-resolution image is very large.
For example, the set of features used by Viola and
Jones numbers 180,000 individual features for sam-
ples of size 24×24 pixels. To create a compact clas-
sifier Viola and Jones used AdaBoost [2]. The Ad-
aBoost algorithm combines simple classifiers into a
single powerful classifier. By restricting the simple
classifiers to single feature, AdaBoost effectively se-
lect a set of most informative features and creates
a compact classifier at the same time.

The boosted classifier based on Haar-like features
computed on an integral image is itself relatively
fast; however, it is not yet suitable for real-time de-
tection. To reduce the detection time further, Viola
and Jones utilized an attentional structure which



they call detection cascade and which has form of
degenerated decision tree. The cascade consists of
several classifiers. Each of these classifiers is trained
to reject a portion of positions for which it is cer-
tain that they do not contain an object of interest
and the rest of position is passed to following clas-
sifier in the cascade which makes similar decision.
By chaining several such classifiers, a very low false
positive rate can be achieved while keeping the de-
tection time low. The reason that the detection
time stay low is that most image positions do not
contain object of interest and are rejected early in
the cascade. Moreover, the decision problem which
needs to be solved in the first stages of the cascade
is very simple and the first classifier can be very
simple (e.g. with only two Haar-like features).

The original approach by Viola and Jones was
subsequently extended by many researches. The
extensions focused on all aspects of the detector.
Some of the more important contributions improve
the original cascade structure of the classifier which
is not optimal. It discards all information gathered
by a stage even though this information is still rel-
evant for the following stages and also the lengths
of the stages and their operating points are not op-
timal. Probably the most important is the work of
Šochman and Matas [10]. Their WaldBoost algo-
rithm creates single classifier with rejection thresh-
old after each weak classifier. These thresholds have
the same function as the thresholds after stages in
cascade, however, the advantage is that no infor-
mation is lost between the stages. Also, the thresh-
olds are optimal in the sense that they provide the
fastest possible decision for requested false nega-
tive rate (on the training set). The same detec-
tion structure was also proposed by Bourdev and
Brandt [1] under the name soft-cascade; however,
their method for selecting thresholds is not optimal
and lead to much slower detectors.

Beside the Haar-like features, many image fea-
tures were proposed for object detection in the past.
Features like Local Rank Patterns [5], sparse gran-
ular features [6], Multi-Block LBP [13] are often
used. For the purpose of detection more articulated
objects and objects which are defined by distinct
edges, various types of Histogram of Oriented Gra-
dients provide good results. Extended Histograms
of Oriented Gradients [3] were specifically designed
for boosted classifiers and real-time detection.

Different boosting algorithms can be used to con-
struct the classifiers. The most usefull is the real
AdaBoost [9] which allows real-valued weak classi-
fier. The real value given by weak classifier is used
to convey their confidence. This modification leads
in faster convergence of the learning classifier and

Figure 3: Schematic view of the training frame-
work.

to more compact and faster detectors.
Several researchers investigated ways how to

speed-up learning of the detectors. The most effi-
cient way to do so is to sample training data in in-
dividual iteration of the boosting algorithm. Kálal
et al. [7] discus several data sampling strategies.

The web-application is built on top of a frame-
work originally intended research. The framework
supports training and testing of detection classi-
fiers. For detailed description of the framework
please refer to the [4]. The framework is written in
C/C++ programming language and it is command-
line application configured by rather complex XML
files. Algorithms contained in the framework are
designed for multi-core systems so when multiple
CPUs are present the training runs multi-threaded
using OpenMP interface.

The main learning algorithm supported by the
framewrok is WaldBoost [10]. However, it also sup-
ports the original cascade with AdaBoost [12]. The
tool aslo offers all image feature mentioned in the
previous text, several weak classifiers and also ad-
vanced data sampling methods. Together, the pos-
sibilities for training classifiers are extensive. The
configuration of this tool, however, is very compli-
cated as the number of basic configurable parame-
ters reaches order of tens and the user needs exten-
sive knowledge in order to follow all dependencies
(e.g. between types of features and weak classi-
fiers). Until now, no simple interface for generating
the XML configurations existed. Basic structure
of function blocks of the framework are shown in
Figure 3.

3 THE WEB INTERFACE

The interface supports several entities. These en-
tities are images, object types, annotations, image
sets, datasets, image features, configurations, de-
tectors, and detector results.



Figure 4: Interface of the web application.

Image sets are unstructured collections of images.
Images can be freely added to image sets by up-
loading new images to the server and they can be
also deleted. Image sets are the smalest units of
data and by selecting an annotated object type and
defining how samples should be extracted from im-
ages, an image set becomes a dataset which can be
already used for training or testing detectors.

The application allows only rectangular axis-
aligned annotation. The annotations can be im-
ported for an image set from a simple text file with
format:

imagename left top right bottom left top right bottom...
imagename left top right bottom...
...

Annotations can be also viewed, modified and
added directly in a simple image browser (see Fig-
ure 4) which is an integral part of the application.

The application distinguishes three types of
datasets. The first type is a positive dataset which
extracts samples overlapping object annotations.
Positive dataset is used in training to extract pro-
totypical samples of object of interest from images.
Directly opposite to the positive dataset is negative
dataset which extracts samples not overlapping an-
notated regions. This type of dataset is used to
extract background samples for training. The final
type of datasets is scanning dataset which is used
for testing of classifiers.

In training configuration, the user selects learn-
ing algorithm, possibly several types of image fea-
tures, weak learners, data sampling method and
datasets for training and testing. After the con-
figuration is prepares, the user can submit the task
to the server where it is added to a queue of wait-
ing jobs. Every waiting task is processed when
enough computing resources become available. The
user can monitor state of all of his scheduled tasks.
When a task is completed, user gets notified by e-
mail. The result of a task is usually a new classifier
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Figure 5: Block diagram of the web application.

and results of the classifier on possibly several test
sets in a form of receiver operating characteristics
and average precision. The user can also view re-
sponses of classifier in a form of graphical represen-
tation and download classifier responses in a form
of CSV file. An existing classifier can be tested by
simply assigning the classifier to task configuration
in which case the provided classifier is used instead
of training a new one.

All entities in the application are by default pri-
vate, but can be made public by the user who cre-
ated them.

The application contains public annotated
datases for training and testing dectors of frontal
faces, traffic signs and cars. Very important are
also the detailed tutorials which explain training al-
gorithms, data sampling, image features and other
aspect of detection classifiers. These tutorials come
with prepared configurations which a student can
modify and experiment with.

4 CONCLUSIONS

The presented application is publicly available and
anyone can experiment with detection classifiers or
train detectors on their own data. The application
provides simple to use user interface and can be
used for very fast experiments as well as for train-
ing state-of-the-art detectors. The application has
a potential to become a useful teaching tool for lec-
turers of computer vision courses and for other in-
terested people.

In the future work, we will focus on enhancing
of the user interface, which is not perfect yet, and
extending it with new functionality to provide bet-
ter user experience. As the training back-end is still
under development, we will constantly add new fea-
tures to the interface as they become available.
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