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Abstract

The aim of this paper is to enumerate major isguekesigning a lawful interception system for IRw&works.
Today, network and content providers are requiceddoperate with Law Enforcement Agencies (LEAS) in
order to provide a lawful interception (LI) simikaas it is required from telecommunication opersita.l in IP
networks is not as easy as in telecommunicationg. i@ajor challenge is the identification of a tedtlperson.
IPv6 brings new challenges, e.g. a support of teamgdP addresses, privacy extension or defaul6 lfewnels.
There are LI implementation recommendations givgn US law (Communications Assistance for Law
Enforcement Act — CALEA) or EU standards (defingdBuropean Telecommunications Standards Institute —
ETSI). Nevertheless, these documents do not céed hetworks. This paper overviews related docushand
current state-of-the-art. Then, it identifies isswé IPv6 LI and proposes possible approach to'siggentity
detection, and other issues related to IPv6 Ll @gpent — enhancement of privacy of users in snetivarks,
issues of multicast traffic and IPv6 transition meaisms. Finally, this paper shows an architectlealgn of the
system based on ETSI standard and describes howfEi@&ions blocks are designed. It also descrimse
basic considerations and issues when implementimgosed architecture. Proposed architecture is athppto
network devices. Suggested deployment of the syatlws for the scalability of eavesdropping widspect to
identified issues.
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1 Introduction

Lawful interception (LI) is a security process itish a service provider or a network operator oidleand
provides law enforcement officials with intercepsammunications of private individuals or organia@as. In
Europe, LI implementation is required by the Eleingational User Requirement 19951 that allows Lprevent
crime, including fraud and terrorism. Service pders are obliged to comply with LI standards andviae
traffic monitoring and recording required by a s#igwody called Law Enforcement Agency (LEA). Maming
architecture, standards for communication with L&Ad responsibility of network providers are specifin
standards ETSI TS 102 232-(1-5) [1], [2], [3], [H] approved by ETSI.

The service is well implemented in traditional pHeny (PSTN) within the telecommunication network
infrastructure based on circuit switching. Interised packet based network and its communicatioeg®ds on
different layers of OSI model. Header informatidragpacket transmitted over internet can changbepacket
moves from one network to another, especially orah@ L3 layers. This makes LI and namely deterrionatf
the target identification a crucial issue. Compagria traditional telephony, target identity canbet precisely
determined by single information from a data fladwt further data and their analysis is required @pHogs,
Radius logs, etc.).

Another issue is a point of interception since éa@nd non-target transmissions are often trarsfenterleaved;
consequently, separation of applications and retewdata is not a trivial matter. That activity régs
sophisticated methods and significant computing grown packet networks, packets of one flow cao &is
transported over different routes. In addition, ommication channels can be encrypted on applicdtual
which makes LI extremely difficult if not impossél

LI in IPv4 networks was mainly built on the facatiPv4 address is a unique identifier of the targmstly of a
network interface of a computer connected to thevork. Additional application-level information cdre used
to make the identification more precise, especialtil addresses, login names, etc. Today, theq@btPv6
comes to be deployed in a large scale. This bnieyg issues and challenges in the area of lawfatdéeption.



An IPv6 address is not a unique identifier of atHmscause of utilisation of temporary addresse, lbcal
addresses, privacy extension, etc. Migration fréhadl to IPv6 is also connected with deployment ofesal
types of tunnelling mechanism that provide IPv6ramtion over IPv4 infrastructure. Tunnels can bsused to
bypass LI monitoring points. All these aspects heaised new challenges for network providers thatehto
match lawful requirements and regulations overtheiworks.

This paper deals with the issue of lawful intergaptin IPv6 networks. It identifies main issues|BV6 that
makes LI more complicated and shows how these Sssae be settled in order to make LI in IPv6 neksor
possible. The paper proposes a system architefttutd in IPv6 and discusses basic components efsystem
including their relation to ETSI standards and resw@ndations.

The structure of the document is as follows. Theosd section makes a survey of current work andvkno
approaches. It also gives an overview of ETSI steshsl related to this work. The third section disessIPv6
challenges in LI monitoring. Special attention igeg to user identification. It shows what kindraftwork data
and services can be used to properly identify a oselPv6 networks, either in end-networks using L2
information, or on backbones from L3 informatiorheT main part of the document consisting of section
introduces the proposed architecture of a systamafeful interception in IPv6 networks. It describbasic
building blocks and their functionality. It alsoastss how intercepted data are collected and pregssed for
further analysis. Section 5 shows a scenario hevsyistem can be deployed. We conclude the papsection 6
with comments on the current development statibeo€onsidered LI system.

2 Current State and Related Work

Originally, LI was performed inside telecommunioatinetworks. In 1990s voice transmission over therhet
became possible and LEAs started to call for lamscerning interception within IP networks. In th&Al
network and service providers are required to coaipewith LEAs by Communications Assistance for Law
Enforcement Act (CALEA). ETSI introduced Europeatammendations for LI in ETSI TR 101 943 [6].
Requirements of both American and European Llsvarg similar. Generally, the LI system should béeéeto
provide LEA signalling information about perceivedmmunication. LEA may additionally request whole
communication context.

A few commercial companies have introduced thelutgems for LI. Commercial companies usually do not
release specification of their LI systems for peblowever, Cisco describes architecture of itsydtem in
RFC 3924 [7]. The goal of the Cisco architecturéoiprovide LI system that is compliant to the ddhws in
different countries. Agsacom based its LI system E6RSI recommendations and also provides general
architecture of its system [8].

The existing LI documents are based on the IPv4vadiays, IPv6 begins to replace IPv4. Huge addessesis
not the only novelty of IPv6 compared to IPv4. Ugyane IPv4 address is assigned per computetesfate.
IPv6 allows more than one IPv6 address to be usecbinmunication at the same time. IPv4 addresgrasent

is typically managed by network provider. ETSI nmewoendations on LI propose analysis of Radius
communication (in RFC 2865 [9]) to learn an IP addrof the suspect. A computer using IPv6 is oriiynable

to communicate with an address previously unknoavits network provider (modified EUI-64 in RFC 4291
[10], privacy extension in RFC 4941 [11]).

Mobility issues of IPv6 networks have already beksscribed by Rojas et al. [12]. The paper focuses o
movement prediction and minimising the configumatiof the intercepting probes in the network. Ourkvo
analyses issues more fundamental in IPv6 netwoekdssues that occur also inside immobile netaork

Colitti et al. [13] describe IPv6 tunnelling metfsoand tunnel detection. Tunnel detection is théctsisp for LI
system. Identification of the traffic is the followy step. National Institute of Standard and Tedtm (NIST)
published [14] guidelines how to deploy secure IPedworks. The guide warns network administratbies t
ignoring IPv6 in a network configuration does natan that IPv6 over IPv4 would not appear. We folthe
recommendations and apply them in the LI context. tOnnel detection is partially based on the glinés.

Cronin et al. [15] studied reliability of LI and gsibilities to confuse the system or even evadectien. One
part of our proposed architecture is dedicatedetea attempt to deceive the LI. They show thaettamnty of
traffic origin increases with distance (numbermgrmediary devices) between a suspect and intiémgegprobe.
We have utilised this knowledge and eavesdrop@inmeiformed as near to suspect as possible.

The VolIP interception is defined by ETSI [5]. Lissgm should detect both VolP signalling (includiogin and
logout attempts) and data communication. While Vsidghalling is transferred through dedicated Vo&Pvers



specialised for user location and call establisitmeata communication may be routed directly betwee
communicating parties. Karpagavinayagam et al. ft6posed a more detailed architecture of VolPraetgtion
system. The system is designed for voice commuait@nd does not deal with other applications. iThaper
tries to answer the question of the deploymentoofimonents of the LI system. They suggest that eetion of
all traffic and modification of the content of pa&t& so examination on the suspect's computer waatldeveal
the redirection would meet requirements on invigibiof an interception from the suspect’s point \0éw.
However, re-routing would introduce latency; thamsy reveal the LI.

We are developing LI system for IPv6 networks. €ntrstandards do not deal with the issues idedtifie
section 3. Following sections present a novel &chire designed to deal with the challenges.

3 IPv6 Challenges in Lawful Interception

What are the main differences between IPv4 and IRgarding lawful interception? Can an interceptor
distinguish traffic of a suspect from other usemstlee same LAN? Could LI located inside suspedhbll(e.g.
free Wi-Fi provider, campus network) provide moméormation than LI located behind a network layewvide
(e.g. LI inside ADSL or cable provider network)?wito identify a specific user in IPv6 networks? fansition
mechanisms have an impact on LI? In this sectiantry to answer these questions. To our best krugele
answers to these questions are not covered in-dpt®literature.

3.1 User Identification

User identification in the context of the LI depsrah the services that the intercepting entity jgi®s. Network
provider is required to intercept traffic basedtba information transferred on the network layethaf ISO/OSI
model. LEA may demand service providers to interegecific application data. Selection of applicatievel
communications is based on identifiers used by ideal applications. However, even network providetym
accept interception of a specific application comioations. LEA may take advantage of such inteioagf the
service provider is located outside LEA's admiaistn (i.e. in foreign country).

Within the IPv4 internet, computers typically usdgyoone IP address per interface configured eistetically or
dynamically. When dynamic configuration is usede thddress is usually assigned by DHCP server. The
assignment is always managed by network providawfll interception system is able to learn assighed
address by monitoring Radius traffic or DHCP t@affAlternatively, system logs of Radius or DHCPveemay
provide required information.

wE
Mon 072 Tue 08/2 Wed 08/2 Thu 10/2 Fri 1172 Sat 122 Sun 13/

AR P AM PM AM  PM AM | PM AM  PM AM FM AM PM
fe80: c62c 3 fel6 ardd [ |
147.229.3.105 Ol | [ (0 /N o [
2001:67¢:1220:3:acba:a1b6:6b14:6as8 1
2001:67c:1220:3:c62c-MF fe36:4M4d | E— I — |
2001:67c1220:31c24 Tad5 f16a Th26 T

2001:67¢:1220:2:257b:73f6 b78c5e0 | [N
2001:67c:1220:3:492d:5082:1cb5:2193

2001:67c:1220:3:50e4:eb41:56bd:588d A [ TURUUREEE | WTen o
2001:67¢:1220:3:51af €544 fbdb-a193 ]
2001:67¢:1220:2:8094 5a7 26a0:0427 I e vnne

2001:67¢:1220:2:90b5:33F47da:4e16

Fig. 1 - Network layer addresses used by one caenplutring one week

IPv6 brings new methods for address assignment.pOtars use more addresses per interface. A lin&l loc
address is generated automatically when an interfaenabled and the address is expected to befased
communication inside a LAN. Routers advertise nekwwefixes by ICMPv6 router advertisements (RAg)
which an operating system usually generates an #&dBess using modified EUI-64 [10]. Additionalprivacy
extension [11] may be used. In this case, operaystem periodically generates a new address shaded to
establish communication with computers outside ltA&l. RA may indicate that DHCPv6 should be used to



obtain another address. Fig. 1 - Network layer eski¥s used by one computer during one weekshaoaisd |
IPv6 addresses that are used during one week bgamputer. Moreover, the computer communicates bsem
than one IP address at the same time.

An LI system should be aware of these techniqudsbarable to identify a user even if privacy exiemss used.
There are several methods to achieve this goal.edemit depends on the ISP network architectureifatiee

ISP uses stateless (RA) or stateful (DHCPv6) addresfiguration. User identity can be achieved lonitoring

traffic or collecting information from router's ghibour cache or systems logs. These two optionslab®rated
in the following:

1.

Traffic monitoring: LI probe has to be suitably &ed in the network. It has to be placed in the L2
network together with the device we want to intptcét also has to have access to all traffic camin
through edge L3 switch or router. This can be aadeby configuration of mirror port on the router o
by using TAP device (passive device able to smitmork traffic). The probe is than capable to learn
IPv6-MAC binding. A MAC address is usually the scient identifier, because it has to be unique on a
LAN segment. A device using the privacy extensian configure several different IPv6 addresses on
an interface, but all these addresses will havesdme MAC address (see Figergor! Reference
source not found). Advantage of this solution is configuration ipgdadence — it does not matter if
stateless or stateful configuration is used. Tlib@meeds to be able to parse relevant packeto(RA
DHCPv6). This mechanism also allows LI system tadseequired messages (e.g. user logged in)
immediately. Disadvantage is high performance meguénts on the probe — it has to be able to handle
whole traffic coming through the router.

$ 1p a show etho
2: etho: <BROADCAST,MULTICAST,UP,LOWER UP= mtu 1500 qdisc pfife_fast state UP gl
en 1000
1 link/sether 00:27:0e:11:9c:fe brd ff:ff:ff:ff:ff:ff
2 1net 147.229.13.162/23 brd 147.229.13.255 scope global etho
3 1net6 2001:67c:1220:80c:bo9f7:f7ec:9fbf:9360/64 scope global temporary dynami
c
valid_lft 257152sec preferred_Lft 6352sec
4 1netB 2001:67c:1220:80c:f8a2:6599: fh38:27e6/64 scope global temporary deprec
ated dynamic
valid 1ft 248784sec preferred Lft Osec
4 1net6 2001:67c:1220:80c:4cd0:5326:bd20:cd52/64 scope global temporary deprec
ated dynamic
valid_1ft 240687sec preferred_lft Osec
4 1inet6 2001:67c:1220:80c:e04e:2f54:8b44:4259/64 scope global temporary deprec
ated dynamic
valid_1ft 232374sec preferred_Lft Osec
4 1net6 2001:67c:1220:80c:dc79:7802:4eSh:eBeb/64 scope global temporary deprec
ated dynamic
valid_l1ft 223995sec preferred_Llft Osec
4 1inet6 2001:67c:1220:80c:5889:2923: 8c6h: 8506/64 scope global temporary deprec
ated dynamic
valid 1ft 215606sec preferred 1ft Osec
4 1netf 2001:67c:1220:80c:3che:38b4:112b:c757/64 scope global temporary deprec

Fig. 2 - Interface of a computer with 1) MAC addre?) IPv4 address, 3) active privacy extensiord lRddress,

4) deprecated privacy extension

Collecting necessary information from more sour@<dCPv6 log, Routers neighbour cache): e.g. via
syslog or polling devices directly, can be anothelution to identify a user in an IPv6 network.
LI probe needs to poll data from routers neighbcache, if stateless configuration is used, or from
DHCPv6 server — for a stateful address assignniNgighbour cache consists of IPv6 — MAC binding.
As described above, this should be sufficient imi@tion, if the probe is located in the same LAN
segment. A DHCP Unique Identifier (DUID) can bertead from DHCPV6 logs. The DUID identifier
can be e.g. MAC address, concatenation of timeMAQ address or something completely different.
Most common identifier used today is a concatenatibtime and MAC address. The probe can learn
MAC address from this DUID. This is not recommentdgdRFC 3315, because clients and servers must
not interpret DUIDs. However, this solution is wimdx and some network administrators have already
deployed similar system because it overcomes satimer dimitations of DUID. An advantage of
collecting necessary information is the simplicity the probe. A disadvantage is that necessary
messages are not send immediately but with a galiterval delay.



3.2 Interception by Internet Service Providers

Small office/home office (SOHO) LANs are reguladpared by more than one user. These networks are
connected to an internet service provider's (IS$lork through ADSL, cable link etc. by a devaygerating

on network layer (e.g. router). An LI inside a SOH®twork could reveal an investigation in progress.
Consequently, data from SOHO networks are inteecepy ISPs.

IPv4 SOHO networks have usually only one globaldiRddress assigned. Network address translatiom(NA
enables communication between SOHO LAN and InterAatISP sees that all traffic of a SOHO network
originates from a single IPv4 address. Thus, aniSRot technically able to distinguish computerside a
SOHO LAN.

NAT translation is not required for IPv6 networksuks to the size of the IPv6 address space. llfsgdtem was
able to distinguish suspect's IPv6 addresses ffewd bddresses of other users inside the same SOMO L
interception of benign traffic could be avoided.fohtunately, a network provider is not able to det@e if an
IPv6 address belongs to the suspect or not. InrasmtLEA possesses extended knowledge of intdarept
targets and during examination of intercepted datadetermine whether an IPv6 address belongsusect or
not. In latter case LEA can order network acceswiger not to intercept traffic of specific IPv6 drdss and
consequently increase privacy of other users shhaiBOHO LAN with a suspect.

3.3 Multicast

Multicast provides a possibility to send messagea group of computers while minimising requiredwuek
bandwidth. Multicast was rarely used inside IPvéwmogks. As a result, interception of multicast fi@ais not
covered by ETSI documents. On the contrary, mugticsaone of key features of IPv6 networks. A saspaght
exploit multicast groups for communication with ethcompanions. Therefore, multicast traffic produce
consumed by a suspect should be intercepted.

Network hosts employ Multicast Listener DiscovelLO) [17], [18] to subscribe to a multicast groupevices
operating on network layer process MLD messagesetivork layer device already listens to the retpees
multicast group, it does not send any MLD messagiside the original LAN. The LI has to be performed
between an interception target and the first dewperating on the network layer to provide suffitie
information about membership of a suspect in madtiqgroups. When a LI is located outside the LANaof
interception target, it is not technically possitdedetermine whether a suspect or another haseimetwork is
trying to join a multicast group.

3.4 Transition Mechanisms

Transition mechanisms were proposed to allow cdioreof an IPv4 host to an IPv6 network, if a natiPv6
connectivity is not deployed. Several transitiocht@ques are available. Most used techniques are(6ee RFC
2473 [20] and RFC 3056 [21]), Teredo (in RFC 4388]] and ISATAP (in RFC 5214 [23]). These mechaism
use encapsulation of an IPv6 datagram in an IPtaigdam (Protocol field in an IPv4 header is setXpor in a
UDP datagram. Windows OS have these techniquedeshblp default and if a native IPv6 connectivitynist
available, they try to obtain IPv6 connectivityngithese tunnelling mechanisms.

6to4 mechanism is used if a device has public |&ddress. It uses direct encapsulation of an 1Pv&gdam
inside an IPv4 datagram. Teredo allows obtainings|Ponnectivity even behind NAT so it is usuallyedsin
SOHO networks. Teredo encapsulates IPv6 datagnartRvid-UDP packets. ISATAP is mechanism which let
IPv6 islands inside an IPv4 network connect to IRuérnet. It uses the same encapsulation techragugo4:
an IPv6 datagram inside an IPv4 datagram with odtiield set to 41.

LI systems should be aware of these techniquesl prdbe needs to decapsulate traffic, and intereefatrget
even inside a tunnel. This is not trivial e.g. T@redo mechanism where every UDP packet payloadsrieebe
examined if it contains an IPv6 header.

4 Proposed architecture
The architecture of lawful interception system defi by ETSI technical specifications comprises sd®ocks

performing specific functions (see Fig. 3). In flodlowing text we describe the proposed implemeaoatabf
these blocks.
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4.1 Administration Function

The purpose of the administration function (AF)tés handle requests from a LEA for interceptionshto
performed on the side of the intercepting entityn iiterception target is identified by a unique nitiliger;
however, its form varies according to the type aimunication network at the particular network pdev or
service provider (e.g. Network Access Identifieedisn mobile networks to authenticate users, caimdem
identifier, or IP address). The internal structof¢he AF is described in Fig. 4.

request reguests -

nterception
configuration

- l-\
. - - | Automatic
Stal’tmg(\nr;‘t;;ic;g::g: failures Controller | H 1 Data
interception @ Manipulation
Interception state changed System State state changes
@Scheduler cxpired intorcephian @Repom‘ng a al T

i-________/
e Data
new Active active Storage
interception Interceptions intercoptions . 7
INI1a,b,c INIlc —

Fig. 4 - Administration Function architecture

The controller (1) accepts interception requesisift EAs via handover interface (HI1) defined by ETSIng a
well-defined format. These requests include antifleation of a target inside a monitored netwoekg; name of
the user, its telephone number etc.). This comnatioic must proceed in a secure way (e.g. using VPN
connection). The trusted employee will then anatpserequest. This transformation includes setingetwork
identifier, duration of interception process, antyge of the interception (i.e. signalling databath signalling
data and content of the communication). Signalilatp are called Intercept Related Information (IRigte that
network identifier specified in this step is notassarily an IP address, since such informatiatefmitely not
known prior to the connection establishment of dlsers connecting dynamically (e.g. ADSL connecliots
most cases, it would not be an IP address in IRw#orks.

Internal configuration requests are then inserntethé priority queue of waiting interceptions (2)ave requests
are handled according to the scheduler (3). Inpime Scheduler (3) handles both priority queueth sictive
and waiting interceptions. Moreover, it configuthe Content of Communication Trigger Function (CCaRd
Intercept Related Information Internal Interceptiamction (IRI-IIF) blocks. System State Report{dy informs
the LEA about ongoing and scheduled interceptiom$ possible failures in the system during intenoept
process.



4.2

IRI-IIF block creates IRI information that includasser attempts to connect to the network (botleesssful and
not), changes in the connection status, serviceifgpaletails and timestamp information. The detail

architecture is in Fig. 5.
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IRI-IIF block receives data from two sources arahsform them into IRI. First source is a pre-prseésdata
such as logs and other outputs of applications fisedetwork monitoring. The second input is raviwark
traffic.

There are two data storages for system configuralibe L2-L.3 Address Mapping storage (1) saves rimgpgf
network layer (logical) addresses to one link lajgysical) address. The mapping is created indigaty of
active interceptions. The system needs to examat@ provided from neighbour cache, ARP cache othano
similar mechanism. The mapping is effective if thierception is located in the suspect's netwanterteption
L2-L4 Configuration storage (2) keeps identifiefsaotive interceptions (e.g. MAC addresses, |IP esklrs and
ports).

The analyser (3) gathers suitable application ks selects entries that define a required int¢iepr a new
IRI. IRIs are sent to Mediation Function directhnalyser also processes entries in a neighbourecaod an
ARP cache and creates mapping of logical addretssgdysical addresses and stores it in L2-L3 Addres

Mapping (1).

The Tunnel detector (4) inspects a copy of defragetenetwork traffic. The Network Identifier Detigat (5)
detects events that trigger an interception. Theava configuration with new rules for interceptiaagpassed to
the Interception L2-L4 Configuration (2). Traffibat is not a subject of any interception is droppHEike IRI
detector reconstructs flows and constructs IRI (6).

4.3 Mediation Function

The main purpose of the Mediation Function (MF, Beg FError! Reference source not found) is to process
IRl and Content of Communication (CC) that are fatted according to the delivery specification of ttaw
Enforcement Monitoring Facility (LEMF). Note thall incoming and outgoing data have to be encrypited
order to prevent the unauthorized eavesdroppingaaatysis of intercepted packets.

The structure of the Mediation Function is depidte#ig. 6. At the input, there are buffers for frary storage
of incoming interception data (IRl and CC) thatadikes functions performing data pre-processing. TRie
buffer (1) correlates records intercepted by diffémetwork devices. CC buffer (2) searches fomkmattempts
to deceive the system [15]. If such attempt is cletk a new IRI is constructed to inform LEMF. Hanelo
Managers and Delivery Functions provide interceptaich to LEMF. There is one Handover Manager for(8R
and one for CC (4), one Delivery Function for ead&MF and each type of intercepted data presenhén t



Mediation Function. Handover Manager is intendedhtmage HI2 and HI3 interfaces for communicatiothwi
LEMF. It aggregates and completes payload, insedsired header, adds padding if necessary, sedects
communicates with particular Delivery Function.

The Delivery Function maintains connection with LEMkeep-alive mechanisms), encodes and decodes
messages to and from LEMF, encrypts the data pedvidy the Handover Manager using security credentia
obtained from LEA, checks integrity of data andfersf them at the output interface. Connection WHEMF is
provided using TCP protocol in order to prevenatadoss. System Alive Detection (5) reports faituto LEA.
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Fig. 6 - Mediation Function

Mediation function also monitors the state of otherction blocks and their interfaces (5). Wheneadailure
appears, details are passed to the AF where afféterceptions are identified. The AF subsequendtifies
LEAs.

4.4 Content of Communication Trigger Function, Contentof Communication Internal
Interception Function

Content of Communication Trigger Function (CCTF)ntended to manage Content of Communication lafern
Interception Function (CC-IIF) deployed in the jpartar network devices (e.g. probes, routers). C@a& to be
aware of the network topology and placement of GCdevices. CCTF creates configuration and remotely
communicates with CC-IIF devices.

Basically, the CC-IIF is a filtering probe that taes traffic intended for predefined intercepttangets based
on a filter configuration. The traffic is being ¢aped in both directions. Moreover, the probes must
implemented in such a way, that the interceptedsuseist not be aware of any monitoring. The CCeltErypts

and sends all captured traffic to the Mediationdtiam for further processing.

There is a heart-beat mechanism implemented irCthélF to keep overview of state of running prolzesl

interceptions in progress. Should a CC-IIF protasler any previous configuration would be erased @dmdng a
normal reboot, a configuration checkout would begyened through CCTF. The CC-IIF has to implemandit
mechanisms of the probe access in order to keek trfaall configuration requests and any unautteatiaccess
attempts. Naturally, all configuration communicatis encrypted as well. The content of communicetimy be
used for investigation purposes; therefore, no giashkould be lost during capturing and transfertimthe MF,

and a reliable protocol, e.g. TCP, should be used.



5 Expected Deployment

In the first part of the paper, we described cimgés of LI in IPv6 networks and presented architecoverview
of proposed LI system.This section concerns impigat®n of a proposed architecture in a real ndtveord
discusses several implementation related considasaand issues.

5.1 Network probes

During LI system implementation, mapping of funatid blocks (depicted on Fig. 3) to HW devices is an
important task. AF and MF (together with CCTF oa #ame device) are usually implemented by propyi€s/
solutions compatible with LI standards. LI itselint work without help of specialised probes appiately
deployed in Internet Service-Provider (ISP) netwdrkese probes have built-in IRI-IIF and/or CC-bBcks.
We can categorize probes by type of interceptdticthey should deliver:

» CC probes— Main goal is to intercept all content of comnuation from suspect. They should be able
to quickly filter high data throughput (in Gbps)C(Qrobes should also be able to buffer traffic dor
short period hence none would be lost during régardtion of interception.

* IRl probes — Their main goal is to intercept signalizatioaffic most preferably the one containing
suspect identity information. IRl probes shoulddide to generate and pass current intercept stream
meta-information to MF and CC-IIF. Although, IRIglres do not need to cope with high data
throughput, their control logic has to be more ssigdated (comparing to CC probes) in order to
process application layer data.

* CCI/IRI probes — CC/IRI probes combine above described functibnaf CC probes and IRI probes.

5.2 Deployment Strategies

CC probes should be located as close to suspepbssble. Best option is between target computer an
aggregation switch hence we could intercept allt@ffic and we could be sure that none would phssugh
unnoticed. However this solution is barely scalabjast imagine that for every suspect we need@dgrobe.

IRI probes work best if situated as close to enitipaf signalization traffic as possible. This gmoint could be
service-providing device (e.g. DHCP or Radius sereall managers and telephone private branch exgha
(PBX), email server, etc.) — more generally antivacdevice processing or working with suspect fides
network identity (see section 3). Problem with seadeployment of IRl probes depends on locatioeraf-
points. Those end-points could be placed insideutside of ISP network:

* Inside ISP network — Usually there’s no obstackeipig IRI probes near them. Some already existing
proprietary solutions [24] even integrate IRI-IIl6d&k into such devices (e.g. as a part of Radingesg

e Outside ISP network — In this case, the challesg® iselect a place in an ISP network where tracked
traffic indeed flows. Good choices are either okdito border routers (where possible traffic aéiast
is exiting ISP network) or on links to routers imstdbution layer (sufficiently close to suspect).
However, it strongly depends on specific situatod mostly on type of service to be intercepted.

5.3 Example Scenario

Multiple scenarios are possible based on real n&syd-ig. 7 shows one of them. CC probes are dislio
aggregation switches. This approach is scalablenfdtiple suspects eavesdropping of CC flows. TRepobes
can also intercept multicast traffic because ofselgroximity to a distribution router (which servas
IGMP/MLD designation router). Inevitable disadvajgais that the CC probe is unaware of communication
between two suspects on same LAN segment. Onerti®eis on link to DHCP server, other one is o kxk

to border router.
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Fig. 7 - Example scenario of deployment

6 Conclusion

There are several standards for LI available tledind requirements on intercepted data and ar¢hieof LI
system as a whole. Advent of IPv6 protocol unvedlgeral shortcomings of current LI specificatiobse of the
major concerns is user identification for IPv6 nnder use traditional IPv4 address assignment rdsti@urrent
identification methods employing RADIUS and DHCR aot sufficient for IPv6. Additionally, other fosrof
communication than one-to-one would become pereasiviPv6 networks. Multicast allows establishmeht
groups of network nodes identified by special IRadiresses. SOHO networks often share one globd IPv
address and thus separation of a specific SOHOonktser is technically impossible. In contraste do large
number of available IPv6 addresses, any two compute not share same IPv6 address. In cooperatibn w
LEA recognition of specific users using distinctv@Paddresses could be established; thus, privaaysefs
connected to SOHO networks could be increased.r@tbiges arise with using tunnelling mechanisms.

In our work we describe design of LI system. Wepmse techniques coping with aforementioned isshiais t
directly affect the LI system architecture. We grage our architecture into function blocks desitby ETSI
[19]. We partition those blocks into separate desvicWe discussed considerations and issues codneitte
deployment. The entire system is under developraedtfuture work will include experience with thesm
implementation and its operation.

7 Acknowledgement

This work is part of the project VG20102015022 sunped by Ministry of the Interior of the Czech Réfia and
was partially supported by the research plan MSM@382528. We would like to thank Miroslav Svéda and
Ondej RySavy for their help during the preparatioritaf paper.

8 Bibliography
[1] ETSI. Lawful Interception (LI); Handover Interface and Service-Specific Details (SSD) for IP delivery; Part
1: Handover specification for IP delivery. 2006. ETSI TS 102 232-1 V2.1.1.

[2] ETSI. Lawful Interception (LI); Handover Interface and Service-Specific Details (SSD) for IP delivery; Part
2: Service-specific details for E-mail services. 2009. ETSI TS 102 232-2 V2.4.1.



[3] ETSI. Lawful Interception (LI); Handover Interface and Service-Specific Details (SSD) for IP delivery; Part
3: Service-specific details for internet access services. 2009. ETSI TS 102 232-3 V2.2.1.

[4] ETSI. Lawful Interception (LI); Handover Interface and Service-Specific Details (SSD) for IP delivery; Part
4: Service-specific details for Layer 2 services. 2010. ETSI TS 102 232-4 V2.2.1.

[5] ETSI. Lawful Interception (LI); Handover Interface and Service-Specific Details (SSD) for IP delivery; Part
5: Service-specific details for IP Multimedia Services. 2007. ETSI TS 102 232-5 v2.1.1.

[6] ETSI. Lawful Interception (LI); Concepts of Interception in a Generic Network Architecture. 2006. ETSI TR
101 943 v2.2.1.

[7] Baker, F., Foster, B. and Sharp, CRFC 3924 - Cisco Architecture for Lawful InterceptlP Networks.
[Online] October 2004. http://tools.ietf.org/htnfit/8924.

[8] Agsacom.Lawful Interception for IP Networks - White Paper. 2005.

[9] Hinden, R. and Deering, S.RFC 4291 - IP Version 6 Addressing Architectu@nline] February 2006.
http://tools.ietf.org/html/rfc4291.

[10] Narten, T., Draves, R. and Krishnan, S.RFC 4941 - Privacy Extensions for Stateless Addres
Autoconfiguration in IPv6. [Online] September 200tp://tools.ietf.org/html/rfc4941.

[11] Colitti, L., Di Battista, G. and Patrignani, M. Pv6-in-IPv4 Tunnel Discovery: Methods and Experitaé
Results| EEE Transactions on Network and Service Management. April 2004, pp. 30-38.

[12] Rojas, A., Branch, P. and Armitage, G Predictive Lawful Interception in Mobile IPv6 Netvks. | CON
2007 - 15th |IEEE International Conference on Networks, 2007. November 2007, pp. 501-506.

[13] Rigney, C., et al.RFC 2865 - Remote Authentication Dial In User 8&(RADIUS). [Online] June 2000.
http://tools.ietf.org/html/rfc2865.

[14] Frankel, S., et al. Guidelines for the Secure Deployment of IPv6. National Institute of Standards and
Technology, 2010. p. 188. NIST Special PublicaB60-119.

[15] Cronin, E., Sherr, M. and Blaze, M. On the (un)reliability of eavesdroppintnt. J. Secur. Network.
February 2008, Sv. Ill, 2, pp. 103-113.

[16] Karpagavinayagam, B., State, R. and Festor, QMonitoring Architecture for Lawful Interception MolP
Networks. 2007.

[17] Deering, S. and Fenner, WRFC 2710 - Multicast Listener Discovery (MLD) fti#v6. [Online] October
1999. http://tools.ietf.org/html/rfc2710.

[18] Vida, R. and Costa, L.RFC 3810 - Multicast Listener Discovery VersiorfNLDv2) for IPv6. [Online]
June 2004. http://tools.ietf.org/html/rfc3810.

[19] ETSI. Lawful Interception (LI); Interception domain Architecture for |P networks. 2006. ETSI TR 102 528
V1.1.1.

[20] Conta, A. and Deering, S.Generic Packet Tunneling in IPv6 Specificationnli@e] December 1998.
http://tools.ietf.org/html/rfc2473.

[21] Carpenter, B. and Moore, K. Connection of IPv6 Domains via IPv4 Clouds. [Oe]ifrebruary 2001.
http://tools.ietf.org/html/rfc3056.

[22] Huitema, C. Teredo: Tunneling IPv6 over UDP through Networkdfeks Translations (NATS). [Online]
February 2006. http://tools.ietf.org/html/rfc4380.

[23] Templin, F., Gleeson, T. and Thaler, DlIntra-Site Automatic Tunnel Addressing ProtocdAITAP).
[Online] March 2008. http://tools.ietf.org/html/B214.

[24] Cisco.RADIUS-Based Lawful Intercept . [Online] March 200
http://www.cisco.com/en/US/docs/ios/12_2sb/featyuiefe/sb_radlw.html.



