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Abstract. This paper explores the concept of image-wise tagging. It
introduces a web-based user interface for image annotation, and a novel
method for modeling dependencies of tags using Restricted Boltzmann
Machines which is able to suggest probable tags for an image based on
previously assigned tags. According to our user study, our tag sugges-
tion methods improve both user experience and annotation speed. Our
results demonstrate that large datasets with semantic labels (such as in
TRECVID Semantic Indexing) can be annotated much more efficiently
with the proposed approach than with current class-domain-wise meth-
ods, and produce higher quality data.
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1 Introduction

1 Automatic or semi-automatic image tagging, classification, and semantic anal-
ysis is one of the important and open problems of the contemporary image data
management.

Obtaining high-quality annotations for large image and video datasets is
paramount in the area of all types of classification and especially semantic clas-
sification 2. The annotated datasets are being used not only to learn the semantic
classifiers, but they are needed also for evaluation of different approaches, and for
comparisons of the results in order to reliably identify and evaluate the promis-
ing methods. We propose the idea that such datasets including large number
of semantic categories could be efficiently obtained through annotation of one
image or video shot at a time (image-wise tagging) provided the system suggests

1 Paper will be presented at ACIVS 2012 and published in LNCS. The original pub-
lication is available at www.springerlink.com.

2 Semantic classification of images is understood as an assignment of semantic tags to
images or parts of images. The tags can represent objects (e.g. car, person, build-
ing), conditions (e.g. sunny, winter, outdoor, fog), activities (e.g. singing, dancing,
running), or possibly other relevant semantic categories.



the likely tags based on the content, tags assigned to near-by images, and also
based on tags already assigned to the currently annotated image or video.

ITS (Intelligent Tagging System), the web-based image tagging system we
implemented for this purpose, suggests tags for an image or video by modeling
dependencies between tags assigned to an image using Restricted Boltzmann
Machines [3] (RBM), and through utilizing tags of temporally collocated images
from the same gallery. The objective of the tag suggestion methods is to allow
image-wise tagging (assign tags to an image) rather than class-domain-wise
tagging (assign images to a tag). According to the user testing we performed, this
approach makes tagging faster, easier to use, more intuitive, and more precise.
The produced dataset contains significantly more annotations of infrequent tags,
since it makes tagging of rare classes more probable compared to the class-
domain-wise tagging.

Several existing datasets contain enough tagged images to make learning and
comparison of semantic image classifiers possible [11, 4, 12, 6, 5]. These datasets
were annotated using various tagging methods, typically by creating a taxonomy
and adding positive and negative examples in each class manually, or by search-
ing on Internet and checking the search results by hand [4, 12]. Each image in
such datasets is assigned only to a single class, which inhibits class correlation
analysis. When attempting to find tag correlations, for example for the sugges-
tion of co-occurring tags, data generated this way cannot be used.

Alternatively, TRECVID semantic indexing dataset [9] is annotated by Ac-
tive Learning [1] and contains annotations of possibly 500 tags for each video-
shot; however, positive examples are rather sparse in this dataset. The Active
Learning is a class-domain-wise annotation approach. It utilizes a network of
classifiers, which are organized in such a way as to take into account a variety
of low level features and descriptors. These include text, local and global visual
information, as well as conceptual context. The classifiers are iteratively trained
on currently available annotations and provide users with examples which would
be most informative when annotated for a given tag.

Outside computer vision research, usage of visual media databases becomes
more common and the amount of available content grows rapidly. Semantic in-
formation in the form of tags greatly improves the ability to search and browse
such databases. As opposed to visual information, semantic information is more
useful for navigation in the databases; however, it is also much harder to ex-
tract from the contents. At the present, reliable extraction of general tag-level
semantic information from images is not possible, and state-of-the-art methods
provide only mediocre results [9]. Reliable and broad semantic information has
to be currently provided by users.

Existing media databases (e.g. Flickr and YouTube) allow users to tag the
content they upload by typing words or by selecting from a list of tags auto-
matically suggested based on previously added tags. Methods used in our image
tagging system are directly applicable in such databases, and the obtained exper-
imental results are relevant, to an extent, for such applications as well. Among
others, the experiments show that tagging using the tag suggestion provides



richer information, and that the users find it more pleasant and straightforward,
indicating that users would be more inclined to tag content with good sugges-
tions.

The paper first presents the description of the proposed semi-supervised pre-
diction method and the technical description of the web user interface. The
experiments and results are presented in Section 3 together with discussion of
the results. Finaly, the paper is concluded in Section 4.

2 Suggestion engine

A key part of ITS is the suggestion engine3, which makes a prediction of likely
tags, given current positive and negative tags on an image. We have combined
a method with a global prior on tag co-occurrence (Restricted Boltzmann Ma-
chine), with a method for using information from tags in concurrent images
(local tag suggestion). We have chosen these methods to make it possible to use
the annotation system for various types of data (independent images, related
images, video sequences), and in various ways to allow flexibility.

2.1 Restricted Boltzmann Machine

RBM is an undirected bipartite graphical model [3]. It defines a probability
distribution over a vector of visible variables v and a vector of hidden variables
h. In the RBM model, the visible variables are independent of each other when
the hidden variables are observed and vice versa.

For the purpose of modeling dependencies among semantic tags, the visible
variables v, each corresponding to presence of a tag, are binary. In our work, the
hidden variables h are binary as well.

The joint probability over v and h is defined as

p(v,h) =
exp(−E(v,h))

Z
, (1)

where Z is a normalization constant and E is energy function given by

E(v,h) = −v>Wh− v>bv − h>bh, (2)

where (W ) is a matrix of weights between elements of v and h, and bv and
bh are biases of visible respective hidden variables. Conditional dependencies
between the visible and hidden variables are expressed as

p(h|v) = σ (Wv − bv) and p(v|h) = σ
(
W>h− bh

)
, (3)

where σ() is a sigmoid function.
As a generative model, RBM could be trained using maximum likelihood.

However, derivatives of the likelihood are intractable. To overcome this problem,

3 The ITS system is available at http://medusa.fit.vutbr.cz:15161.



Hinton [7] introduced a practical approximation called Contrastive Divergence
(CD). The CD algorithm computes gradients for optimization as

∇W = 〈vh〉data − 〈vh〉recon (4)

∇bv = 〈v〉data − 〈v〉recon (5)

∇bh = 〈h〉data − 〈h〉recon, (6)

where 〈.〉data are expectations with respect to the distribution of data and 〈.〉recon
are expectations with respect to the distribution of reconstructed data. The
reconstructed data is obtained by starting with a data vector on visible variables,
and sampling first from distribution p(h|v) and then p(v|h) (Equation 3).

In the context of tag suggestion, the task of RBM is to provide marginal
probabilities of unobserved tags which constitute the visible variables v as more
and more tags become observed (by actions of a user). Several algorithms could
solve inference in in the RBM model. We chose Gibbs sampling which draws
several samples from the RBM distribution. The means of marginal distributions
E(p(vi)) can then be computed from the the samples. Gibbs sampling starts by
assigning random values to unobserved variables, and a sample is obtained by
iterating between computing p(h|v) (Equation 3) and sampling from it, followed
by computing p(v|h).

As it is not practical and/or desirable to obtain a large training dataset
where presence or absence of all tags for all images would be known due to a
large number of possible tags (hundreds or thousands), inevitably, such dataset
has to have sparse annotations, and the learning algorithm has to handle situa-
tions where potentially large portion of the tags is unobserved. Several methods
for handling missing training data in the context of RBM were proposed. Single
missing value can be easily filled by sampling from its exact conditional distri-
bution (it is known for single unobserved variable). More missing values can be
treated in the same way as the other parameters [8] if they are updated often
during learning. This approach is efficient only on training sets of limited size.
Salakhundinov et al. [10] introduced a radical way of dealing with missing val-
ues by using RBMs with different numbers of visible units for different training
cases. This approach is able to handle very sparse data; however, it no longer
produces a single RBM model.

In our work, we decided to use Gibbs sampling to fill the unobserved values
in the training data. For the CD gradients (Equation 4), the data means 〈.〉data
have to be computed. This can be done by drawing samples from the distribution
of the unobserved visible variables conditioned on the observed visible variables.
This distribution is not known during learning of the RBM model. However,
current imperfect RBM model can be used instead as an approximation. When
a sample from the distribution of the visible data is obtained, the CD algorithm
proceeds exactly as described in Section 2.1.

2.2 Local tag suggestion

Aside from the RBM suggestion method, tags are also suggested if they are
positively annotated in nearby images in the gallery. A gallery is viewed as a



chronological sequence, with images {Ii}Ni=1. When generating suggestions for a
given image Ii, each tag is given a weight ω, given by

ω =

N∑
i=1

1

log(|p− i|+ 1)
∗ has tag(Ii), (7)

where

has tag(Ii) =

1 if the tag is positively annotated on Ii
−1 if the tag is negatively annotated on Ii
0 if the tag is not annotated on Ii

The 1
log(|p−i|+1) term ensures that closer annotations have more weight on ω,

and the has tag(Ii) term ensures that positive annotations have positive weight,
negative annotations negative weight, and all others are ignored. Tags are then
ordered by their ω from highest to lowest. Any tags with ω > 0 are then sug-
gested, in this order.

2.3 Integration of Suggestion and User Interface

When suggesting n tags, bn/2c are from the RBM model, bn/2c from local tag
suggestion, and if n is odd the remaining one is chosen with either method with
equal probability. That ensures that when only one tag is being added, neither
method is favoured.

When an image is loaded, 15 tags are chosen and three annotating options
are available to the user. As seen in Figure (picture of the web), they are as
follows:

1. Each of the 15 suggested tags is presented with a ”check” and a ”cross”.
When clicking check, the tag is added as positive annotation, the cross adds
negative annotation. When clicking either, the tag dissapears from the sug-
gestion list, and a new one is added at the end of the list.

2. The user can use an autocompleting text field, where any typed word or part
of a word is matched with all occurrences in existing tags as a substring. For
example, when typing person, the user is presented with ”person”, ”male
person”, ”female person”, and others. This ensures that when no information
is given yet, the user can easily add information that’s compatible with the
current collection of tags in the database. When any of these is clicked, it
gets added to the current suggestion, and the suggested tags are refreshed
accordingly. Users are allowed to enter new tags which are not yet in the
database; however, such tags are not immediately considered by the RBM
model. It is more appropriate to add new tags to the RBM model when the
number of positive annotations of such tags increases over certain threshold
in order to prevent saturating the model by rare or otherwise irrelevant tags.

3. Given the chronological sequence of images, three preceding and three suc-
ceeding images are shown on the right. When any of these is clicked, the
positive tags that have been annotated on that image are copied over to the
current image, and the suggested tags are refreshed accordingly.



Fig. 1. Typical view of the ITS web interface. Annotation option parts are outlined in
red.

The suggestion operation takes on average 0.1 seconds, making the system
responsive and allowing quick interaction with the user. In case of sequential
video frames, this interface allows users to seamlessly copy tags from previous
images to the current one, either by copying tags from the three preceding and
three succeeding images, or by selecting the suggested local tags. Another use
scenario is the annotation of holiday photos with recurring themes, people, and
elements. In the case of unusual images and tags that are not a priory likely, the
RBM suggestions may not be accurate very useful at first; however, by providing
one or several tags relevant to the image (e.g. by using the autocompleting text
field) will make co-occuring tags likely to be suggested.

3 Experiments and Results

In order to identify the usability and usefulness of our system, we performed
two experiments with users: testing with untrained individuals with minimal



Fig. 2. Precision-Recall Curves of tag suggestion for different numbers of known tags
per image. The curves are for different probabilities that the tags in the TRECVID
2011 semantic indexing dataset are known.

support, and testing with expert annotators for an extended period of time.
In order to make the test replicable, we used only images and tags4 from the
TRECVID 2011 Semantic Indexing task5, and disabled the feature to add new
tags.

Besides the reproducibility of the experiments by others, there are several
other advantages of using the TRECVID data. A part of the data is already
annotated and can be used to learn the RBM tag-dependency model. Further,
the dataset was annotated by Active Learning [2] which provides a baseline for
comparison.

In addition to the user study, the ability of RBM to model dependencies
among tags and the ability to estimate marginal tag probabilities by Gibbs
sampling was tested on the TRECVID data. This experiment gives an objective
information of the RBM suggestion system alone.

3.1 RBM suggestion

The RBM tag suggestion was tested on a training dataset for semantic indexing
task from TRECVID 2011 evaluations. The dataset consists of 400 hours of
video from which over 260 thousand images (key-frames) were extracted. For
the dataset, 345 semantic classes were annotated by Active Learning6 [2]. Total
14M shots-level annotations were collected (approximately 16 %). Note, that
only 400 thousand of the annotations are positive. On average, there is over

4 Examples of the classes are Actor, Airplane Flying, Bicycling, Canoe, Doorway,
Ground Vehicles, Stadium, Tennis, Armed Person, Door Opening, George Bush,
Military Buildings, Researcher, Synthetic Images, Underwater and Violent Action.

5 http://www-nlpir.nist.gov/projects/tv2011/tv2011.html
6 http://mrim.imag.fr/tvca/



Fig. 3. Normalized numbers of positive (left), respective negative (right) annotations
for classes in TRECVID 2011 semantic indexing dataset as annotated by Active Learn-
ing [1] and ITS expert users. Scales of y-axes are logarithmic.

1100 positive and 42 thousand negative annotations for each class. Distribution
of annotations is shown in Figure 3.

The TRECVID dataset was divided into two parts. First7 200 thousand key-
frames were used for training. From the remaining 60 thousand key-frames 20
thousand were randomly selected for testing. Key-frames from a single video
were assigned exlusively to only one of the sets.

Precision-recall curves (PRC) were computed on the testing part of the
dataset for for probabilities 0 %, 20 %, 40 %, 60 % and 80 % that the annotated
tags are known - known tags were sampled randomly and independently for each
key-frame. Note that even for the high probabilities, only a small number of tags
per a key-frame are actually known due to the fact that only 53 tag annotations
are available for a key-frame on average.

The optimal strength of L2 regularization (weight decay) and size of the
hidden layer was selected by grid search using cross-validation. The CD train-
ing process iterated 20 times over the training set before terminating, and the
marginal probabilities of tags on the testing set were estimated using fifty sam-
ples. The actual size of the optimal hidden layer was 64. Adding more hidden
variables did not improve modeling tag dependencies, and it reduced the ability
of RBM to model a priori probabilities (when no tags are known for an image).

Results in Figure 2 clearly show that the RBM combined with Gibbs sam-
pling can utilize the information provided by the known tags, and that precision
significantly improves with the number of known tags. The PRC for 0 % of known
tags corresponds to a priori probabilities of tags, and it exhibits the relatively
good results due to unbalanced counts of positive annotations of the individual
classes.

7 Videos were sorted according to their titles.



Fig. 4. Black squares represent a significantly better outcome in the user evaluation,
according to the questionnaire. The questions allowed a 1 − 5 rating on effectiveness,
pleasantness, amount of images, amount of tags per image, perceived method intelli-
gence, and whether the method saved time.

3.2 Testing by Untrained Users

10 randomly selected technical university students were asked to use 4 different
tag suggestion methods using our system, with as little training as possible. The
4 methods are:

1. none — no suggestion method
2. RBM — only Restricted Boltzmann Machine suggestion (Section 2.1)
3. local — only local tag suggestion (Section 2.2)
4. RBM+local — the combination of Restricted Bolzmann Machine and local

tag suggestion, as presented in section 2.3

The methods were ordered randomly and the user was not told which is which.
After using each method, the user was asked to answer a questionnaire with
questions regarding the rating and usability of the method, and data regarding
the amount of annotations created was stored.

According to the results (Figure 5), RBM and RBM+local suggestion
methods allow significantly8 faster annotation. There were no significant differ-
ences between RBM and RBM+local, nor between none and local. Accord-
ing to the questionnaire, method none is found by the users to be significantly9

inferior to all the other methods in almost all aspects. No other significant dif-
ferences were found, except that RBM and RBM+local received better marks
in the ability to facilitate annotating more tags per image compared to local.

3.3 Testing by Expert Users

Three expert users were asked to use the combined tag suggestion method (Sec-
tion 2.3). The users previously took part in TRECVID 2011 collaborative an-
notations [1], and had at least two hours experience with ITS. The users spent

8 Using the paired t-test at the 10% significance level.
9 Using the Mann-Whitney U test at the 10% significance level.



Fig. 5. The top graphs show the mean number of tags assigned per hour with confidence
intervals at 90% significance level. The bottom graphs show black squares where the
column methods annotate significantly more tags per hour than the row methods.

a total of three hours annotating randomly selected videos from the TRECVID
dataset.

In this setting, the number of positive and negative annotations assigned
per hour was 448 and 3085 respectively, averaging 13.1 positive annotations per
image. The annotating speed compares very favorably to class-domain-wise an-
notation for which the authors of [1] expect 2 seconds per annotation; moreover,
only 2.5% of the annotations in the TRECVID 2011 SIN [9] dataset are positive.
Distribution of the annotated tags is shown in Figure 3. When compared to the
original distribution of tags obtained by the Active Learning method [1], the ITS
tags have a heavier tail distribution for both positive (kurtosis 8.35 in TRECVID
and 4.18 by ITS), and negative annotations (kurtosis 2.18 in TRECVID and 1.98
by ITS).

3.4 Discussion

According to the distribution of tags obtained by ITS (Figure 3), infrequent
classes are more likely to get tagged with this method than with class-domain-
wise Active Learning [1]. One of the probable causes is that users are able to
assign the most relevant tags to images using the autocompleting text field even
though the tags are not suggested. This is a clear advantage, as positive examples
of less frequent classes are hard to obtain by Active Learning, which forces users
to asses a huge number of almost random images for each of the infrequent
classes. This effect would be even more pronounced if the set of annotated tags
was larger.

Another problem of the class-domain-wise Active Learning is that the un-
derlying classifiers may drift according to early examples to a specific type of
images which are not representative of a whole class. For example, consider the
first annotated images for a dog class happen to be grayscale. The classifier could



focus on the color in such case, and it may never recover. The local suggestion
method does not exhibit this type of issues. The RBM model could learn inaccu-
rate a priori probabilities on early examples. However, these inaccurate a priori
probabilities will get corrected: as tags become more likely, they are more likely
to be suggested, and consequently they will become more likely annotated as
negative.

In our experiments, previously annotated data is used to overcome the cold
start problem. If such data was not available, the RBM model could be initialized
according to a text corpus. However, it would be feasible to start without any tag
dependency knowledge at all, as the local suggestion method already allows good
suggestions in many situations. Only the speed of annotation would be negatively
affected in such case. We suspect that the TRECVID Semantic Indexing (SIN)
2011 dataset does not allow the RBM model to provide as good suggestions as
could be reached due to very sparse positive annotations, and we expect that
speed of annotation would increase if more densely annotated dataset was used.

In TRECVID SIN, the annotated objects are short video shots. In the class-
domain-wise Active Learning [1], a single shot is assessed multiple times by
different users for different tags. To make the annotations highly reliable, the
assessors would have to view a video-shot again for each annotated tag. Viewing
each shot would be very time-consuming. On the other hand, extending ITS to
video-shots would introduce only minor overhead, as a shot has to be viewed
only once to annotate all tags.

4 Conclusion

We created a system for human-assisted image-wise annotation with tag sug-
gestions which could be used to obtain large semantically labeled datasets. The
suggestion methods, as well as the annotating system itself, could be applied in
the context of public media databases.

According to the experiments, the proposed method for modeling dependen-
cies of tags using RBM is able to utilize previously assigned tags and estimate
marginal probabilities of other tags. Both suggestion methods improve user expe-
rience when annotating images, and the RBM model and its combination with
local tag suggestion improve annotation speed as well. Experienced users are
able to produce positive annotations at a much faster rate using ITS compared
to class-domain-wise Active Learning [1]. In addition, the obtained annotations
contain a higher percentage of positive examples of infrequent classes.

As a future work we intend to combine ITS with research in image feature ex-
traction and semantic image classification [9]. The RBM suggestion method can
be extended to integrate information from the assigned tags with visual informa-
tion, so that suggestions are made more reliable, especially when no tags are yet
assigned. A natural way to combine the information is, for instance, provided by
Conditional-RBM models [8]. Further, the current local tag suggestion method
could be given a stronger foundation by being integrated in the probabilistic
suggestion model as well.
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