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Abstract.  Our goal is to automatically identify spectra of emissioe)Btars in large
archives and classify their types based on a typical shatfeedf, emission line. Due
to the length of spectra, classification of the original dataery time-consuming. In
order to lower computational requirements and enhancestbarability of the classes,
we have to find a reduced representation of spectral featupesver conserving most
of the original information content. As the Be stars show mber of diterent shapes
of emission lines, it is not easy to construct simple crit€like e.g. Gaussian fits) to
distinguish the emission lines in an automatic manner. Vépgsed to perform the
wavelet transform of the spectra, calculate statisticariogefrom the wavelet cdi-
cients, and use them as feature vectors for classificatiorthi$ paper, we compare
different wavelet transforms, fiérent wavelets, and fliérent statistical metrics in an
attempt to identify the best method.

1. Introduction

Our goal is to automatically identify spectra B, emission stars (Be and B[e]) in
large archives and classify their types. Due to the length of spectraifidaton of the
original data is very time-consuming. We can't simply use all points of eagttapn
but we have to find a reduced representation of spectral featungsylioconserving
most of the original information content. As the Be stars show a numbeiffefeint
shapes of emission lines, it is not easy to construct simple criteria (like eups@a
fits) to distinguish the emission lines in an automatic manner.

In (?) we proposed a feature extraction method which reduces the number of
attributes from~2000 to 10, can reduce the processing time frdd80 minutes to-1
minute and increase the accuracy from 96.7 % to 98.1 % at the same time. Ingis pa
we build on this work by experiments with more feature extraction methods aind the
parameters in an attempt to find the best method.

2. Data

The source of data is the archive of the Astronomical Institute of the Aopad Sci-
ences of the Czech Republic in Oefbv. The spectra were obtained with a spectro-
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graph of Ondejov Observatory 2m telescope. Dataset consists of 2164 specte of B

and normal stars divided into 4 classes (408, 289, 1338, and 129 Kase=d on the

shape of theH,, line. The original sample contains approximately 2000 values around
« line. Spectra typical for individual categories are sketched in Figure 1.
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Figure 1.  Spectra typical for individual categories

3. Feature Extraction

Centering. First, the centers of emission lines are aligned to the center, so that the
influence of the position of the emission in a spectrum on the classification is mini-
mized, as we are interested only in the shape of the emission line. Centeringibydon
subtracting the median of a spectrum from the spectrum and alignment of ¥imaha
magnitude of the spectrum to the center.

Wavelet Transform. The discrete (DWT) and stationary (SWT) wavelet transforms
were employed for comparison, using the Cross-platform Discrete Walglesform
Library (?). Here, the selected data samples were decomposed stales as

Win = (X ¥jn), (1)

whereW;, is a wavelet coficient at j-th scale andh-th position,x is an input
spectrum, ang is a wavelet function. Two wavelets were tested: CDF&d CDF
5/3 (?). These wavelets are employed for lossy or lossless compression in2ZRBG
and Dirac compression standards.

Aggregate Function. Different functions were used for feature extraction from the
wavelet coéficients and then compared: wavelet power spectrum, Euclidean norm,
maximum norm, mean, median, variance, and standard deviation.
The feature vector
V = (Vj)i<j<d 2)

consists ofJ elementsv; calculated for each obtained subband (scilef wavelet
codficients using one of the functions above. All elements in one feature veetar w
computed using the same function.

Specifically, the wavelet power spectrum for the sgalas calculated as

V=271 Wil 3)
n

The bias of this power spectrum was further rectifiedlly division by corresponding
scale.
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4. Classification

Classification of resulting feature vectors is performed with the suppaitbvena-
chines @) using the LIBSVM library ). The radial basis function (RBF) is used
as a kernel function. There are two parameters for a RBF ke@alndy. A strat-

egy known as grid-search was used to find the param€tensdy. Various pairs of

C andy values were tried and each combination was checked using 5-fold @bss v
idation. We have tried exponentially growing sequence€ ef 27°,273, ..., 215 and

y =215 2713 23 The results are given by the combination of parameters with the
best cross-validation accuracy.

5. Results

We present the results of classification usinfjesient combinations of feature extrac-
tion methods. The results are in Figure 2 which shows the accuracy andnedéme
for each tested combination of methods. The evaluation was performedkiopé&C
equipped with AMD Athlon 64 X2 processor at 2.1 GHz.

From Figure 2 we can see that median has the best accuracy in all castea
best processing time in case of using SWT with wavelet COF & overall accuracy,
SWT outperforms DWT, and wavelet CDF/®utperforms wavelet CDH3. In overall
processing time, DWT with wavelet CDF®has the best results.

6. Conclusion

Classification of the original data is very time-consuming. ™ (ve showed that
classification of data without feature extraction tak&30 minutes with the accuracy
96.7 %. Proposed method reduces the number of attributes and the prgd¢ess to
a small fraction and increases the accuracy in many cases.

In this paper, we describe the experiment with classification of spectra sfdBs
using diferent feature extraction methods based on the wavelet transform in mupttte
to identify the best method. From the results we can conclude that the bestested
methods is SWT with wavelet CDFBfollowed by median as the aggregation function.

In future work, we will compare diierent classifiers and compare classification
and clustering results. Based on this, we will try to find the best clusteringinaaid
use it for clustering of any spectra and possibly to find new interestingjdates.
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Figure 2.  The accuracy and measured time of classificatimg whfferent com-
binations of feature extraction methods
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