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Abstract—The aim of this paper is to present a new platform
for estimating the fault-tolerance quality of electro-mechanical
applications based on FPGAs. We demonstrate one working
example of such EM application that was evaluated using our
platform: the mechanical robot and its electronic controller in an
FPGA. Different building blocks of the electronic robot controller
allow to model different effects of faults on the whole mission
of the robot (searching a path in a maze). In the experiments,
the mechanical robot is simulated in the simulation environment,
where the effects of faults injected into its controller can be seen.
In this way, it is possible to differentiate between the fault that
causes the failure of the system and the fault that only decreases
the performance. Further extensions of the platform focus on the
interconnection of the platform with the functional verification
environment working directly in FPGA that allows automation
and speed-up of checking the correctness of the system after the
injection of faults.

Keywords—Fault Tolerance, Electro-mechanical Systems, Fault
Injection, Single Event Upset.

I. INTRODUCTION

In several areas, such as aerospace and space applica-
tions or automotive safety-critical applications, fault tolerant
electro-mechanical (EM) systems are highly desirable. In these
systems, the mechanical part is controlled by its electronic
controller. Currently, a trend is to add even more electronics
into EM systems. For example, in aerospace, extending of the
electronic part results in a lower weight that helps reduce the
operating cost [1] [2]. The situation is similar in other sectors,
such as automotive [3].

It is obvious that the fault-tolerance methodologies are
targeted mainly to the electronic components because they
perform the actual computation. However, as the electronics
can be realized on different hardware platforms (processors,
ASICs, FPGAs, etc.), specific fault-tolerance techniques dedi-
cated for these platforms must be developed.

Our research is targeted to Field Programmable Gate
Arrays (FPGAs) as they present many advantages from the
industrial point of view. They can compute many problems
hundreds times faster than modern processors. Moreover, their
reconfigurability allows almost the same flexibility as pro-
cessors. FPGAs are composed of Configurable Logic Blocks
(CLBs) that are interconnected by a programmable intercon-
nection net. Every CLB consists of LUTs Look-Up Table
that realizes the logic function, a multiplexer and a flip-flop.
Structure of CLB is shown in Figure 1. The configuration of
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CLBs and of the interconnection net is stored in the SRAM
memory.

The problem from the reliability point of view is that
FPGAs are quite sensitive to faults caused by charged particles
[4]. These particles can induce an inversion of a bit in the
configuration SRAM memory of an FPGA (or directly to
its internal flip-flops) and this may lead to a change in its
behaviour. Affecting SRAM or directly the flip-flops can be
seen as equivalent in possible consequences. This event is
called the Single Event Upset (SEU).

—>
inputs_: LUT D output
—>
clk —»p

Fig. 1. Structure of Configurable Logic Blocks.

The paper is organized as follows. The related work
connected to the FPGA reliability is summarized in Section II.
The goals of our research and the interconnection scheme of
the platform for estimating the quality of EM applications can
be found in Section III. The architecture of our experimental
design, the robot controller, is provided in Section IV. A
detailed description of the fault injection process that is used
for artificial injection of faults into the robot controller can be
found in Section V. Results of the experiments with the robot
controller are available in Section VI. The future work that
includes using functional verification for automated evaluation
of impacts of faults and the test generation process is presented
in Section VII and VIII. Finally, Section IX concludes the

paper.

II. RELATED WORK

An important feature of FPGAs, which can be utilized
for reliability purposes after a fault (we consider SEUs) is
detected, is called Partial Dynamic Reconfiguration (PDR).
PDR can reconfigure the affected part of the FPGA (a faulty
module) and restore the electronic system into the correct
operation without interrupting other parts of the system. This
type of fault repair during the system runtime can be supported
by hardware redundancy architectures, such as Triple Modular
Redundancy (TMR) [5] or duplex system with Concurrent
Error Detection (CED) [6]. Sensitivity to faults (SEUs) and
the possibility of reconfiguration are the main reasons why so
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many fault-tolerance methodologies inclined to FPGAs have
been developed and new ones are under investigation [7],[8].

From the above facts, we have identified two areas that
we would like to focus on in our research of fault-tolerant
FPGA-based systems:

The first one is that methodologies are validated and
demonstrated only on simple electronic circuits implemented
in FPGAs. For instance, methodologies focused on the memory
in [9] are validated on simple memories without the additional
logic around. In [10], the fault-tolerance technique is presented
only on a two-input multiplexer, one simple adder and one
counter. Other methodology dedicated to harden finite state
machines [11] is applied only on a simple finite state machine.
Of course, for the demonstration purposes such circuits are
satisfactory. However, in real systems different types of blocks
must be protected against faults at the same time and must
communicate with each other. Therefore, a general evaluation
platform for testing, analysis and comparison of alone-working
or cooperating fault-tolerance methodologies is needed.

As for the second area of the research and the main
contribution of our work, we feel that it must be possible to
check the reactions of the mechanical part of the system if the
functionality of its electronic controller is corrupted by faults.
It is either done in simulation or in a physical realization.

III. THE GOALS OF THE RESEARCH

According to the identified problems we have formulated
our goals in the following way:

1) To develop an evaluation platform based on the
FPGA technology for checking the resilience of EM
applications against faults.

2)  To develop and verify a new methodology for increas-

ing fault-tolerance qualities of EM applications using
the proposed platform.

Under the term EM application we understand a mechan-
ical device and its electronic controller implemented in an
FPGA. In our experiments, these components are represented
by a robot device and its controller, which drives the movement
of a robot in a maze.

At this point, we wanted to target also the issue of com-
plexity. The electronic part, the robot controller, is designed
as a complex system with specific components that will allow
testing and validating individual or cooperating fault-tolerance
methodologies based on the FPGA.

As for the first goal of our research, we have already
implemented the evaluation platform that consists of three
basic parts:

e the Virtex5 FPGA board, where the robot controller
is situated after the synthesis and the place and route
process,

e the simulation environment Player/Stage [12] for
checking responses of the mechanical device to in-
structions from the robot controller (see Figure 2),

e the external fault injector (PC) which inserts faults into
the robot controller [13].

Fig. 2. The robot in a maze in Player/Stage simulation environment.

The second goal of our research is covered by the de-
velopment of a methodology how to incrementally harden
EM systems against faults. We expect to identify clearly the
situations when the reconfigurable hardware covers correctly
its functions (and the robot works properly) but also the
situations when the mechanical functions are corrupted and

the robot collapses.

Figure 3 shows the overall interconnection of the PC and
the FPGA board in our platform. Note that there are two
devices called FITkit [14] in both directions, from the PC
to the FPGA and vice versa. FITkit is a hardware platform
that was developed for student projects at the Faculty of
Information Technology, Brno University of Technology. In
our platform, FITkits represent a communication layer and
serve as a debugging point for communication between the
PC and the FPGA board. The SEU injector runs on the PC
and is connected through the JTAG interface directly to the
main FPGA board where the robot controller is situated. Via
the connection between the SEU injector and the simulation
environment (as shown in Figure 3), we are able to control
the SEU injection process into the robot controller for every

mission and to see effects of faults directly in simulation.

PC

simulation

=
SEU
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FPGA board

L

robot
controller

Fig. 3.

The platform for testing fault-tolerance methodologies.
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In our opinion, it is important to find a relation between the
level of functional corruption of the electronic controller and
the corruption of the mechanical functionality in the EM ap-
plications (i.e. between the robot controller and the simulated
mechanical robot). Therefore, it must be possible to introduce
various levels of external faults into the controller and check
whether the mechanical function: a) was not corrupted, b) was
corrupted partially, c) was corrupted completely.

IV. THE ROBOT CONTROLLER - STRUCTURE AND
PRINCIPLES

In Figure 4, the block diagram of the implemented robot
controller is available. The control unit is connected to the
PC (where the simulation environment is located) via the
Interface Block. Through this block, data from the simulation
are received (information about barriers, distances from control
points, target positions) and in the opposite direction, instruc-
tions about the movement of the robot are sent (direction and
speed).

The robot controller is composed of various blocks, their
function is described in [15]. Here, we only summarize main
characteristics of every component. The central block of the
robot controller is a bus through which the communication
between each block is accomplished. Each of components,
without the Engine Control Module, is connected to the bus.
The Position Evaluation Unit acquires the distance from the
control points, which are located in the fixed positions in
the maze. From these, the position of the robot in the maze
is calculated and provided to other units as coordinates x
and y. The Barrier Detection Unit (BDU) uses four sensors;
each located on one side of the robot (cubical robot) and
provides information about the distance to the surrounding
barriers. The output is a four-bit vector that represents the
four-neighbourhood of the robot and informs about barriers
in this area. Map updating is provided by the Map Unit
(MU) and is based on the information about the position
of the robot obtained from the Position Evaluation Unit and
the information about the occurrence of barriers in a four-
neighbourhood provided by the Barrier Detection Unit. The
Map Memory Unit (MMU) stores information about the up-
to-date map. The memory is realized by the block memory
(BRAM) available in the FPGA. The most important block that
manages the activity of other blocks in the robot controller is
the Path Finding Unit (PFU). It implements the simple iteration
algorithm for finding a path through the maze according to the
information about the current and the desired target position.
The mechanical parts of the robot are driven by the setting of
the speed in the required direction of the movement by the
Engine Control Module (ECM).

The robot controller is designed as a complex system with
specific components that will allow testing and validating var-
ious types of fault-tolerant methodologies focused on FPGAs:

Combinational circuits

Combinational circuits are the basic types of digital
circuits, their output is dependent just on the current
input. In the robot controller, the Barrier Detection
Unit represents a pure combinational circuit.

Sequential circuits
The output of the sequential circuit, unlike combina-
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tional circuit, is not dependent only on the current
input but also on the actual state. These circuits
also contain a memory for storing a state. Sequential
circuits can be explicitly controlled by the finite state
machine. Sequential circuits without an explicit con-
trol are represented by the Map Unit and the Position
Evaluation Unit in the robot controller.

Finite state machines

Finite state machines also represent sequential circuits,
their computational process is modeled by states and
transitions between them. In the robot controller, the
Path Finding Unit and the Engine Control Module, to-
gether with units that provide the bus communication,
are implemented as finite state machines.

Buses

The bus is a central element of our controller. We
decided to use freely available Wishbone bus [16]
that is configured as a shared bus. It means that the
communication on the bus can be driven only by
one master device and the other units must wait for
releasing the bus. All function blocks are connected
to the bus via their wrapper.

Memories

In the robot controller, we can find two occurrences of
different types of memory. The first, the Map Memory
Unit, is realized as the Block Memory (BRAM) which
is available on the FPGA. The second memory is
a queue in the Engine Control Module that stores
continuously calculated path to the destination.

V. EVALUATION OF RELIABILITY BY FAULT INJECTION

The weak point of FPGAs from the reliability point of view
is their configuration memory. The functionality of an FPGA
chip is defined by the sequence of configuration bits (called
bitstream) which is loaded into the configuration memory. In
our case, a specific part of bitstream determines the function-
ality of the robot controller.

However, even the smallest change in the configuration
memory can lead to different functionality. When a charged
particle strikes a memory cell, the resulting effect is the
inversion of the stored value (known as the Single Event Upset,
SEU) [17].

During testing the resilience of systems against faults,
waiting for their natural appearance is not feasible. A typical
reason is the Mean Time Between Failures (MTBF) parameter
that can be in the order of years. Therefore, some special
techniques are used in order to artificially accelerate the fault
occurrence. The most popular one is called fault injection.

Therefore, to simulate effects of faults in the FPGA,
it could be done by a direct change of the configuration
bitstream which is loaded into the configuration memory.
For this purpose we implemented a fault injector [13] which
allows to prepare bitstream for our FPGA and also to modify
single or multiple bits of the bitstream in order to simulate
single and multiple faults. As a consequence, the design
placed in the FPGA (determined by the configuration data)
is influenced similarly as by a real fault which strikes the
hardware architecture of the FPGA in a real environment.
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Fig. 4. The block diagram of the robot controller.

For effective testing of fault effects on a system composed
of several blocks, we need to determine the block in which the
fault will be injected. In the case of injecting faults into the
whole FPGA we are not sure which block is affected, or if the
useful part of the bitstream is hit. The implemented injector is
able to inject faults only to specified bits of the configuration
memory, a specification list of these bits is input parameter.

The list of bits representing each component is obtained
through several steps. First, we perform synthesis using Xilinx
synthesis tools [18]. The result of synthesis is a netlist,
which serves as an input for the next step. Next, we use the
PlanAhead [19] tool for the layout of the components on the
FPGA. Thanks to this, we know where each of components is
placed. The bitstream is generated in this step and the FPGA
can be programmed. The knowledge about component layout
allows us to use the RapidSmith [20] tool for analysing the
design. This tool is able to generate a list of the bitstream
bits that correspond to the identified areas of the FPGA, while
we know what components are in each area. The disadvantage
is that this process provides only a list of bitstream bits that
correspond to Lookup Tables (LUTs). Our goal in the future
will be to find a method which allows us to localize also bits
of the bitstream corresponding to the interconnection network.

VI. THE EXPERIMENT WITH THE ROBOT CONTROLLER

The aim of the experiment is to identify which parts of
the robot controller are vulnerable to faults. The flow of the
experiment is displayed in Figure 5. At first, we initiate the
environment of the robot in simulation. We generate a maze
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Fig. 5.

together with the start and the end position for the mission
of the robot. As the first scenario, we chose a small maze
with 8x8 fields. The start position was in the upper left corner
and the end position in the lower right corner. Subsequently,
the robot controller is initiated. In particular, the bistream for
the Virtex5 FPGA board is generated. When loaded, the robot
starts to search a path to the end position. It moves quite slowly,
one robot mission takes about one minute. At this point, the
fault injection takes place. We generate randomly an LUT of
every unit of the robot controller into which the fault will
be injected. Thanks to the Rapidsmith, only corresponding
bits of the bistream are inverted. We want to point out that
we really target only bits if the bitstream belonging to the
robot controller design. Other bits of the bitstream belonging
to the unused parts of the FPGA or to the interconnection
network are not affected. Faults are injected one after another
(MTBF = 2s) until the robot starts to behave incorrectly or
fails. We were monitoring (1) the number of faults that led to
the malfunction of the robot and (2) how the behaviour of the
robot was changed.

The flow of one experiment.
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Fig. 6. The quartil graf of the results of experiments.

The results of the experiments are shown in Table 1. In
the first column, the list of components of the robot controller
is provided. In the second column, the total number of bits
of the bitstream that belong to the LUTs of corresponding
components is shown. The following three columns represent
the number of injected faults into particular components which
caused incorrect behaviour of the robot. The first number is
minimum, the second number is median and the last number is
maximum of faults that led to failure. Injecting faults into all
bits of the bitstream would be very time-consuming. Therefore,
we utilise the statistic evaluation. 20 experimental runs were
performed for each component (320 experimental runs in
total). The last column of the table contains the state of the
robot that was evaluated as the wrong behaviour. These states
are described in more detail in the further text.

TABLE L. THE EXPERIMENTAL RESULTS.
’ Components Bits of bitstream | Number of injected faults | Consequence
| Min | Median ] Max_|

PEU 21 632 2 6 12 freezing
PEU_FSM 2112 >80 - >80 -

PEU_WB 2112 41 - >80 | freezing
BDU 320 2 6 21 freezing
BDU_FSM 2752 3 6 34 | freezing
BDU_WB 2 176 3 9 28 | freezing
SEPC_INF 1216 2 3 7 freezing
SEPC_WB 9 088 2 3 7 freezing
ECM 25 664 1 2 7 | freezing
PFU 7 488 3 6 12 deadlock
PFU_WB 7424 2 3 9 | freezing
MU 11 840 1 2 3 | crashing
MU_FSM 1280 1 3 5 | freezing
MU_WB 7 680 1 3 6 | freezing
MMU 3 008 1 3 6 | freezing
WB_BUS 5 056 1 3 6 freezing

The statistical data from the measures are also demon-
strated in Figure 6. It is a quartile chart that for each component
shows the minimum, the first quartile (25%), median, the
second quartile (75%) and maximum of the measured number
of injected faults that led to the failure. Moreover, the line
across all components shows the average number of faults
in each component that led to the failure. One interesting
conclusion arises from the graph. The incorrect behaviour did
not appear immediately after the first injection of a fault. We
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can conclude that some bits of the bitstream, despite they
are identified as related to the robot controller, are not used
to store a useful information. This can be seen particularly
in components PEU_FSM and PEU_WB. There are several
explanations of this, e.g. not all inputs of LUTs are employed
or not all states of FSMs are visited during the computation.
Nevertheless, we realised that some components contain more
critical bits than others and thus they should be preferred while
hardening against faults by some fault-tolerance methods.

The most common consequences of injected faults are:

e  Freezing on place
Freezing on one spot means that the robot suddenly
stopped after the fault injection and did not continue
in its mission.

e Deadlock
After injection of certain number of faults the robot
began to walk around in a cycle.

e  Crashing into a wall
In some cases, the robot did not recognise the occur-
rence of walls in the maze and repeatedly crashed to
the wall.

e  Other

In the experiments, we observed a small number of
other interesting consequences of faults. An example
might be freezing of the robot in one place, then a re-
freezing or walking in a cycle. We note also a wrong
turn of the robot in the maze, which was followed by
freezing.

The proportional representation of these consequences is
displayed in Figure 7. As can be deduced from the chart,
the most common consequence of injected faults is Freezing
on place. We can also conclude that stopping of the robot is
not so critical as for example, a collision with the wall. This
conclusion can be very critical and useful for different kinds
of EM applications.
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Fig. 7. The chart of typical consequences of injected faults on the mission
of the robot.

VII. THE USE OF FUNCTIONAL VERIFICATION FOR
AUTOMATED EVALUATION OF FAULT IMPACTS

For extensive testing of the behaviour of the robot or any
other EM system placed into our evaluation platform, we need
to examine various test scenarios. After application of proper
test vectors, we can prove the correctness and accuracy of the
behaviour of the system with respect to the specification. The
manual check of these test vectors is difficult as it requires
a full control from the user. The user is responsible for
running the test environment, generating test vectors and also
analysing the outputs of the system. All these activities are
time-demanding and therefore, it is not possible to test the
system thoroughly within a reasonable time. It is necessary
to apply some kind of automation. An extended technique for
automated checking of the correctness of the system is called
verification. There are several techniques used in the verifica-
tion domain, but their description is not crucial for this work.
We decided to use an approach called functional verification,
as this type of verification fits best to our experiments.

Functional verification [21] is the process of verifying that
a model of the system, also called DUT or Design Under
Test, compliances with the specification by monitoring inputs
and outputs in simulation. Moreover, the DUT outputs are
compared to the outputs of the reference model (sometimes
also referred to as the golden model) that is typically imple-
mented by a verification engineer or a designer than did not
implemented the DUT. On the basis of the compared outputs
a discrepancy between the two models can be detected and
thus an error in the systems can be discovered. The basic
principle of functional verification is demonstrated in Figure 8.
An important prerequisite for functional verification is also a
good generator of input test vectors for testing all possible
scenarios.

To be able to inject faults into the FPGA while performing
functional verification, we must carry out verification directly
in the FPGA (not in the simulation as usually). Advantageously
we can use and modify hardware accelerated verification that
uses an FPGA as the acceleration board. An example of such
accelerator is the framework HAVEN [21]. The extension
of our evaluation platform with the support of functional
verification is shown in Figure 9. The DUT (in our case the
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Fig. 8. The main principle of functional verification.

robot controller) will be placed on the FPGA. The outputs
from the FPGA are compared to the outputs of the reference
model and they represent also the inputs that are propagated
to the simulation of the mechanical part. Thus, the output of
the DUT stimulates the movement of the mechanical part of
the robot in the simulated maze. The inputs for the FPGA
and for the reference model are data from the sensors of the
mechanical part of the robot.

As the reference model, a second implementation of the
control unit, for example in SystemVerilog, C, SystemC, or
the same VHDL implementation that is used as the DUT but
without injected faults, can be considered. The Fault Injector
is a feature that differentiates the current proposal from the
classic functional verification. Using this feature we can verify
that the fault-tolerance techniques used in the robot controller
work properly and the robot behaves correctly also in the
presence of faults injected into its controller.

Generation of
Test Vectors

Simulation of

Mechanical Part GG

.
| FPGA

\
| | Driver
\

DUT
(Electronic Part)

Fig. 9.
injection.

Functional verification involvement in our platform with the fault

The verification process will be divided into two phases:

1)  Verification of the electronic part only, without
monitoring the impact of faults on the mechanical

part.

Three possible outcomes can arise: (1) The output
from the DUT and from the reference model is the
same, an error did not appear. (2) The output is not
identical but despite this, the robot has completed
the mission (the robot reached the end position in
the maze). (3) The output is not identical and at
the same time, the mission was not accomplished.
The last outcome is the most serious one and it will
require a thorough analysis of the problem.



2)  Analysis of the faults, which affected the mechanical

part.

In this case, we will examine the faults that
caused the failure of the mission of the robot. This
activity will be carried out manually, since it is
necessary to run the required experiment again and
to monitor the behaviour of the mechanical part in
simulation as described in the experimental part of
this paper.

A very important element in the proposed platform is the
generation of test vectors. To be able to check all working
scenarios in functional verification and achieve the highest
possible coverage of all key functions in the verified circuit
the high-quality generator of inputs is needed. In our case, the
generation aims at different mazes and different starting and
end position of the movements of the robot. We also plan to
use the generator for controlling injecting of faults (because
now it is configured manually). We will generate signals that
will drive the generation of faults and will determine when
and into which place a fault should be injected.

VIII. TEST VECTOR GENERATION

Generation of test vectors is our further goal. To prove the
correct behaviour of the system according to its specification,
testing the system on a wide set of input values is needed. We
plan to adjust the generation of input test vectors to functional
verification purposes and as an advantageous method seems
to be an approach called Coverage Directed Test Generation
(CDTG) [22] [23]. This method generates test vectors accord-
ing to the defined design conditions and limitations which are
called constraints. The main challenge in the generation of
test vectors is to achieve maximal coverage of the system key
functions. If a system function remains unverified, this method
will define additional constraints in order to get this feature
covered. At the end, the coverage report which is the result of
the simulation runtime of verification is created.

Thanks to CDTG we will acquire two important advan-
tages. The first is the possibility that the uncovered features
of the system become covered and a higher level of coverage
will be achieved. The second advantage is in testing certain
scenarios multiple times for different input values.

Figure 10 shows the proposed method of generating test
vectors. This method is not limited only to generation of
inputs for the robot controller which will be described in the
next paragraph. It represents a universal approach that can
be used to generate inputs for different kinds of systems.
The basic elements of the universality of the generator are
two separate pseudo-formal models. The first model labelled
as the Problem Description contains information about the
scenario we want to generate. It may contain information about
variables, data types, static values or substitutes that we want
to generate. In simple words, this model defines what we want
to generate. The second model labelled as the Constraints
for the Problem describes how the scenario defined in the
Problem Description should be generated. This model thus
contains constraints that should be taken into account while
generating the scenario. This is essentially a limit for data
values, such as a variable cannot take certain values from the
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range of the data type, or restriction of dependency, such as
some combination of variables cannot occur after the currently
generated combination. Both of these models are inputs to the
generator of test vectors that is currently in the implementation
phase.

Generation of
Test Vectors

Constraints
for the
Problem

Problem
Description

Test Vector

Test Vectors
Fig. 10. The principle of the constraint generator.

Figure 11 shows an example of generating the mazes
for the robot device. This is a simple example that shows
the function of above mentioned approach. The problem of
generating the maze is defined as the generation of lines that
are represented by the boolean array of specific size. The
constraints restrict the minimal width of the corridor of the
maze, the walls of the maze can be only rectangular and a
room that have no path cannot appear in the maze. The result
obtained by the generator is a sequence of rows that consists of
zeroes or ones. Zeroes represent the corridors, ones represent
the walls. This generated output may be further processed.
In our case, this output is regenerated into a bitmap image
representing the desired maze for the robot.

D

Generation of corner_min_size(1)
bool Test Vectors right_angle_walls(true)
line[42] no_closed_room(true)
Test Vector

Problem Description Constraints

111111111111111111111111111111111111111111
110000000111001000100011110000111000000001
100011000111001110100010000000100001111101

Bitmap Generation

Fig. I11. An example of generating a maze for the robot controller.



IX. CONCLUSION AND FUTURE WORK

In this paper, we introduced the evaluation platform for es-
timating reliability of FPGA designs. As our research focuses
on testing EM applications, we presented the experimental
design which is composed of the mechanical robot and its
electronic controller situated in the FPGA. The robot controller
contains a variety of components. During the experiments, ran-
dom faults were artificially injected into these components and
we were monitoring impact of these faults on the behaviour
of the robot in the simulation environment. These experiments
showed that some faults have an impact on the behaviour of
the robot, and others do not have. According to this result
we were able to identify the parts/components of the robot
controller that need to be hardened by some fault-tolerance
techniques.

In addition, we have recognised from the experiments
that some kind of automation is unavoidable in our future
experiments, especially in the early phases of testing. The
reason is that monitoring the behaviour of system in simulation
is very time-demanding. Therefore, we have already prepared
an innovative extension of our platform - interconnection of
fault injection and functional verification environment with
advanced test generation. Using this approach we will be able
to automatically verify an EM system during the fault injection.
The automation is achieved by comparing the outputs of the
verified system to the reference model that is in our case
represented by the same design but without injected faults.
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