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Preface

From a theoretical viewpoint, the present handbook represents a theoretically oriented
summary of the knowledge about crucially important mathematical models for lan-
guages and computation. It introduces all formalisms concerning these models with
enough rigor to make all results quite clear and valid. Every complicated mathemat-
ical passage is preceded by its intuitive explanation so that even the most complex
parts of the handbook are easy to grasp. Similarly, every new model is preceded
by an explanation of its purpose and followed by some examples with comments to
reinforce its understanding.

From a practical viewpoint, the handbook pays significant attention to the appli-
cation and implementation of all the mathematical models. To make quite clear how
to encode them, the text contains a large number of computer programs in C#, one of
the most popular programming languages at present.

This book is intended for everybody who somehow makes use of mathematical
models for languages and computation in their scientific fields. It can also be used as
an accompanying text for a class involving these models. Used as a textbook, apart
from the theory, it illustrates how to implement and apply the mathematical concepts
in computational practice.

This handbook is self-contained in the sense that no other sources are needed to
understand the material, so no previous knowledge concerning discrete mathematics is
assumed. Nevertheless, a familiarity with the rudiments of high-school mathematics
is helpful for a quicker comprehension of the present text. A basic familiarity with a
high-level programming language, especially C#, is surely helpful in order to grasp
the implementation portion of the text.

The text contains many algorithms. Strictly speaking, every algorithm requires
a verification that it terminates and works correctly. However, the termination of the
algorithms given in this book is always so obvious that its verification is omitted
throughout. The correctness of complicated algorithms is verified. On the other hand,
we most often give only the gist of the straightforward algorithms and leave their
rigorous verification as an exercise. The text describes the algorithms in Pascal-
like notation, which is so simple and intuitive that even the student unfamiliar with
the Pascal programming language can immediately pick it up. In this description,
a Pascal-like repeat loop is sometimes ended with until no change, meaning that
the loop is repeated until no change can result from its further repetition. As the
clear comprehensibility is of paramount importance in the book, the description of
algorithms is often enriched by an explanation in words.
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Regarding the technical organization of the text, all the algorithms, examples,
conventions, definitions, lemmas, and theorems are sequentially numbered within
chapters. Examples and figures are organized similarly.

For further backup materials concerning this handbook, we refer to

http://www.fit. vutbr.cz/~meduna/books/hmmlc.

Synopsis of this handbook

The entire text contains 20 chapters, which are divided into five parts, Parts [-V,
Part I, which consists of Chapters 1-3, reviews all mathematical concepts needed
to follow the rest of this handbook. Chapter 1 recalls sets and sequences. It pays

several concepts concerning relations and functions, Chapter 3 examines a number
of concepts from graph theory.

Part II defines classical models for languages and computation based on the
mathematical concepts from Part I. Most of these models are underlain by rewriting

Generative models or, briefly, grammars define strings of their languages by gen-
erating them from special start symbols. On the other hand, accepting models or,
briefly, automata defines the strings of their languages by a rewriting process that
starts from these strings and ends in a prescribed set of final strings. Part II con-
sists of Chapters 4-10. Chapter 4 introduces the basic versions of rewriting systems
while paying special attention to using them as language-defining devices. Chap-
ter 5 presents finite automata as the simplest versions of automata covered in this
book. Chapters 6 discusses generative models called context-free grammars, while
Chapter 7 discusses their accepting counterparts—pushdown automata; indeed, both
are equally powerful. In Part II, Chapters 8-10 form an inseparable unit, which is

crucially important to Part I and, in fact, the book in its entirety. These chapters deal




Preface xv

Chapter 10 describes several problems that are not decidable by any algorithm. Apart
from giving several specific undecidable problems, this book builds up a general
theory of undecidability. Finally, the text approaches decidability in a much finer
and realistic way. Indeed, it reconsiders problem-deciding algorithms in terms of
their computational complexity measured according to time and space requirements.
Perhaps most importantly, it shows that although some problems are decidable in
principle, they are intractable for absurdly high computational requirements of the
algorithms that decide them.

Part I11, which consists of Chapters 11-15, covers modern and alternative models
for languages and computation. Chapter 11 discusses context-dependent versions of
grammatical models. Chapter 12 covers automata and grammars that define languages
under various kinds of mathematical regulation. Chapter 13 studies grammatical
models that work in parallel. Chapter 14 investigates automata and grammars that
work in a discontinuous way. Finally, Chapter 15 defines the automata based upon a
generalized versions of pushdown lists.

Part IV, which consists of Chapters 16-19, demonstrates computational appli-
cations of mathematical models studied in Parts II and III. Chapter 16 makes many
remarks on applications in general. Then, more specifically, Chapters 17 and 18
describe applications in syntax analysis of programming and natural languages,
respectively. Chapter 19 shows applications in computational biology.

Part V, which consists of a single chapter—Chapter 20, closes the entire book by
adding several important remarks concerning its coverage. It sums up all the coverage
contained in the text. It also sketches important current investigation trends. Finally,
Chapter 20 makes several bibliographical remarks.



Acknowledgements

This work was supported by The Ministry of Education, Youth and Sports of the
Czech Republic from the National Programme of Sustainability (NPU II); project

IT4Innovations excellence in science — LQ1602; the TACR grant TE01020415; and
the BUT grant FIT-S-17-3964.



Knihovna FIT

Handbook of Mathematical | 4338126834
Languages and Computation

The theory of computation is used to address challenges arising in many computer science
areas such as artificial intelligence, language processors, compiler writing, information and
coding systems, programming language design, computer architecture and more. To grasp
topics concerning this theory readers need to familiarize themselves with its computational
and language models, based on concepts of discrete mathematics including sets, relations,
functions, graphs and logic.

This handbook introduces with rigor the important concepts of this kind and uses them to
cover the most important mathematical models for languages and computation, such as
various classical as well as modern automata and grammars. It explains their use in such
crucially significant topics of computation theory as computability, decidability, and
computational complexity. The authors pay special attention to the implementation of all
these mathematical concepts and models and explains clearly how to encode them in
computational practice. All computer programs are written in C#.
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