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Overview Simulation Accuracy Performance and Scaling

Transcranial ultrasound therapy When the gradient is calculated by the local operator, numerical error The transition from P40 in the PNY machine to V100 GPUs in the DGX-
is a rapidly emerging technology Is introduced. The error level can be controlled by the shape of the bell 2 machine results in a speedup of 2. Since the maximum attained
used to treat major brain disor- function and the size of the overlap region. speedup by DGX-2 reaches almost 4 when 8 GPUs and 32 grid point

ders. The key challenge is to en- overlaps are used, the NVIink must bring another factor of two.
sure the ultrasound energy is de-
livered to a precise location iden-
tified by a clinician. This is difficult
because the skull is very rigid and
causes reflections and distortions
of the ultrasound waves. These T
effects may be predicted and cor- 200 T e 1
rected for by the use of complex '
numerical models of the ultrasound waves propagation in the body 1 ) ) . g
(see figure). Unfortunately, these models can take many hours or days

to run even on large supercomputers. The reduction of the compute
time is thus critical for clinical workflows. Fast interconnections such as NVlink 2.0 in Nvidia DGX-2 (right) make
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Architectures of Dense Multi-GPU Systems

The left figure shows weak scaling for two fixed subdomain sizes and

communication intensive multi-GPU algorithms including distributed (116 point OVﬁrIapsh. Nfot”e:t%;eddesired flattening tl)<e’tweet?' 3 agd 106 Sth'
3D FFTs feasible. These algorithms have been very limited by the PCI- omains when the fu ecomposition rankis achieved. On the
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Ultrasound Wave Propagation in Tissue Express 3.0 interconnection in multi-GPU servers such as PNY (left). right, the execution time breakdown for a 1024° grid point simulation
across 8 GPUs shows up to 10 times reduction in the communication
!! !! T o overhead due to NVlink.

The governing equations modeling the ultrasound wave propagation
in heterogeneous absorbing tissues can be written as follows:
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mapping between subdomains and GPUs, which is caused by the QPI

PCI-E PCI-E

ou 1 Elﬁsyxgng
— = —p—OVp +S; (momentum conservation) — - Domain Decomposition and Mapping
9p _ —(2p + p)V - u—u-Vpy+Sy (mass conservation) E cpu 1 |POLE3:0 e Multi-socket PCl-Express based machines are very sensitive to the
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p = (p +d-Vpg + P LP) (pressure-density relation) ﬁﬁ iﬁ ; links betweer\ sockets hindering GPU-to GEU communication. In con
2A P9 trast, DGX-2 is not affected by the changes in mapping at all.
These equatlons are dlscretlzed USIng the k-SpaCG pseUdOSpeCtral ap- The a”'tO'a” NVIlnk HEtwork does also nOt SUffer from the Communl- 400 IPNY:ISimuIatiorl1timlebreakdO\an(5|12x512x|1024)l 160 .DGX.Z Simullaticl)ntimetl)realkdown(|512|x512x1|024?
proagh WhICh.aChIEVES ex;ellent convergence and low dispersion, but cation bottleneck introduced by the QPI links between CPU sockets. ] == Communcaton | 140_ S— oo
requires multiple evaluations of 3D Fourier transforms (3D FFTs) per ol _— o o -

time step.
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Performance of the Gradient Operator

Global and Local Gradient Operators The local gradient operator shows a massive speedup on the PCl-
Express machine (left), while being often overcome by the global vari-
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The k-space gradient operator is traditionally implemented globally by ant on the NVIink machine (right). This points towards hybrid decom- : ;

means of distributed 3D FFTs. The local version partitions the simula- positions with the global operator within multi-GPU nodes and the lo- &5 g5 g5 g5 28 g& & E&§ g5
tion domain into overlapping subdomains and computes the 3D FFTs cal one among them. DO b E 200 X2 A IXa6 2320
locally. These two approaches offer a trade-off between the amount The sequential mapping (SEQ) maps neighboring subdomains to the
of communication and local computation. This poster investigates how closest GPUs while the spread mapping (SPR) maps them to GPUS
Nvidia’s NVlink high-bandwidth GPU interconnect influences this trade- 250 e —_— across QPI or the GPU board boundary.

off compared to conventional PCI-Express based architectures. oo || 2567256512 —w— 256 % 256 X 512 —s—
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A typical simulation needed in transcranial ultrasound therapy cov-

\  bellfunction ! - T ‘ ers 30 cm x 30 cm x 30 cm with the maximum frequency of 1 MHz. This

o= . . . . translates into a simulation over 1200° grid points and 7200 time steps.

W e perosc v - : ; ; - : ; ; s Such a simulation can be computed within 30min using either 128
e sdbdomain # sebdomen Number of GPUS Number of GPUs dual-socket 12-core Haswell CPU nodes or a single DGX-2 GPU server.
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