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the target operating environment. In this paper we propose the first method ever, generating
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functions implemented in AND-Inverter and AND-XOR-Inverter logics without polymorphic
behavior support being used and for all pairs of NPN—equivalence classes of three-input func-
tions for polymorphic circuits. Finally, several smaller benchmark circuits were synthesized
optimally, both in standard and polymorphic logics.
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1. Introduction

The need for obtaining optimum gate-level implementations of Boolean functions
is encountered in many applications, mostly in logic synthesis and optimization.
The rewriting algorithm,' where subcircuits of a network are repetitively replaced
by their (preferably) optimum implementations, is the most striking example.
The optimum can be understood in terms of area, but the delay could be of concern
as well.

In the original rewriting algorithm,! the replacement circuits were produced by
a branch-and-bound algorithm, which is a rather time-consuming process, and for
this reason the optimum implementations of all functions (or their NPN classes,
respectively” ) of a given number of inputs are precomputed and stored in memory.
Moreover, this approach is not extensible; once new technological primitives are to be
considered or different primitives’ costs are to be assumed, all the implementations
must be recomputed.

Having a single optimum implementation of each function is not sufficient.
Particularly, even though all optimum implementations (in size and delay) are equal
as stand-alone solutions, their incorporation in a bigger network may make a dif-
ference, mostly because of logic sharing possibilities.

For the above reasons, a more universal, flexible, and scalable way of computing
optimum implementations is required. In this paper, we propose a method able to use
any technological primitives (logic gates) for the implementation, assign arbitrary
costs to gates and thereby compute the optimality, generate one or more (or all)
solutions, and run on demand, because of its relatively low runtime. The proposed
algorithm also supports the design of polymorphic circuits, where one hardware
structure generates two different functions, based on external stimuli, see Sec. 1.1.

In its basic principle, the method is based on generating a Satisfiability (SAT)
problem instance in a conjunctive normal form (CNF) for a given function, whose

15

solution is the optimum function implementation. Next, Pseudo-Boolean Optimi-
zation (PBO)" is incorporated to accommodate different gate costs. Enumeration
SAT problem solving can be used to obtain more or even all solutions.

* when

The decision version of the Optimum Circuit Problem is ¥-complete,”
the instance size is measured by the number of variables. Since the suggested
problem exhibits such an immensely complex nature, it is possible to design provably
optimum implementations only for functions with a severely limited number of
inputs, typically up to 10. However, this cannot be overcome now by any means
(unless a significant breakthrough in circuit complexity theory happens).

The contributions of this paper can be summarized as follows:

(1) SAT- and PBO-based algorithm for optimum circuits synthesis. Therefore,
complex formal methods like Satisfiability Modulo Theories (SMT)? with slow
solvers are avoided.
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(2) Support for any type of nodes (gates). That is, the optimum circuit can be
constructed of any gates, including those implementing nonsymmetric functions.
Nodes of individual gate type may be assigned a specific cost.

(3) Multi-output functions support.

(4) Polymorphic behavior support. It is implemented by polymorphic edges. Such
an approach we have adopted is, indeed, a generalization of possible polymor-
phic gates.

(5) The ability of the algorithm to enumerate all solutions.

(6) Support for depth optimization. Since the total network cost is the primary
optimality criterion, the network depth (number of levels) can be assigned as the
secondary.

This paper is an extended version of Refs. 10 and 11. In this paper, the SAT instances
generation is described in a more detailed way, as well as the overall algorithm with
all its modifications (influence of gates cost, enumeration of all solutions, and depth
minimization). Also, more comprehensive experimental results are presented.

The paper is structured as follows: after the introduction, the related works on
optimum circuits design and polymorphic circuits design are presented in Sec. 2.
Section 3 gives the preliminaries necessary for understanding the rest of the paper.
The proposed method is described in detail in Sec. 4. The algorithm is experimentally
evaluated in Sec. 5. Section 6 concludes the paper.

1.1. Polymorphic circuits

The still ongoing trend of relentlessly scaling diverse circuit features in close
compliance with Moore’s law, while the ubiquitous CMOS technology is approaching
its technology limits at the same time, is raising the necessity to introduce rather
unconventional technological solutions accompanied by a range of suitable compu-
tational paradigms.'? Thus, it becomes obvious that so-called emerging technologies
and their properties will play a substantial role in pursuing a new generation of
devices. Polymorphic circuits can be recognized as one of such examples.'® Here,
using a single hardware structure, two or more intended functions can be imple-
mented. Selection mechanism of the active function at a given moment in time
involves the natural occurrence of external conditions, like temperature, supply
voltage, light, or even an additional control signal, which have a direct impact on the
electrical properties of particular hardware circuitry.

The motivation behind the activities ultimately resulting in the creation of
polymorphic circuits (or similar ones concerning the general principle of operation)
has been originally given by the need to address the following aspects properly:
(1) autonomous temperature compensation of a system’s properties once it is
deployed in harsh environments'? without the possibility of performing regular
maintenance, (2) “graceful degradation” of a system;'” that ensures, for example, its
safe shutdown or triggers its automatic transition into a low-power emergency
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operating mode in case of low or depleted batteries. Another application field can be
identified in connection with security devices — a hidden function (watermark) can
be implemented using polymorphic electronics.'”

The first attempt to design such circuits has been made by Stoica et al. from
NASA’s Jet Propulsion Laboratory, for adaptively changing the function of a device
based on the environment temperature.'>™'” MOS transistor structures were pro-
posed to accomplish this job and polymorphic gates were developed and manu-
factured, performing distinctive logic functions (e.g., NAND/NOR,'® AND/OR'")
once exposed to variable temperature ranges.

Due to fundamental constraints projected in the capabilities of existing conven-
tional methods in terms of enabling the design of such structures,'® these polymor-
phic gates were mostly generated by suitable evolutionary techniques. In particular,
the application of genetic programming!*'%17 took place. At present, it is possible
to design virtually any type of polymorphic gate by using these techniques.'®

Theoretical backgrounds and most importantly the physical availability of
polymorphic gates open a path towards the opportunity to actually design even
larger circuits comprising more than just a few logic gates. From the practical point
of view, it makes no sense indeed to employ the polymorphic logic gates with the
sensitivity to the external conditions within a given circuit solely; a typical circuit
with multi-functional or polymorphic behavior is always built around the combi-
nation of conventional, mono-functional logic gates, while their polymorphic coun-
terparts are used only for a portion of the circuit structure. Numerous attempts to
design polymorphic circuits of an arbitrary size have been already reported.'® 2!
However, all these approaches are considerably suffering from non-optimality of the
resulting circuit structure; no obvious proofs to validate the optimality or at least a
lower bound imposed on the size complexity have been demonstrated.

2. Related Works
2.1. Optimum circuits generation

The problem of obtaining optimum multi-level representations of Boolean functions
has been tackled since the 1960s. The optimal two-level minimization principles were
extended to a multi-level domain in Ref. 22. Synthesis methods based on functional
decomposition were published in Refs. 23-25. Later on, different branch-and-bound
techniques were presented in Refs. 4, 26, 27, 28, and 29. All these techniques were
extremely time-demanding and sometimes also memory-demanding.

Almost in parallel to this explicit track, formal (implicit) techniques were used for
the purpose of optimum circuit implementations generation: approaches based on
Integer Linear Programming (ILP) were proposed in Refs. 30—-32. Optimum solutions
based on NOR gates for functions of up to four variables were computed there.
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A SAT-based approach was introduced in Ref. 33. However, it was targeted
strictly to MOD-functions as nodes. This idea was later extended in Ref. 11 to
support AND and XOR gates,**” and in Ref. 35 to support gates of any type.

One of the recent works®® presents optimum circuit generation for Majority-
Inverter Graphs based on SMT.? This approach is claimed to be scalable enough to
be repeatedly run in the runtime of a rewriting process.

As it can be seen from above, numerous strategies have been used to produce
optimum circuit implementations. However, none of them was general enough to
support any type of gates, incorporate gate costs, and was capable of enumerating all
solutions. In this paper, we present a remedy to this situation.

In our approach, instead of using time-consuming ILP- or SMT-solvers, we stay
with a standard (and simple) SAT-based approach, for which very efficient solvers
exist.” Apart from SAT, a PBO-solver®® is used for the purposes of area optimiza-
tion in the presence of different gate costs. Even though the PBO solving is more
time-consuming, the number of solver runs is minimized, typically to one run only.

2.2. Polymorphic circuits design

Based on the availability of suitable polymorphic gates, the design of more complex
(larger) polymorphic circuits has been tackled recently. One of the approaches is
quite straightforward — a polymorphic circuit switching between two functions can
be obtained easily by means of implementing these two functions separately, whereas
the actual output is selected by a single polymorphic multiplexer.!® Another ap-
proach, based on BDDs,*’ was also proposed in Refs. 18 and 19. The method is
known as PolyBDD. Its key aspect builds upon the exploitation of Multi-terminal
BDD (MTBDD),* which is an extension of the well-established binary decision
diagram concept where the terminal nodes of the diagram contain integer values.
The PolyBDD method uses these values as a way of expressing a possible relation
between input variables and the relevant output.

When a typical design objective calls for implementation of a pair of two intended
functions denoted as, e.g., F; and F; (each of them is actively executed in one of the
permissible yet mutually distinct operating modes), a corresponding MTBDD tree is
created. As a next step, the MTBDD representation is converted into a target circuit
structure, where its nodes assume the role of multiplexers and terminals are replaced
by proper polymorphic subcircuits according to the numbers in their respective
leaves. These values placed in the terminal nodes of the MTBDD tree will assume
integer values from the interval 0-15 (see Fig. 1 for details) in case of functions F;
and F;. Detailed explanation of internal principles of the PolyBDD method can be
found in Refs. 18 and 19.

Nevertheless, the principal drawback of both situations may be recognized as a
relatively sparse utilization of polymorphic gates, when these have been moved
just to the peripheral edge of a target circuit (practically used only in the role of
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Fig. 1. Conversion table for the transformation procedure of PolyBDD into a polymorphic circuit.'’

input/output switches). This approach eventually leads to very inefficient results,
since there is no shared portion of logic between the two operating modes of a given
polymorphic circuit.

The first attempt to use the sharing of logic resources between the two specified
functions has been addressed in Ref. 21. Based on the initial, two-level description of
these functions, shared co-kernels*' are subsequently identified, thus making it
possible to move polymorphic gates “deeper” into the circuit structure. However, it is
still possible to observe the inclination to place the polymorphic gates near the
circuit outputs.

The actual optimality of results obtained by the methods mentioned above is
rather questionable at least. Hence, obtaining lower bounds on size complexity of
polymorphic circuits, i.e., designing optimum implementations of these circuits, is a
vital task now.

Even though the design of optimum circuit implementation is a mature and
relatively well-mastered process in case of standard logic (see Sec. 2.1), no such
approach has been proposed for polymorphic circuits until now. The remedy to this is
presented in this paper, as one of its main contributions.

3. Preliminaries
3.1. Clircuit representation

Multi-output combinational circuits will be assumed throughout the paper. A
combinational logic circuit can be represented as a directed acyclic graph (DAG),
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with nodes corresponding to gates (logic functions they implement) and edges
representing the connections between them. The DAG has one or more roots cor-
responding to the circuit’s primary outputs (POs) and the DAG leaves correspond to
its primary inputs (PIs).

Since one of the fundamental objectives of the proposed method is to make the
optimum circuit generation procedure general enough to be directly applicable to
any technology, the set of node functions will not be restricted by any means.
However, only two-input nodes will be assumed in this paper, for the sake of sim-
plicity. Therefore, each node may implement any two-input function (out of 10
possible). Despite this limitation imposed, the method can easily be extended to
support nodes with any number of inputs, without the need of introducing any
additional principal modifications.

Similarly to Reduced Boolean Circuits (RBCs)**** or AND-Inverter Graphs
(AIGs),"** the edges may be negated, to indicate the presence of an inverter at
the edge.

An example DAG of a 1-bit full-adder constructed from AND and XOR gates
(XAIG®) is shown in Fig. 2.

3.2. Polymorphic circuits representation

Besides the role of an ordinary negation, graph edges may assume the polymorphic
nature. This means all respective (polymorphic) edges are further negated when the
external polymorphic stimulus occurs. The polymorphic stimulus (denoted as P in
the following text) enables the selection of the circuit operating mode (out of the two

Sum Carry

Carry_in b a

Fig. 2. A 1-bit full-adder described by an XAIG. Oval nodes represent AND gates, hexagon nodes are
XORs, and the dashed edges are negated.
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intended functions). As a result, there are four types of edges: normal, negated,
polymorphic, and negated polymorphic ones. Assume an edge from node x to node y.
Then the respective four types of edges perform these operations:

e Normal edge: y = .

o Negated edge: y = Z.

e Polymorphic edge: y =z @ P.

e Negated polymorphic edge: y =z @& P.

An example of such a DAG [Polymorphic XAIG (PXAIG)*] is shown in Fig. 3(a),
for a polymorphic circuit implementing a function AND/XOR, i.e., the function

F=P(a-b)+Pladb), (1)

where P is the polymorphic stimulus.

In the figure, circle nodes represent AND gates, hexagon nodes represent XOR
gates, dashed edges are negated, bold blue edges are polymorphic, and dashed bold
blue edges are the negated polymorphic ones.

Another example is shown in Fig. 3(b), for a polymorphic 1-bit full-adder. Here,
one of the adder inputs is implemented as the polymorphic stimulus. Notice that
polymorphic edges actually represent implicit XOR gates (see the difference from
Fig. 2). This is the first hint that efficient implementation of polymorphic behavior
support may significantly reduce the amount of logic.'”

Sum Carry

(a) (b)

Fig. 3. Examples of polymorphic circuits represented by a DAG (PXAIG), for: (a) AND/XOR circuit
and (b) polymorphic 1-bit full-adder. Polymorphic edges are in bold.
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3.3. Boolean SAT problem

The CNF Satisfiability problem (CNF-SAT)" is defined as follows: given a Boolean
formula in its CNF, find a satisfying assignment of its variables. A literal is a variable
or its negation. A clause is a sum (disjunction) of literals. The CNF is a product
(conjunction) of clauses. The formula is satisfiable when there exists an assignment of
its variables so that the functional value of the formula is equal to one, i.e., each
clause evaluates to one under a given assignment of variables.

The decision SAT problem just gives an answer (positive or negative) about
satisfiability, whereas its constructive version returns a satisfiability witness as a
result, i.e., the satisfying assignment of variables.

3.4. PBO problem

The PBO problem® can be simply understood as a special case of the ILP problem, or
an extension of SAT with optimization capabilities. Instead of processing a product
of clauses, a set of linear inequalities is processed. An integer-weighted sum of literals
is present on the left-hand side of each inequality and integers are on the right-hand
side. Generally, each PBO inequality is written in the form

Coyo +Cryn + -+ Co1yy1 2 C, (2)

where y; are Boolean variables, and C; and C' are integer constants.

The optimization criterion is defined as an integer-weighted sum of variables, i.e.,
similarly to the left-hand side of the inequalities. The optimization criterion is to be
either minimized or maximized.

Dedicated PBO-solvers exist,”” ™ or the problem is solved by repeated applica-
tion of a SAT-solver.3":38:20

In later sections we will need to transform a standard CNF to a PBO instance.
This can be accomplished in a straightforward way:

(1) For each Boolean variable z,...,z,,_; of the CNF, construct an integer vari-
able yo, ..., Yn_1 of the PBO.

(2) For each CNF clause (lyViV---VI];) where [; are its individual literals
(variables or their negations), construct an inequality Ly + Ly +---+ L; > 1.

(3) Foreach k€ {0,...,1}:

If a literal [;, = x;, (variable in its direct form), then substitute L; = y;, in the
inequality.
If a literal [;, = T, (variable in its negated form), then substitute L; = (1 — y;,).

As an example, let us have a clause (zy V Z7 V Z5). This clause can be transformed to
a PBO inequality as follows:

Yo+ (1—y)+(1—w)>1, (3)

1940010-9
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Table 1. List of all two-input functions.

Index Gate Function ~Symmetricaob=boa Symmetric to negation aob = aob=aob
0 0 Y
1 NOR a+b Y
2 ab
3 NOT a
4 ab
5 b
6 XOR ab + ab Y Y
7 NAND ab Y
8 AND ab Y
9 XNOR ab+ ab Y Y
A b
B IMPLY a+b
C a
D a+b
E OR a+b Y
F 1 Y
which is
Yo—Y1—Yy2 = —1. (4)

3.5. List of two-input functions

As it was stated above, the procedure described in this paper supports any two-input
function as a circuit node. Just for clarity, here we present a list of all two-input
functions with their symmetry properties (Table 1). These symmetries can be effi-
ciently used in the algorithm to prune the search space, see Sec. 4.3. The functions’
indexes are derived from their truth tables (see, e.g., Ref. 4).

We can also notice that there are only 10 two-input functions, from which only
three (AND, XOR, and IMPLY) are of practical use, assuming negated edges are
provided (i.e., all gate inputs and outputs can be possibly further negated).

4. The Proposed Method

The proposed SAT-based method of designing size-optimal (and possibly depth-
optimal) circuits will be presented in this section. Any set of two-input gates can be
used as a set of building blocks (DAG nodes), with their costs (area) specified. As it
was stated in Sec. 3.2, the DAG edges may be negated and/or polymorphic.

First, for better understanding, we will present the algorithm in its basic, SAT-
based form, to devise an optimal DAG implementation of a given Boolean function.
The algorithm will be then extended to support additional features, namely the
enumeration of all solutions, depth-optimal implementations generation, and cus-
tomizable gate costs. The polymorphic behavior support will be assumed throughout

1940010-10
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the whole text. In case it is not required, the parts implementing this feature can be
easily “bypassed” when implementing the algorithm.
The following basic variables will be used in the following text:

e k denotes the number of implemented function PIs,
e 0 denotes the number of implemented function POs,

o n denotes the number of gates in the implementation.

4.1. The basic procedure

The Optimum Circuit Problem is solved by its reduction to a decision CNF-SAT
problem.”® Since these problems belong to different complexity classes of polynomial
hierarchy (the decision Optimum Circuit Problem is ¥-complete”®), the reduction
cannot be polynomial. The exponential complexity increase is caused by the enu-
meration of all function minterms values, as a part of the produced SAT instance.

The optimization problem is reduced to its decision version by a simple trick: a
decision problem “Does there exist an n-node implementation of a given k-input
function?” is solved, whereas we start with n = 1. If the answer is negative, n
is increased. This procedure is repeated until a positive answer is obtained. The
solution witness is then the optimum solution for the original problem.*¢

Note that this incremental approach is not the only one possible; binary search is
one option, as also proposed in Ref. 36. However, for circuits with a relatively small
number of nodes, this approach is not efficient, since obtaining the upper size bound
may be excessively time-consuming.

The most basic procedure is outlined by a pseudo-code shown in Fig. 4. The input
to the algorithm is a truth table (a set of o 2* binary vectors, for an o-output
function) of the function to be implemented; the output is its optimal multi-level
implementation structure.

4.2. The CNF construction

The main procedure of the algorithm, the SAT instance generation (Generate_CNF in
Fig. 4), is described here.

Generate structure (truth table f, int k) {
n = 1;
do {
CNF = Generate CNF(f, k, n);
Sol = SAT Solve (CNF);
if (Sol.unsat) n++;
} while (Sol.unsat);
return Sol.extract structure;

}

Fig. 4. The basic size-optimal structure generation procedure.
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Let us have a polymorphic circuit with & inputs and o outputs constructed of n
gates. As stated in Sec. 3.2, such a circuit can be represented as a DAG with at-
tributed (negated and/or polymorphic) edges. The following variables and con-
straints are introduced:

e For some special purposes (like a constant output in a multioutput function),
a constant node must be present. Therefore, the node indexed as 0 will be a
constant “0”. The constant “1” can be obtained from it using a negated edge;

e each PI and DAG internal node has a unique index, 1,...,n + k where DAG PlIs

are represented by the nodes indexed 1,...,%k and internal nodes are indexed
k+1,....,.n+k;
e the DAG has o outputs, each can be connected to any node 0,...,n + k (i.e., also

directly to the constant or a PI);

o the parent node always has a higher index than both its children;

o node inputs (exactly two here) are labeled 0 (left input) and 1 (right input);

e each node can implement any gate function from a given set of functions F. The
ordinary numbers of functions are binary-encoded, i.e., v variables are needed to
index the functions, v € {0,..., [logs|F|] — 1}. Since only two-input functions are
considered in this paper for simplicity, v € {0, ..., 3}, to be able to encode the 10
two-input functions. In practice, the number of functions can be even less, since
using only three two-input functions makes sense (see Sec. 3.5).

In order to design the desired network implementing a given Boolean function, two
sets of constraints must be encoded into the SAT instance: (1) the network structure
and (2) the network function, i.e., propagation of values from the PIs to POs.

For easier understanding of the following text, a sketch of the designed
network (DAG) with corresponding variables describing the structure (node labels)
and function (edge labels) is shown in Fig. 5 for a node ¢ with its attributed edges
(a); connection of a node j to the m* input of a node ¢ (b); and connection of a node 4
to the primary output w with its attributed edges (c). The circle node represents
the node 4, rectangle nodes describe edge value modifiers (negation, polymorphic be-
havior), and the diamond-shaped nodes represent the network interconnection. The
meanings of labels and signals in the figure will be described in the following text.

Let us note that different structure encodings can be used, e.g., as shown in
Ref. 35. In principle, different encodings offer a trade-off between the instance size
and its “simplicity” for SAT-solvers. In this paper, we present the encoding we think
is the most understandable to readers.

4.2.1. Network structure description

In the scenario given above, a set of Boolean variables describing the structure of the
network is defined. Note that the limits of variables’ indexes already impose some struc-
tural constraints to the network, which are necessary for its validity and unambiguity.

1940010-12
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(a)

Fig. 5. Network structure with corresponding variables.

e N;,: The m™ input of node i is negated, defined for i € {k+1,...,n+k},
m € {0,1}.

e P;,,: The m'" input of node 4 is polymorphic, defined for i € {k+1,...,n+k},
m € {0,1}.

e C;;m: The output of the i** node is connected to the m™ input of the j' node,
defined for i € {0,...,n+k—1}, j € {max(i,k+1),...,n+ k},m € {0,1}.
Note: ¢ ranges to n + k — 1 only, since the last node (n + k) cannot be connected
to any other node.

Note: j ranges from i if 7 is an internal node or from k£ + 1 if 7 is a PI or constant,
to ensure that a PI would not be fed by any node.

e O,;: The w'™ output is connected to the i*® node, w € {0,...,0—1}, i€ {0,...,
n+ k}.

e ON,: The w'® output is connected to a node by a negated edge, w € {0,...,0— 1}.

th

e OP,: The w'™ output is connected to a node by a polymorphic edge, w € {0,...,
o—1}.

e F,,: The ™ node function selector, ie{k+1,....,n+k}, ve{0,...
[logy|F[] — 1}

Next, constraints (SAT clauses) are defined, to describe the network structure validity.
Note that the universal quantifiers actually represent conjunctions of SAT clauses.
The final CNF-SAT instance is then formed by conjunction of all the constraints.
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(1) Each node input is connected somewhere — to a node with a smaller index
(including PIs and the constant):

VlE{k-‘rl,.,n-l-k},mE{O,l} Cj,i,m' (5)
7€{0,...,i-1}

(2) Each node output is connected somewhere — to a node with a higher index or to

an output:
Vie{k+1,...,n+k}: \/ Cijm
je{max(i+1,k+1),...,n+k}
me{0,1}
\ Oi,w . (6)
wed{0,...,0-1}

(3) Each node input has only one source:
Vielk+1,...,n+k}, 1€{0,...,a—1},

In simple words, if the m'™ input of the node j is connected to the node i (C; ; ), it

must not be connected to the node h.
This is in CNF:

Vie{k+1,...,n+k}, i€{0,...,i—1},
he{0;5—-1}, h#i, me{0,1}:C ;0 VCjm- (8)
Note that it is allowed to connect both node inputs to one source (the h # i
condition enables this). This feature can be used in polymorphic circuits. For ex-
ample, assume a node x connected to both inputs of an AND gate, while one input
edge is polymorphic. Then, the operation z - (x @ P) = x - P is performed by the
AND node, which is meaningful. On the other hand, in the case of no demand for

polymorphic operation, nodes connected to only one source become redundant, and
from the nature of the algorithm, they will never be produced.

(4) Each primary output is connected to at least one node or primary input, or the
constant:

vwe{0,...,0-1}:  \/ O (9)

(5) Each primary output is connected to one node or primary input, or the constant
at most:

Vwe {0,...,0-1}, i€{0,...,n+k},
jef{i+1,...,n+k}:0,;=0,;. (10)
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In simple words, if the output w is connected to node i (O,,;), it must not be con-
nected to node j.

This is in CNF:
Yw e {0,...,0—1}, i€{0,...,n+k},
je{i+1,...,n+k}:0,;VO,;. (11)

4.2.2. Network function description

Next, the desired function must be enforced. This means that the network must
output the correct functional value for each input combination, i.e., for all 2% min-
terms for all outputs.

For this purpose, additional Boolean variables, specific for each p € {0,...,2%F —
1} minterm, are defined:

e Y, is the i, node output value, i € {0,...,n + k}.

For i € {1,...,k}, it represents a PIL
For ¢ = 0, it is the constant “0”.
e X, ., is the value of the m' input of node 4, defined for i € {k+1,...,n+k},
m € {0,1}.
e XN;,,, denotes the value of the m™ input of node 7, after possible negated edge
following the polymorphic edge, defined for i € {k+1,...,n+ k}, m € {0,1}.
e XP,,,, is the value of the m'™ input of node 4, after possible polymorphic edge,
defined for i € {k+1,...,n+ k}, m € {0,1}.
e OV, , is the w output node value.
e ON,, is the w™ output node value, after possible negation.
e ONP,, is the w'™ output node value, after possible polymorphic edge, following
the negation.

e P, denotes the polymorphic stimulus value.
Next, constraints enforcing the function are defined:
(6) Polymorphic edges:

Vie{k+1,...,n+k}, me{0,1}:
X-Pi,m,p = (-Pz,m = Pp @ Xi,m.,p) \ (FTm = Xi,m,p) . (12)

In simple words, in the presence of a polymorphic edge (P;,,), negate or copy the
value based on the polymorphic stimulus value (P,). Copy the value otherwise.
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This is in CNF:

Vie{k+1,...,n+k}, me{0,1}:
(B V XB iy V Xignp V By) N (B V Xy V Xy V By)
N (B V XPijnpV XignpV B) N (B V XB iy V Xy V B)
A (H,m \% Xigm,p \% XPi,m,p) A (Pi,m \ ‘szﬂ,m,p \ XPL,m,p) . (13)

(7) Negated edges:
Vie{k+1,...,n+k}, me{0,1}: XN, =XP,,&N,. (14)

This is in CNF:
Vie{k+1,...,n+k}, me{0,1}:
(XNimpV XE NV Nigw) N XNV XP, p VN, )
A(XN, oy V XB 0y VN ) ANXN, oy V XP, )V N ) - (15)

(8) Nodes interconnection:

Vie{0,...,n+k—1}, je{max(i+1;k+1),...,n+k—1},
m & {071} : C(i,]ﬂ,m — }/zp = Xj,m.p' (16)

In simple words, if there is a connection between the node i and the m®™ input of
the node j, these values are equal. The output of the last node (n + k) cannot be
connected anywhere.

This is in CNF:

Vie{0,...,n+k—1}, je{max(i+L;k+1),...,n+k—1},

m € {0,1} : (Cim VYi, VX ) NGy VY V X p) - (17)
(9) Negated output edges:
Vw € {0,...,0—1} : ON,, = OV,,, ® ON,,. (18)
This is in CNF:
Yw e {0,...,0—1}:
(ON,, Vv OV, v ON,) A (ON,,, Vv OV, V ON,,)
A (ON,, Vv OV, , VvV ON,) A (ON,,, VOV, ,VON,). (19)

(10) Polymorphic output edges:

vwe{0,...,0— 1} : ONP,, = ON,,, & (OP, A P,). (20)

w,p w,p
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This is in CNF:

vw € {0,...,0—1}: (OB, V ONE,, V ON,,, V P,)

A (OE,V ONP,,V ON,, V P,)

A (OR,V ONP,,V ON,,V E))
A (OF, Vv ONF,, Vv ON,,V E)
A (OP,V ONP,,V ON,,)
A (OP,V ONE,,V ON,,). (21)
(11) Outputs:
Vwe {0,...,0—-1}, i€{0,....,n+k}:0,;,= (OV,,=Y;,). (22)

This is in CNF:
Vwe {0,...,0—1}, i€{0,....n+k}:(0,; VOV, VY;,)
A(Oy; VOV, ,VY,). (23)

(12) Node functions:
Vi € {If + 1, Lo, + k'} : YVZ'J) = XNi,O,p<Op>XNi,1,p . (24)

The CNF of the operator (op) (node functions) is constructed by deriving the onset
and offset of the operator function by simulation. That is, its characteristic function
in CNF is obtained. Depending on the function selection (variables F; ), constraints
for the outputs (Y;,) and inputs (XN, ,,, XN;;,) of nodes are derived, based on this
node characteristic function. The resulting SAT instance will contain one clause per
minterm of the node function.

For the sake of brevity, we will omit a detailed formal description of the
procedure.

Just to give a simple example, if, e.g., F;; =0 selects that the node i will

implement an AND gate, these constraints will be generated:
V'L S {k + 1, ey + k} . E.O = O = (1/;717 = XNi.O,p . XNZ‘JYP) . (25)

As a result of enumeration of all minterms of the AND function and including the
condition F;y = 0, the following CNF is produced:

Vie{k+1,...,n+k}: (Fw \% XNZv’O’p V XN”[, vV Y;_p)
A(F;oV XN,V XN, VY,)

AN(FigV XN,V XN;1,VY,)
AN(FigV XN,V XN7,VY,). (26)
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(13) The function — input and output values:

Vie{1,...,k}:Y;, = forced respective bit value,
P, = polymorphic stimulus value for the p™ minterm,
Vw € {0,...,0—1}: ONP,,, = forced outputs for minterm p.

These values are directly obtained from the truth table of the designed function and
the constraints are implemented in the CNF as unit clauses.

Finally, all the clauses stated in the above subsections are concatenated to form a
CNF, to produce a SAT instance. A solution of this instance, particularly the values
of variables N; ., P; 1, Ci jm;, Ouis ON,,, OP,,, and F;,, then represents the imple-
mentation of the desired DAG.

Note that the number of clauses describing the DAG validity grows linearly
with both k and n, but the number of clauses describing the function grows
exponentially with k, because of an exponential number of minterms. When
combined with an NP-complete SAT-solving repeatedly run in the process, it is clear
that this approach is feasible for small £’s only. However, it is fully sufficient for some
purposes.’

4.3. Ezxploiting special properties of gates

Some gates listed in Table 1 exhibit special properties, like symmetry and symmetry
to negation (of course, these properties can be generalized to any set of functions with
more than two inputs). These properties can be used to prune the search space
efficiently. Particularly, additional rules are introduced and SAT clauses are added
to prevent ambiguity.

4.3.1. Symmetric functions

For symmetric functions, a node with a lower index is always the left child of
its parent:

VlE{k—Fl,,n—i—k‘}, jE{O,,Z—l}, hE{O,,]}CN’OéC}HJ (27)
This is in CNF:
Vlé{k-l-l,,n—l—k}, 36{0,,1—1}, h€{07’]}q‘1,0\/ch‘2,1 (28)

If all allowed functions are symmetric, the above clauses are added to the CNF
without any modification. In case there are nonsymmetric functions allowed, the
clauses are extended by identification of the function implementing node i (£ ,).

4.3.2. Symmetry to negation

The property of a function a0 b = @o b = a ob (case of, e.g., a XOR function) allows
for a significant reduction of possibilities of placing the negation. In our implementation,
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we prohibit using negated edges at both nodes’ inputs; if negation is required, it
is placed at the output of such a node (which is the input of another node or a PO).
If there is a chain of nodes with this property, the negation is placed at the output
of this chain.

The following constraints are added to the CNF, for nodes implemented as
functions symmetric to negations (which is given by F;, values):

Vie{k+1,...,n+k}, ve{0,...,[log|F|] -1}, me{0,1}:F,,= N_,. (29)
This is in CNF:

Vie{k,...,n+k}, ve{0,...,[log|F[] -1}, me{0,1}:F,VN,,. (30)

’

4.4. Enumeration

In order to obtain multiple or even all solutions, i.e., all optimum DAG structures
implementing the given function, an All-SAT-solver can simply be used. However,
this approach is not practical, since many structurally equivalent solutions with just
permuted node indexes would be produced. Therefore, we propose the procedure
shown in Fig. 6.

Here, the best n (the minimum number of nodes by which the function can be
implemented) with the initial solution is found first. Actually, this procedure is just
equal to the original algorithm (Fig. 4). Then the CNF is constrained so that such a
solution will not be generated by a consequent SAT-solver run. This is done by

Generate all (truth table £, int k) {

// find minimum n first

n = 1;

do {
CNF = Generate CNF(f, k, n);
Sol = SAT Solve (CNF);
if (Sol.unsat) nt++;

} while (Sol.unsat);

// enumerate all solutions
while (!Sol.unsat) {
All.append(Sol.extract structure);
for all feasible permutations P {
CNF.Constrain (P, Sol);
}
Sol = SAT Solve (CNF);

}

return All;

Fig. 6. All optimal structures generation procedure.
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simply adding blocking clauses describing the solution, i.e., the disjunction of all
variables N; ,,, P; 1, C; j ), Oyis ON,, OP,, and F; , to the CNF, while the polarities
of variables correspond to the variables’ values in the solution (e.g., if a variable x
value is “1” in the solution, the literal Z is present in the blocking clause). This is
done for all permutations of node indexes, which describe a valid DAG (i.e., where
conditions from Sec. 4.2 are satisfied).

Then the SAT-solver is invoked for this CNF instance. This procedure is repeated
until an unsatisfiable solution is obtained, indicating that no other feasible solutions
exist.

As a result, all feasible nonisomorphic solutions are produced.

4.5. Deriving depth-optimal implementations

Even though the procedures described above produce optimal implementations
in terms of nodes count, they need not be delay-optimal (or depth-optimal).
The approach presented in Ref. 36 uses SMT to evaluate the level of each node and
optimize the result according to this. Here the level is expressed as an integer variable
attached to each node. A SAT-based approach producing delay-optimal solutions is
presented in Ref. 35. In principle, a similar approach is adopted; the delays of each
node are represented by bitstrings.

For the sake of simplicity, we have opted for a different approach based on the
enumeration. The enumeration procedure is run (see Sec. 4.4) and only one depth-
optimal solution is selected as a result. Naturally, lower bounds on circuit depth can be
imposed. Thus this approach does not involve enumerating all solutions in most cases.

4.6. Customizable gate costs

The basic procedure presented in Sec. 4.1 assumed equal costs of all nodes. However,
this may not be always desired. Thus, we propose an approach based on PBO, which
can assume any integer cost of any node type. In its basic form, the implementation is
simple and straightforward. The CNF clauses from Sec. 4.2 are transformed into
PBO inequalities, as described in Sec. 3.4.

Next, the optimization criterion to be minimized is defined. The node functions
are primarily encoded in binary (variables F;,). This representation is however not
well suitable for the node cost computation in PBO. Thus, we first append its
“translation” to the one-hot encoding to the CNF, forming new variables:

e FH;, denotes the i*" node function selector in one hot encoding, i € {k+1,...,
n+k}, z€{0,...,|F| —1}.

We will not mention the respective CNF clauses performing the translation from F; ,
to FH, ,, for the sake of brevity.
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Then, the optimization criterion to be minimized is defined, by summing
the costs:

FH; , - cost(z) | . (31)
ie{k+1,...n+k} \ 2€{0,...,|F|-1}

Here the function cost(z) returns the integer cost of the 2t gate type.

A solution of this PBO instance results in an implementation consisted of n gates
reducing the total cost.

This approach, however, cannot be directly used in the context of the overall
algorithm, see Sec. 4.1. For example, let us assume an implementation using AND
and XOR gates, with the XOR cost being 3 and the AND cost 1. Assume the initial
solution of n = 3 with one XOR gate has been found. Therefore, the total cost is 5
(two AND gates 4+ one XOR gate). However, we are not sure if there is not a cheaper
solution comprised of just four AND gates (i.e., having the cost equal to 4).

Therefore, the algorithm from Fig. 4 must be slightly modified, as shown in Fig. 7.
The algorithm starts similarly to the original one (Fig. 4); only a PBO-solver is used
instead. In this phase, the initial solution primarily minimizing the total number
of nodes and secondarily the cost is obtained. This solution is recorded as the best
solution found so far.

The second phase of the algorithm tries to find a “cheaper” solution consisted of
more nodes. Increasing n makes sense while it is lower than the cost of the best
solution obtained above; in case of equality, the best solution consists of the
“cheapest” gates only (the minimum cost is assumed to be 1).

When searching for a better solution having more nodes than the initial one, the
set of gates that can be used can be restricted, based on their cost (the ConstrainCost
procedure in Fig. 7). Also note that the PBO-solver needs not be employed in all cases
and a (faster) SAT-solver can be used instead. This happens when there is no freedom
left in the choice of gates. In practice, the PBO-solver is called only once or twice at the
beginning of the process, based on the gates’ cost span.

Let us recall the above example. After the initial solution is obtained (n =3,
cost = 5, two ANDs, one XOR), n is increased to four in the next phase. In order to
obtain a solution with smaller cost (i.e., four), no XOR gate can be used, and thus
there is also no freedom of gates choice. Therefore, the CNF is restricted so that only
AND gates are allowed and SAT is solved instead of PBO.

The enumeration and delay optimizing versions of the algorithm (see Fig. 6) must
be modified in a similar way. Thus, starting with the n value obtained from the
algorithm in Fig. 7, n must be increased up to the Best_Sol.cost value to find all
optimum solutions. The difference from the algorithm in Fig. 7 is the addition of
blocking clauses after each solution found, and repetition of the main loop, while
satisfiable solutions are generated, similarly to Fig. 6.
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Generate structure (truth table f, int k) {
// find initial solution
n=1;
do {
CNF = Generate CNF(f, k, n);
PBO = CNF.ToPBO() ;
Sol = PBO_Solve (PBO);
if (Sol.unsat) n++;
} while (Sol.unsat);
Best Sol = Sol;

// try to find better solution
while (n < Best Sol.cost) {
n++; // increase nodes count
CNF = Generate CNF(f, k, n);
ConstrainCost (best cost — n);
if (best cost — n > 1) {
PBO = CNF.ToPBO () ;
Sol = PBO_Solve (PBO) ;
} else Sol = SAT Solve (CNF);
if (Sol.cost < Best Sol.cost) {
Best Sol = Sol;
}
}

return Best Sol.extract structure();

Fig. 7. The optimal structure generation procedure using PBO.

5. Experimental Results
5.1. Experimental setup

The experimental results are demonstrated in this section. MiniSAT?" has been
used as a SAT-solver, MiniSAT+ as a PBO-solver.*® All the computations were
performed on a computer cloud with Intel Xeon E5-2630v3 2.40-GHz CPUs and
128-GB RAM.

5.2. Synthesis of replacement structures for rewriting

15 is one of the

As it was stated above, the rewriting-based logic optimization
applications where optimum implementations of functions are required. Here, a logic
network is optimized by repeatedly replacing its k-input subgraphs by their optimum
implementations. For this purpose, we need optimum implementations of all &-input
functions, or, better, their representative NPN-equivalence classes.? *

In this experiment, we have synthesized all nonisomorphic implementations of

all representatives of the 222 NPN-equivalence classes of four-input functions.? As
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Table 2. Four-input rewriting structures statistics.

Nodes XORs Count

AND:XOR Max. Avg. Max. Avg. Max. Avg. Total

1:1 7 6.60 5 2.78 7,401 144.86 32,160
1:2 8 6.38 3 1.41 2,436 42.58 9,453
1:3 10 8.02 3 0.23 3,056 95.45 21,190

the implementation basis, the set {AND, XOR} was chosen. No polymorphism was
used in this experiment. The AND node cost was set to 1, while the XOR cost varied
from 1 to 3.

The summary results are shown in Table 2, where the total numbers of nodes,
XORs, and the counts of produced structures are shown.

We can see that with an increasing XOR cost, the number of XOR gates present
in the implementation shrinks and the total number of nodes increases.

The runtimes are not present since this experiment was rather time-consuming;
there are functions that have far too many solutions (see the 1:1 ratio), making the
enumeration to run very slow, because of excessive size of blocking clauses. However,
computing a single replacement structure typically takes negligible time.

5.3. Synthesis of replacement structures for polymorphic rewriting

The idea of rewriting can be extended to polymorphic rewriting. Let us assume that
each subgraph may implement two different functions, based on the value of the
polymorphic stimulus. Thus, we need optimum implementations of all pairs of func-
tions. Since there are 222 NPN-equivalence classes of four-input functions, producing
all pairs may be prohibitive. However, for three-input functions it is feasible, as there
are only 14 such classes.” Thus, there are 142 = 192 such functions. Subtracting 14
nonpolymorphic functions, we need 182 different optimum implementations.

We have generated these implementations, with the gate basis comprised of AND
and XOR gates. Both the AND and XOR costs were set to 1. The statistics are
shown in Table 3.

We can see that implementations of most of the functions were generated very
quickly, in an almost unmeasurable time. Generation of the whole set of 182 func-
tions took less than 1 min. Therefore, we can credibly conclude that the presented
method can be efficiently used for online computation of rewriting structures for
polymorphic rewriting.

5.4. Synthesis of small polymorphic circuits

In this subsection, we present synthesis results for several smallest circuits from the
MCNC®! and ITC’99°? benchmark sets, plus generic adders. Combinational parts
of sequential circuits were extracted. These circuits were collapsed to a PLA by
ABC? to obtain a truth table. For the purpose of this experiment, we have defined a
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Table 3. Polymorphic rewriting structures statistics
for three-input functions.

Min. Max. Avg.  Sum

Gates 1 6 4.06 739
XORs 0 3 1.10 200
Polymorphic edges 1 8 4.19 762
Runtime (s) <0.01 301 1.66  41.58

scenario where the first circuit input is defined as the polymorphic stimulus, while the
other inputs remain the PIs. Such a scenario is not that unrealistic — one may
imagine a technology, where the function of multiple gates is influenced just by one
signal. The Si-NW technology is such an example.”*

Optimum implementations of the example circuits have been synthesized, with-
out polymorphism being used, and compared to their respective optimum poly-
morphic designs. The results are shown in Table 4 for AND-nodes-based circuits.
Similar results are presented in Table 5, with the nodes set extended by an XOR gate
(with its cost set equal to the AND gate cost).

After the circuit name, the numbers of its inputs and outputs (k,0) are given.
Then, results of standard optimum synthesis'' are shown, in terms of the number
of nodes (Nd.) and levels (Lev.), followed by the results of polymorphic

Table 4. Synthesis results — only AND nodes used.

Standard logic Polymorphic logic

Name ko Nd. Lev Time Nd. P. edges Lev. Time
0l-adder 3 2 7 4 0.20 3 6 2 0.04
02-adder 5 3 — — — 10 6 6 7.01
ITChO1 6 7 — — — 12 12 3 48.33
ITCbh02 4 4 — — — 9 12 4 1.62
ITCh06 10 14 10 4 17,429.40 5 9 2 6,033.40
bl 3 4 6 3 0.23 1 3 1 0.02
cl7 5 2 6 3 1.91 5 3 3 1.06
clpl 11 5 10 2 33,596.10 10 3 2 33,199.00
cm82a 5 3 — — — 10 11 5 5.68
daio 5 6 10 4 10.63 9 13 3 6.46
dcl 4 7T — — — 13 17 3 5.85
lion 4 3 9 4 1.71 5 6 2 0.30
majority 5 1 8 5 3.78 5 6 4 0.61
mc 5 7 — — — 9 7 3 7.94
newcwp 4 5 — — — 9 5 3 1.94
newtag 8 1 9 6 276.02 8 12 4 181.68
s27 7 4 7 4 42.10 7 6 3 48.98
t 5 2 6 3 1.96 6 5 3 1.33
wim 4 7 — 12 12 4 4.71
xorh 5 1 — — — 9 10 4 4.04
Sum 88 42 51,364.04 64 (27%) 72 29 (30%) 39,472.88(23%)
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Table 5. Synthesis results—AND and XOR nodes used.

Standard logic Polymorphic logic

Name Nd. XORs Lev. Time Nd. XORs P. edges Lev. Time
01l-adder 5 2 2 0.10 2 1 6 1 0.04
02-adder — — — — 7 4 13 4 2.96
ITCbhb01 — — — — 10 3 14 5 51.56
ITCbh02 — — — — 9 1 10 5 4.03
ITC_b06 8 3 4 12,373.40 5 0 9 2 6,475.23
bl 3 2 2 0.10 1 0 3 1 0.02
cl7 6 0 3 2.03 5 0 3 3 1.02
clpl 10 0 2 52,105.60 10 0 2 2 51,541.30
cm82a 10 6 6 8.20 7 4 12 3 2.81
daio 7 2 3 5.08 7 3 9 3 4.01
del — — — — 12 2 17 3 6.33
lion 9 2 6 1.85 5 0 4 2 0.43
majority 8 3 4 3.80 5 0 4 4 0.92
mc 10 5 4 14.89 9 1 6 3 6.98
newcwp 8 5 3 1.70 6 3 8 3 0.80
newtag — — — — 8 1 8 6 201.56
s27 7 0 4 44.10 7 0 5 3 46.08
t 6 0 2 2.10 6 0 6 2 1.73
wim — — — — 11 2 14 3 3.86
xorH 4 4 3 0.64 3 3 5 3 0.29
Sum 101 34 48 64,563.59 78 (23%) 15 (56%) 82 35 (27%) 58,081.65(10%)

implementations. As mentioned above, the first circuit input was always selected as
polymorphic stimulus, the “P. edges” column gives the number of polymorphic edges
in the implementation.

Results of only 20 circuits are shown in the tables, with summary values given in
the last rows, together with the overall percentage reductions compared to the
standard synthesis process. For some circuits we were not able to obtain imple-
mentations using standard (nonpolymorphic) logic, thus the summary results are
computed from the complete records only.

It is possible to see that the polymorphic implementations exhibit smaller area
and number of levels in most of the cases, assuming that the polymorphic edges are
“for free”. Even though this observation is quite obvious, since the notion of poly-
morphism actually allows implementing implicit XOR gates (see Sec. 3.2), the
purpose of the experiments was to illustrate how much area can be saved by means of
using the polymorphic electronics paradigm.

6. Conclusions

A SAT-based method to generate optimum polymorphic circuits described by a
DAG was presented. The polymorphic behavior is implemented by the introduction
of polymorphic edges into the DAG.
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The method is general, in the sense that any set of two-input gates can be used as
the circuit building blocks (DAG nodes). These gates can be assigned an arbitrary
cost (size), allowing to produce circuits minimizing this cost.

Since the complexity of the problem solved — the optimum circuit — is immense
(as it is a ¥ 2-complete problem), the method can be applied to functions having
typically up to 10 inputs. However, the method can still serve as a means of obtaining
lower bounds of complexity of polymorphic circuits.

The feasibility of the method has been illustrated by experimental results. We
have compared “standard” optimum implementations of several benchmark circuits
with their polymorphic counterparts. A scenario, where one circuit input serves as a
polymorphic stimulus, was used. As a result, polymorphic implementations exhibit
an average 27% improvement in the number of gates, when XOR gates are not
allowed, and an average improvement of 23% for AND-XOR logic. However, poly-
morphism is considered to be available “for free” in this scenario.

Presenting this experimental comparison, however, was not the main
purpose of this paper, since it is unrealistic unless particular technology is targeted.
Instead, the objective was to present the method itself, in its most general form.
Then, it can be used, e.g., as a part of more complex synthesis algorithms applied to
specific target technologies, where different design primitives with different costs are
to be used.

One of the promising application areas is the generation of optimum imple-
mentations of functions with a limited number of inputs, to be used in general logic
optimization processes, like rewriting.!"® Here, optimum implementations of “small”
functions are used to replace their functional equivalents in a circuit to be optimized,
to reduce its size. For this purpose, all implementations of all 222 NPN-equivalence
classes of four-input functions were generated for standard AND—-XOR logic and the
statistics were measured, as a part of the experiments. Next, representatives of 182
NPN-equivalence classes of pairs of three-input polymorphic functions were gener-
ated and the runtime was measured. Very good applicability of the approach to
online generation of replacement structures was illustrated this way.
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