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Abstract—We present an evolutionary method for the design of
image filters using two-dimensional uniform cellular automata.
Specifically, a technique called Conditionally Matching Rules is
applied to represent transition functions for cellular automata
working with 256 cell states. This approach allows reducing the
length of chromosomes for the evolution substantially which was
a need for such high number of states since the traditional table-
based encoding would require enormous memory space. The
problem of removing Salt-and-Pepper noise from 8-bit grayscale
images is considered as a case study. A cellular automaton will
be initialised by the values of pixels of a corrupted image and
a variant of Evolution Strategy will be applied for the design
of a suitable transition function that is able to eliminate the
noise from the image during ordinary development of the cellular
automaton. We show that using only 5-cell neighbourhood of the
cellular automaton in combination with conditionally matching
rules the resulting filters are able to provide a very good output
quality and are comparable with several existing solutions that
require more resources. Moreover, the proposed evolutionary
method exhibits a high performance which allows us to design
filters in very short time even on a common PC.

Index Terms—Evolution strategy, cellular automaton, condi-
tional rule, image filter, salt-and-pepper noise.

I. INTRODUCTION

Noise elimination from digital images represents a typical
low level image processing task [1]. It often represents a
significant step in the image pre-processing before performing
advanced algorithms such as image segmentation, recognition
or classification. Usually the noise elimination has to be
implemented by means of non-linear functions (referred to
as non-linear image filters) because the noise is inherently
non-linear. Therefore, it is not possible to apply mathematical
theories known from linear filters, which leads to mostly
experimental design of non-linear filters.
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A. Conventional image filter design

In conventional approaches, the image filter typically con-
sists of two parts: a noise detector and a filtering algorithm. In
such case, the filtering algorithm is executed only if the noise
detector evaluates a given part of image as a noise. Otherwise,
the input pixel is sent to the filter output unmodified. This
approach allows decomposing the filter design into simpler
parts which are then solved separately [1]. On the other hand,
some approaches consider the filter as a “black box” that takes
image data as inputs, implements a suitable function for the
noise elimination and produces a filtered pixel as its output.
This approach showed to be very powerful for evolutionary
image filter design which will be mentioned in Section I-B.
Conventional non-linear image filters of this kind are mostly
based on the calculation of median out of the pixel values
belonging to a given filtering window (usually of size 3x3 or
5x5 pixels). These techniques may be used for comparison
with advanced (experimentally designed) filters.

The basic median filter (MF) is a special case of order
statistic filters [2]. They can be implemented effectively in
hardware using the concept of sorting networks as described
in [3]. The weighted median filter (WMF) represents an ex-
tension of this concept, which assigns weights to some values
within the filtering window. The center weighted median filter
(CWMF) [4] is a special case which weights only the central
value of the window.

The adaptive median filter (AMF) can be considered as a
multi-level order statistic filter [5], the goal of which is to
detect and subsequently replace corrupted pixels only. Usually,
two levels working with the 3 x 3 and 5 x 5 filtering window,
respectively, are utilised. The filtering is performed in two-
phases. In the first phase, a sorting network is used for
calculating the minimum, maximum and median value for the
pixels inside the filtering window. In the second phase, these
values are used together with the value of the original central
pixel to decide whether it is affected by noise.

Another MF modification includes the directional weighted
median filter (DWMF) [6] which utilizes a noise detector
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that is based on the differences between the central pixel and
its neighbours aligned with four main directions (horizontal,
vertical and two diagonal). The noise detection is based on
calculating the weighted sum of absolute differences between
the value of the central pixel and pixels within the given
direction and a threshold is used to determine whether the
pixel is corrupted by noise and needs to be replaced. This
method is applied iteratively (in 5—10 steps) with a decreasing
threshold in order to achieve a required output quality.

Finally, let us mention the pixel-wise MAD (PWMAD) [7] as
an iterative non-linear image filter that addresses the problem
of random valued shot noise removal. The noisy pixels are
detected using a local variance estimator based on the iterative
calculation of the median of the absolute deviations from the
median.

There are also other filtering principles that do not strictly
utilise the notion of locality (filtering windows), use more
complex operations and are therefore suitable for software
implementations only (e.g. [1], [8]-[11]).

B. Design of image filters by means of evolutionary algorithms

Evolutionary algorithms [12] have recently been applied
in many application domains including image processing.
The evolutionary design of image filtering circuits can be
found in the area of evolvable hardware methods [13]. Earlier
works have dealt with several basic approaches, including
the optimization of filter coefficients [14], [15] and stack
filter evolution [16]. Currently, the design of image filters at
the circuit level is usually performed by means of Evolution
Strategy using the Cartesian Genetic Programming (CGP)
representation [17]. A survey of image filter design methods
that utilize CGP can be found in [18].

In addition to relatively simple non-linear functions com-
posed of operations such as minimum, maximum, or average
[19]-[21], advanced concepts have been investigated, e.g.
using bank of filters [22], switching concept [23], [24] or
fault-tolerant image filter design [25]. Later, the image filter
evolution was accelerated using Field Programmable Gate Ar-
rays (FPGAs) [26], [27], graphic processing units (GPU) [28],
computer clusters and advanced pre-compilation techniques
[29]. An advanced extensive study of evolutionary design of
switching filters by means of CGP and their comparison with
conventional filters can be found in [30].

C. Image filtering using cellular automata

Cellular automata (CA), originally introduced by John von
Neumann in [31], represent a massively parallel computational
platform suitable for various applications. The basic structure
of a cellular automaton assumes a regular structure of cells,
each of which at a given moment occurs in a state from a
finite set of states. The behaviour (or development) of a CA
is considered as a synchronous update of all cells according
to a transition function in discrete time steps. The transition
function determines the next state of a cell depending on the
combination of states in its neighbourhood. For the purposes
of this paper, uniform two-dimensional (2D) CA will be

considered in which the cells are arranged into a square lattice
and there is a single transition function according to which all
cells are to be updated. The cellular neighbourhood will be
defined uniformly for each cell and will consist of a given
cell and its immediate neighbours in the north, south, east and
west direction (it is a case of 5-cell neighbourhood also called
von Neumann neighbourhood). The task of designing a CA for
a given task consists of finding a suitable transition function
(possibly with appropriate initial states of cells) in order to
achieve a given behaviour performed by the CA development.

Cellular automata have also been applied to image pro-
cessing tasks (including image and video compression, image
resizing, edge detections and others). A wider overview can
be found in [32]. Rosin applied a sequential floating forward
search method for feature selection and identification of good
rule sets for a range of tasks, namely noise filtering (also
applied to grayscale images using threshold decomposition),
thinning, and convex hulls [33]. Selvapeter and Hordijk in-
troduced several modifications to the standard CA concept
and applied them to improve the filtering performance. For
example, a random CA rule solves the noise propagation
present in deterministic CA filters. A mirrored CA is used
to solve the fixed boundary problem. The authors showed that
these methods can outperform some standard filtering methods
[34]. Diosan et al. investigated various methods suitable for
image segmentation by means of CA [35]. Kundra et al.
applied CA to detect edges in digital images. The approach is
based on 2-fold symmetry that implies 51 patterns from which
the best rule for image detection can be derived [36].

The utilisation of the pure CA concept for image processing
represents a difficult problem. The existing works are mostly
limited to simplified cases (e.g. binary images only) or use
the CA as a mean to derive suitable steps in order to perform
the image processing algorithm. In this paper we apply basic
CA whose state will directly represent an image and use an
evolutionary algorithm in order to design a transition function
(the filtering algorithm) as described in Section I-D.

D. Goal of this paper

In this paper we use a method for efficient representation
of transition functions of CA, called Conditionally Matching
Rules (CMRs) [37], and apply a variant of Evolution Strategy
(ES) in order to find various transition functions suitable for
removing Salt-and-Pepper noise from 8-bit grayscale images.
The CA states will directly be represented by 256 possible
pixel values of the filtered image. The filtering algorithm
will be represented by a single transition function of the CA
designed by the ES. The main objective is to demonstrate
that using the 5-cell neighbourhood (instead of 3 x 3 or 5 x 5
windows) and CMR-based transition functions with only basic
relational operators (specifically =, #, <, >), which represents
significantly reduced resources against many other methods,
high-quality image filters can be obtained. Moreover, we show
that this approach in combination with the evolution strategy
exhibits a very good performance which allows designing
filters in very short time even on a common PC.
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II. EVOLUTION OF CELLULAR AUTOMATA USING
CONDITIONALLY MATCHING RULES

Conventionally, the local transition function of a CA is rep-
resented by a table specifying transition rules for any possible
combination of states in the cellular neighbourhood. For the
concept of 2D CA, introduced in Section I-C, each row of the
table contains a rule of the form sy sw s¢ sg ss — s¢&%,
where s, is the state of a cell at position z in cellular
neighbourhood and s3* is a new state of the cell in the
middle of the neighbourhood for the next time step. However,
the size of the table grows exponentially depending on the
number of cell states and the size of the cellular neighbourhood
which makes the representation and design of complex CA
very difficult. Although a subset of rules could be specified to
represent a transition function, the problem is how to identify
the rules suitable for a given task. In this paper we deal with
256 cell states for which there are in total 256° possible rules.
Designing a complete transition function in the form of the
table for such CA is practically impossible because because its
storage would require 1 TB of memory (considering a single
rule to be encoded as the next state value represented as 1
byte).

A. Conditionally Matching rules (CMRs)

Conditionally matching rules can be considered as an
advanced representation method for transition functions of
complex CA. The first extensive study of this concept and
its suitability for the evolutionary design of complex CA was
proposed in [37] and recently in [38]. The main idea of a CMR
is, in general, to represent using a single conditional rule more
than one conventional table rules. This way the size of the
transition function structure can be reduced substantially.

For the purposes of this paper, a conditional rule (CMR)
for a 2D CA working with 5-cell neighbourhood is defined as
(endy sy) (endw sw) (ende sc) (endg sg) (ends sg) —
5¢7, where cnd,, denote a condition operator and s, represent
a state value. Each CMR thus consists of pairs: (a condition
and a state value), that corresponds to (is evaluated with
respect to) a specific cell in cellular neighbourhood, and a
new state value. For the experiments presented in this paper,
the following conditions are considered: = 0, # 0, < s, > s,
where s denotes an arbitrary state value from range 0 to 255.
This means that in case of conditions = and # the cell states
are always evaluated against state 0 and conditions < and >
allows evaluating against any given state value. This set of
conditions resulted from our long-term experimentation with
cellular automata and its suitability was proven in several
studies (e.g. recently [37], [38], [39]). A finite sequence of
CMRs represents a transition function for a CA.

For example, consider a conditional rule (# 0)(> 2)(=
0)(> 2)(> 1) — 2 and let cn,cw,co,cp,cs be cells in
states 2, 3,0, 3,3 respectively. The new state of cc will be
determined by evaluating the CMR-based transition function
as follows. The CMRs are evaluated sequentially until a rule
is found whose all conditions are true with respect to the cell
states in the given neighbourhood. Consider the evaluation

of the aforementioned conditional rule according to which
cy # 0 is true because cy = 2, cyy > 2 is also true since
3 > 2, c¢ = 0 which satisfies the third condition and the
last two conditions hold too because both cg and cg possess
state 3. All conditions of the CMR were evaluated as true,
therefore this CMR is said to match and will be applied to
determine the next state of cc (i.e. s¢** = 2 according to
the value on the right side of the CMR). If no matching
rule in the sequence is found, then the cell keeps its current
state. Note that the CMR-based transition functions can be
transformed to the appropriate table rules which preserves the
original concept of CAs as described in [37]. However, for the
CA working with 256 cell states, that we deal in this paper,
the table representation is intractable because of enormous
memory requirements as mentioned above.

B. Evolutionary design of CMR-based cellular automata for
image filtering

In this section the representation, fitness function and evo-
lutionary algorithm will be described.

A sequence of CMRs is represented by an array of integers
of a fixed size. Since 5-cell neighbourhood is considered, each
CMR consists of 5 pairs of integers (one integer encodes the
condition and the other the state value) and a single integer
encoding the new state value. Hence in total a single CMR
is composed of 5 x 2 + 1 = 11 integers. Note that for the
set of conditions described in Section II-A, the following
integers are considered for their encoding: 0 for =, 1 for #,
2 for < and 3 for >. Let G denote the number of CMRs
in a sequence of CMRs. Then each chromosome, encoding
a transition function, consists of G x (5 x 2 + 1) integers.
The goal of the evolution is to find such a transition function
according to which the CA behaviour satisfies (or optimises)
given criteria.

For the purposes of image filter design, where I;; denotes
the corrupted image (i.e. the image to be filtered) and I, is
its reference (uncorrupted) version, both of size K x L pixels,
mean square error (MSE) was chosen as the fitness metric.
The aim of the evolution is to minimize this criterion, i.e. the
lower the M SE, the better the filter. MSE can be expressed
as follows:

| K L
MSE = KL ZZ(IM[LJ’] — Iresli, 41)%. (1

i=1 j=1

In order to evaluate a candidate solution, represented by a
CMR-based transition function for a CA, the K x L-cell
CA is initialised by the values of pixels of I;;. Then three!
steps of the CA are performed using the CMRs encoded in
the chromosome. The current cell states are evaluated with

'Note this value was determined experimentally and is primarily based on
the fact that only 5 pixels enter the filter, only a single transition function
is considered, hence some intermediate steps may be required in order to
eliminate (a substantial part of) the noise from the filtered image; this fully
corresponds to the basic concept of uniform CA which allows us to more
deeply investigate advanced techniques in the future.
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respect to I,..; according to (1). The MSE is assigned to the
chromosome as fitness value.

For the evolution of CMR-based transition functions, we
applied a variant of (u, A)-Evolution Strategy algorithm, where
w is the size of parent population and X is the number of
offspring generated from the parent population (A > ). The
evolution works as follows. The initial parent population is
generated randomly. The selection for reproduction, introduced
for the purposes of this paper, is performed by a “round
robin” scheme as follows. The parent chromosomes are se-
lected deterministically one by one, each of which undergoes
mutation of j integers, where j is the index of the parent
in the population (from 1 to p). The mutation is performed
by randomly selecting j integers of the chromosome and
replacing them by new valid randomly generated values. Since
A > pu, after selecting the last parent the selection continues
again from the first parent (round robin) until A offspring are
created. Then the offspring are evaluated by the fitness, sorted
from the best to worst according to their fitness values and
the best p offspring replaces the original parent population.
Moreover, the best-so-far solution is recorded during the
evolution and replaced in case of any better one is detected.
Note that the mutation of j integers, based on the index j
of the parent in the (sorted) population, ensures that the best
individual undergoes the smallest modification whilst in case
of worse individuals more changes are allowed. The evolution
repeats until a maximum number of generations are performed,
then the best-so-far individual is returned as a result.

III. EXPERIMENTAL RESULTS

In this paper we consider the evolutionary design of image
filters for filtering Salt-and-Pepper noise as a case study. Note
that Salt-and-Pepper noise causes corruption of some pixels
of the image by the maximal or minimal value of the pixel
value scale. In particular, in case of 8-bit grayscale images,
each corrupted pixel possesses either value O (i.e. black) or
255 (i.e. white). The intensity of the noise will be represented
in percentages. For example, 10% noise of 200 x 200-pixel
image means that 400 randomly selected pixels out of the
total 40,000 pixels of the image are corrupted.

A. Objectives of experiments

The experiments conducted in this paper were focused on
the following objectives. To demonstrate that the proposed
variant of ES in combination with the CMR encoding allows
an efficient evolution of high-quality filters with reduced
resources of the CA. In particular we show that the evolution is
able to provide in a short time image filters that can eliminate
(or substantially reduce) Salt-and-Pepper noise of various
intensities. Despite the fact that many currently known filters
usually work with filtering windows of 3 x 3 or 5 x 5 pixels and
the filtering algorithms are implemented as complex functions
over 8-bit values (e.g. see [30]), in this paper we consider only
5-cell neighbourhood of the 2D CA as the inputs of the filter.
Moreover, the training of the filter is performed using a single
image which allows keeping a reasonable computational effort.

As evident we provide significantly less resources to the design
process and claim that even so the ES can provide solutions
of high quality. The primary goal here is not to overcome
the best filters known so far but to propose an alternative
scheme (i.e. filtering by means of ordinary cellular automata)
and demonstrate its usability.

B. Experimental setup

A wider analysis of ES-based evolution of cellular automata
was published in [39] where we identified that the (u, A)-ES
exhibits a good ability to avoid getting stuck in local optima
in the task of designing complex CA. From this analysis
we also identified a suitable ES setup for the experiments
presented in this paper which is p = 4, A = 8. For the image
filter design, the maximum number of generations will be set
to 100,000. Figure 1 shows the image utilised for training
(i.e. fitness evaluation of candidate solutions). It is a picture
of “Lena” that is often considered for evaluating image
processing experiments. The training image was corrupted
by 10% noise. Several sets of experiments were conducted
with various numbers of CMRs (in particular, we consider 5,
10, 20 and 30 CMRs the transition functions consist of). For
each set of experiments 96 independent evolutionary runs were
executed on the Salomon cluster® equipped by 2 x Intel Xeon
ES5-2680v3, 2.5 GHz, 12 cores per each computational node.

(a) corrupted by 10% noise

(b) reference image

Fig. 1: Training image used for the evolution of image filters.

C. Statistics of evolutionary process

For each considered number of CMRs (5, 10, 20 and 30)
96 filters were obtained from each independent evolutionary
run. In order to evaluate the performance of the evolutionary
process, we observed the improvements of fitness of the best
solution during each run. Figure 3 shows the progress for
each run in each set of experiments considering the maximum
100,000 generations. As evident, in most cases there is a
rapid improvement of the best fitness during the first 2000
generations and further improvements can be achieved during
the rest of the generations for some runs. Therefore, if a filter

Zhttps://kasunkosala.wordpress.com/computer-vision-and-digital-image-
processing/
3see https://docs.itdi.cz/salomon/hardware-overview/
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(a) experiments with 5 CMRs

(b) experiments with 10 CMRs

(c) experiments with 20 CMRs  (d) experiments with 30 CMRs

Fig. 3: Progress of improving the best solution during the evolution of independent runs. Note that at the beginngin the fitness
was around 6000 but the scale of the limit of the vertical axis was set lower due to illustration purposes. As can be seen, a
rapid improvements can be observed in most runs which allows designing (prototype) filters in a couple of minutes).

!= 187 == 247 == 161 != 112 == 235 --> 178
== 53 >= 71 == 154 <= 254 <= 49 --> 133
!= 86 »= 68 == 14 <= 255 »= 107 --> 255
>= 120 != 85 <= 18 »>= 00 >= 113 --> 143
= 55 != 49 <= 10 >= 59 »>= 77 --> 96
== 203 <= 30 == 73 >= 198 <= 10 --> 119
>= 43 != 71 == 31 >= 74 == 130 --> 247
== 137 >= 246 >= 81 == 207 != 44 --> 167
!'= 30 == 98 >= 235 >= 1<=175 --> 6

>= 52 !=121 <= 6 != 83 != 252 --> 71
»>= 185 != 49 »= 240 >= 182 != 124 --> 207
>= 222 1= 191 <= 4 <= 157 >= 123 --> @

<= 115 != 105 >= 248 <= 148 != 124 --> 4

>= 0 != 242 == 6§ != 104 != 142 --> 31
'= 109 >= 67 >= 242 != 212 >= 48 --> 160
<= 52 != 196 == 39 <= 166 != 48 --> 2

!= 134 >= 158 == 83 <= 62 == 60 --> 250
>= 07 != 248 == 158 == 5 == 196 --> 199
!= 159 == 109 == 244 = 19 != 36 --> 254
<= 152 <= 159 >= 160 <= 145 <= 166 --> 133

Fig. 2: The evolved CMR representation of the F89 filter

needed to be designed very quickly, it would be possible
to shorten the evolution time substantially by reducing the
number of generations. We measured that such runs can be
performed on a common PC or modern laptop in order to
obtain a filter of average quality within several tens of seconds
in average (or up to a few minutes for larger numbers of
CMRs). This is particularly true for experiments with 10 and
20 CMRs in which we identified the best filters out of all
experiments. This aspect represents one of the contributions of
this paper — a possibility to obtain filters of a reasonable quality
in very short time. Note that in [30] the average computation
time on Xeon X5670, 2.93 GHz using an optimised CGP
implementation and 250,000 generations was about 4 hours.

D. Evaluation of evolved filters

In order to evaluate the evolved filters, the Peak Signal-to-
Noise Ratio (PSNR) was calculated for various images and
noise intensities according to (2) which represents a common
metric for the evaluation of image quality (the higher the
PSNR, the better the filter and image quality).

2552

iKzl ZJLzl(Ifll[Zv.]] - Irﬁf[zvj])z
@

PSNR =10 log,,—
KL

After training the filters during evolution we used a set of 24
test images from Vasicek’s database* corrupted by the noise
from 10% to 70% for the evaluation of obtained results. Figure
4 shows analysis of filters obtained from selected evolutionary
runs in each set of experiments. The PSNRs exhibit similar
(but not exactly the same) values for all sets of experiments
in most cases, i.e. we obtained many various filters of similar
(average) quality. As may be seen in Fig. 4c and 4d, for 30
CMRs in chromosomes there are several results (specifically
F49, F51, F73, F74) that do not fit the usual PSNR course.
In these cases, the evolution got stuck and was not able to
further improve a suboptimal solution. Such filters do not work
as expected and usually destroy the filtered image. The best
filters achieved PSNR about value 30 for 10% noise which
decreases to 12—15 in most cases for the highest noise intensity
considered (70%).

In order to compare the results obtained in this paper with
other solutions (both conventionally designed and evolved),
the appropriate PSNRs are presented in Fig. 4e and 4f [30].
A significant difference of these solutions from our filters is
that they all work with filtering windows 3 x 3 or 5 X 5
pixels and use advanced operations which means that their
implementations are more complex. On the other hand, the
proposed method using CMRs requires only basic relational
operators. Despite this fact, the average PSNRs of the the
conventional (median) filters from [30] are comparable to
(some of them are even worse than) the values of our solutions.
This is particularly true for Fig. 4e, where a single-step
filtering is considered. Although the best evolved filters in
[30] exhibit better PSNRs (between 30 and 35), the difference
against the proposed results is not very high (the better filtering
quality is expectable because of more resources used for
their implementation). The image quality of those filters may
further be improved by applying multi-step approach (similar
to the CA development) as shown in Fig. 4f. The observations
obtained from this comparison indicate that similar filtering
quality can be obtained using the simplest concept of 2D
cellular automata and with less computational effort which
was the objective of this paper.

“https://www.fit.vutbr.cz/"vasicek/imagedb/

Authorized licensed use limited to: Brno University of Technology. Downloaded on January 03,2021 at 20:34:43 UTC from IEEE Xplore. Restrictions apply.



Fgl
s FB2

40
Noise intensity [%]

(a) runs 81-88 using 20 CMRs

Fa9
*=—s F30
= : ; — F51
a4 F52
+—a F53
— = F54

noise intensity [%)

(c) runs 49-56 using 30 CMRs

F&9
Fa0
Fol

[1

10 20 30 40 50 60 70
Noise intensity [%]

(b) runs 89-96 using 20 CMRs

noise intensity [%)

(d) runs 73-80 using 30 CMRs

a?'_‘:s‘_-?-_?h M
R

Sl :

- it S -.
- b,
. o3 Tk - 1
ot e -
‘~-.‘_M‘°-_*"v-. -
T =

i T e

-

0 spl2, 2ken

T 5p_backl, T ten
O sp barks, 2 ten
& DWMF Sx5, 7 ey
-
v

PWMAD 313, 5 Rers T d

4e 9090

FAMAD S5, 5 Rur

" 10 15 0 5 0 35 ao 45 50 55 &0 65
noise intensity (%]

(e) single-step filtering from [30]

10 15 0 5 30 35 40 45 50 55 60 65 7
noise intensity [%6]

(f) multi-step filtering from [30]

Fig. 4: Analysis of filters from selected evolutionary runs. The filtering quality is expressed as average PSNR val-

Vv

ues evaluated for each filter and noise intensity from 10% to 70% using 24 test images from Vasicek’s database
(https://www. fit.vutbr.cz/"vasicek/imagedb/). In all cases (a-d) the PSNRs were evaluated after 3 CA steps. Figures (e, f)
are extracted from [30] for comparison purposes — the “sp” filters were evolved, the rest is conventionally designed.

Although the PSNR allows us to quantify the filter quality,
it can not substitute visual evaluation of filtered images. For
this purpose we chose one of promising filters and used it
for filtering several images. Specifically, filter F89 will be
considered from Fig. 4b whose PSNR analysis indicates its
ability to filter higher noise intensities. Its CMR representation
discovered by the evolution is shown in Figure 2. Figure 5
demonstrates filtering of 10% noise of the training image in
3 CA steps. Since this image was used to evaluate candidate
filters during evolution, it is no surprise that the filter provides
very good output quality. Although some pixels evidently
remained corrupted, their values are closer to those of the

reference image. However, it is important to remember that
the filter works with 5 input pixels only and the result was
evaluated after 3 CA steps. We verified that similar output
quality can be observed on other images corrupted by 10%
noise. A more interesting evaluation of the proposed filter is
shown in Fig. 6 where 30% noise is considered. Note that
neither such high noise intensity nor this image was seen by
the filter during evolution. As can be observed, the filtered
image also exhibits a very reasonable quality with only a few
remaining noisy pixels. Again, 3 CA steps were sufficient to
achieve this result. In order to demonstrate good features of
the filter, it is important to determine whether it can generalise
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(a) corrupted image (b) Ist step

(c) 2nd step (d) 3rd step

Fig. 5: Demonstration of filtering 10% noise from the training image by one of the best evolved filters in 3 CA steps.

(a) corrupted image (b) Ist step

(c) 2nd step (d) 3rd step

Fig. 6: Demonstration of filtering 30% noise by one of the best evolved filters in 3 CA steps.

(i.e. is able to filter other images than that on which it was
trained, possibly with higher noise intensity). For this purpose
the “selfie” of the author of this paper corrupted by 50% noise
was chosen that exhibits a significantly different shape than
both the training image and that evaluated in Fig. 6. In this
case the filtering process was performed in 5 steps and the
result is shown in Fig. 7. As can be seen, it is very hard to
retrieve some details from the corrupted image (Fig. 7a). Clear
shapes start to appear already after 2nd step (Fig 7c) and the
best result (not changing significantly with further CA steps)
can be achieved after 4th and 5th step — see Fig 7e and 7f
respectively. One may conclude that, given the filter setup and
noise intensity, the filter exhibits a reasonable output quality®.

IV. CONCLUSIONS

An evolutionary method was presented for the design of
image filters using two-dimensional uniform cellular automata.
A technique called Conditionally Matching Rules was applied
to represent transition functions for cellular automata working
with 256 cell states. This approach allowed reducing the length
of chromosomes for the evolution substantially which was
a need for such high number of states since the traditional
table-based encoding would require enormous memory space.
The problem of removing Salt-and-Pepper noise from 8-bit
grayscale images was considered as a case study. A cellular
automaton was directly initialised by the values of pixels of
a corrupted image and the evolution was applied to design a

Sthe uncorrupted version of this can be viewed at

https://www.fit.vut.cz/person/bidlom/

image

suitable transition function that is able to eliminate the noise
from the image during ordinary development of the cellular
automaton. We showed that high-quality filters can be obtained
using only 5-cell neighbourhood of the cellular automaton
and the best results provide a good output quality which
is comparable with several existing solutions that require
more resources. Moreover, the proposed evolutionary method
demonstrated a high performance allowing us to design filters
in very short time on a common PC.

The proposed method represents the simplest approach of
filtering images by means of cellular automata in which the
cell states are directly represented by the values of pixels.
Considering the obtained results, there may be a possibility to
further improve the concept. For example, Moore’s 3 x 3-cell
cellular neighbourhood can be used, an advanced selection
of particular (subset of) CMRs to determined the next state
may be considered or various sequentially applied transition
functions might be performed. Moreover, further research will
also be focused on more complex noise scenarios (e.g. random
noise or impulse burst noise).
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