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Overview
Photoacoustic tomography is a rapidly emerging imaging modalitybased on the generation of ultrasound waves using pulsed laser light.To reconstruct a photoacoustic image, an inverse problem is solvedto estimate the laser induced initial pressure distribution in the tissuefrom the ultrasound signals recorded at the tissue surface. Our ap-proach to this problem employs iterative solvers which require bothforward and backward ultrasound wave propagation simulation ineach iteration. This creates demand for high performance US prop-agation solvers in moderately sized domains (∼ 109 unknowns).

Ultrasound Wave Propagation in Tissue
The governing equations model ultrasound wave propagation in tis-sue, which is a heterogeneous and absorbing medium. Accounting foraccurate acoustic absorption and reflection is crucial for photoacousticimaging. The governing acoustic equations can be written as:
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These equations are discretized using local fourier basis which allowsefficient decomposition across multiple GPUs by partitioning the do-main into a grid of local subdomains where gradients are calculatedlocally and the global communication is replaced by nearest-neighboroverlap exchange. The gradient calculation on each sub-domain thenreads as follows, where b is a bell function smoothing the subdomaininterface:
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1 Overview 

High-intensity focused ultrasound (HIFU) is an emerging non-

invasive cancer therapy that uses tightly focused ultrasound waves to 

destroy tissue cells through localised heating. The treatment planning 

goal is to select the best transducer position and transmit parameters 

to accurately target the tumour. The path of the ultrasound waves can 

be predicted by solving acoustic equations based on momentum, 

mass, and energy conservation. However, this is a computationally 

difficult problem because the domain size is very large compared to 

the acoustic wavelength. 
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Nonlinear Ultrasound Wave Propagation in Tissue 

The governing equations must account for the nonlinear propagation 

of ultrasound waves in tissue, which is a heterogeneous and 

absorbing medium. Accurately accounting for acoustic absorption is 

critical for predicting ultrasound dose under different conditions. The 

required acoustic equations can be written as: 

These equations are discretised using the k-space pseudo-spectral 

method and solved iteratively. This reduces the number of required 

grid points per wavelength by an order of magnitude compared to 

finite element or finite difference methods. For uniform Cartesian 

grids, the gradients can be calculated using the fast Fourier transform. 

Local Fourier Basis Accuracy 

Since the gradient is not calculated on the whole data, numeric error 

is introduced. Its level can be tuned by the thickness of the halo 

region.  

Performance Investigation 

The strong scaling and simulation time breakdown were investigated 

on Emerald and Anselm clusters with up to 128 GPUs. 

momentum conservation 

mass conservation 

pressure-density relation 

Local Fourier Basis Decomposition 

Local domain decomposition reduces the communication burden by 

partitioning the domain into a grid of local subdomains where 

gradients are calculated locally and the global communication is 

replaced by the nearest-neighbor halo exchange. 

The gradient calculation with the hallo on an i-th subdomain reads as 

follows (b is a bell function smoothening the subdomain interface): 

𝜕𝑝𝑖
𝜕𝑡

= 𝔽−1 𝑖𝑘𝑖𝔽(𝑏 ∙ 𝑝𝑖)  

subdomain 1 subdomain 2 subdomain 3 

local data 

bell function 

periodic data 

Realistic Simulations and Their Costs 

Pressure field from a prostate ultrasound transducer simulated using 

a domain size of 1536 x 1024 x 2048 (45mm x 30mm x 60mm) with 

48,000 time steps (60μs). 
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Compute  Resources Simulation Time  Simulation Cost 

96 GPUs 14h 09m $475 

128 GPUs 9h 29m $426 

128 CPU cores 6d 18h $1,826 

256 CPU cores 3d 0h $1,623 

512 CPU cores 2d 5h $2,395 

0

5

10

15

20

25

30

35

40

45

50

2 4 8 16

Number of GPUs 

Anselm - K20s 

0

5

10

15

20

25

30

35

40

45

50

4 8 16 32 64 128

T
im

e
 p

e
r 

1
0

0
 t

im
e

s
te

p
s

 [
s

] 

Number of GPUs 

Emerald - C2070 

MPI

PCE-E

Comp

1

2

4

8

16

32

64

128

1 2 4 8 16 32 64 128

T
im

e
 p

e
r 

1
0

0
 t

im
e

s
te

p
s

 [
s

] 

Number of GPUs 

Emerald - C2070 

256x256x256 256x256x512 256x512x512

512x512x512 512x512x1024 512x1024x1024

1024x1024x1024 1024x1024x2048
1

2

4

8

16

32

64

128

1 2 4 8 16

Number of GPUs 

Anselm - K20s 

Actual focus 

Intended focus 

256 x 256 x 2048 

2Medical Physics and Biomedical Engineering, University College London, UK 

Simulation Accuracy
Since the gradient is not calculated on the whole data, numerical erroris introduced. The error level can be controlled by the shape of the bellfunction and the size of the overlap region.
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Dense Multi-GPU System
The architecture of an 8-GPU dual socket dense compute node usedfor our experiments offers up to 96 Tflop of compute power coupledwith 192 GB of high-speed memory.
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Communication Patterns
Naive combinations of CUDA with MPI result in many temporary in-termediate copies of the data being transferred between GPUs. Onthe top of that all data transfers have to go through system memoryand CPU which leads to inneficient use of the total system through-put. In contrast, CUDA-Aware MPI (possibly with explicit P2P) allows toeliminate most of intermediate buffers and copies. The only remain-ing buffers are those required by CUDA-Aware MPI for transfers overnetwork or QPI interconnect.

Naive CUDA+MPI Performance
The implementation of GPU-to-GPU data transfers without the nativeCUDA support in MPI introduces significant overheads (which is muchmore pronounced in dense multi-GPU systems).The performance of the simulation is heavily impacted by the overlapsize and to lesser degree by a chosen decomposition strategy.
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Pure MPI:  Simulation time breakdown (10243)
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Hybrid CUDA-Aware MPI + P2P
Significant speedups (up to 3.6×) are achieved when the combinationof CUDA-Aware MPI and CUDA Peer-to-Peer transfers is employed. Itis also necessary to map processes and GPUs optimally so that thecommunication through QPI is minimized. Only about 6% of measuredspeedup comes from CUDA Peer-to-Peer transfers.
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CUDA-Aware MPI + P2P: Simulation time breakdown (10243)
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Impact and Outlook
Typical photoacoustic tomography image reconstruction on a domainof 8 dm3 with a maximum frequency of 2 MHz requires up to 50 simu-lations, each of which with 5500 time-steps on a domain of 10243 gridpoints.
This translates to about 88 hours of computation on the Salomon clus-ter using 32 nodes, 24 Haswell cores each. Such an image reconstruc-tion would cost about $3,855.
Using our local Fourier Basis approach optimized for multi-GPUservers, we are able to reduce this time to 35 hours, and more im-portantly, reduce the cost to $893.

k-Wave
A MATLAB toolbox for the time-domain
simulation of acoustic wave fields
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