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Abstract
Target speech extraction (TSE) extracts the speech of a target
speaker in a mixture given auxiliary clues characterizing the
speaker, such as an enrollment utterance. TSE addresses thus
the challenging problem of simultaneously performing separa-
tion and speaker identification. There has been much progress
in extraction performance following the recent development of
neural networks for speech enhancement and separation. Most
studies have focused on processing mixtures where the target
speaker is actively speaking. However, the target speaker is
sometimes silent in practice, i.e., inactive speaker (IS). A typi-
cal TSE system will tend to output a signal in IS cases, causing
false alarms. This is a severe problem for the practical deploy-
ment of TSE systems. This paper aims at understanding better
how well TSE systems can handle IS cases. We consider two
approaches to deal with IS, (1) training a system to directly out-
put zero signals or (2) detecting IS with an extra speaker verifi-
cation module. We perform an extensive experimental compari-
son of these schemes in terms of extraction performance and IS
detection using the LibriMix dataset and reveal their pros and
cons.
Index Terms: Speech enhancement, Target speech extraction,
Inactive speaker

1. Introduction
Enhancing a speech signal corrupted by interfering speakers has
been one of the major challenges of speech signal processing.
One way to tackle this problem is to use speech separation [1],
which separates a speech mixture into all its sources. Research
in speech separation has progressed rapidly with the advent of
deep learning [2–4]. However, there are two fundamental lim-
itations with most separation techniques. First, separation re-
quires knowing or estimating the number of sources in the mix-
ture. Then, there is a global permutation ambiguity; the map-
ping between outputs speakers is arbitrary.

Target speech extraction (TSE) [5] has been proposed as
an alternative to enhance speech in a mixture. TSE focuses on
extracting only the speech signal of a target speaker instead of
separating all sources by exploiting a speaker clue to identify
which speaker to extract [5–15]. For example, we can use an
enrollment utterance, which consists of a short recording con-
taining only the voice of the target speaker [6, 7, 10]. Because
TSE estimates only the speech of the target speaker, it naturally
alleviates the issues of separation systems, i.e., the processing is
independent of the number of sources in the mixtures, and there
is no speaker ambiguity at the output.

We can realize TSE using a neural network (NN) condi-
tioned on the target speaker clue, which directly estimates the
target speech from the mixture [6, 10, 11, 16]. Such a TSE sys-
tem must perform thus both separation and speaker identifica-
tion internally. Most studies about TSE have assumed the tar-
get speaker was always actively speaking in the mixtures, i.e.,

active speaker (AS) case. However, we argue that measuring
TSE performance in such conditions does not fully represent
the speaker identification capabilities of TSE systems. Indeed,
in practice, a target speaker may be silent, i.e., inactive speaker
(IS) case. In such a case, a TSE should output nothing or a zero
signal. However, a TSE system trained only on AS conditions
would always try to output a speech-like signal, which would
cause false alarms or false positive. It is thus essential to con-
sider IS conditions in the design and evaluation of TSE systems.

There have been only a few works dealing with the IS is-
sue of TSE [17–19]. These works offer two different strate-
gies to address the problem. The TSE with internal IS detec-
tion (TSE-IS) scheme trains a TSE system to directly output
zero signals for IS cases by including IS samples during train-
ing [17, 18]. The TSE+Verification (TSE-V) scheme combines
TSE with speaker verification and detects IS samples when the
extracted signals do not match the target speaker characteristics
of the enrollment [19]1. TSE-IS is a simpler system than TSE-
V, but it is potentially easier to control false alarm and miss
detection2 with TSE-V. However, these schemes have not been
compared, and their impact on TSE performance has not been
fully revealed. In this paper, we address this shortcoming and
perform a comprehensive comparison in terms of the detection
of IS and extraction performance in order to answer the follow-
ing question: How well can TSE systems handle IS samples?

The contribution of this paper is as follows: (1) We pro-
pose two simple implementations of the TSE-IS and TSE-V
schemes based on the SpeakerBeam TSE framework [16], and
perform an comprehensive experimental comparison in terms of
extraction and AS/IS detection performance. (2) We reveal that
a TSE-IS system trained with a modified signal-to-noise ratio
(SNR) loss can predict IS in about 90% of the cases but also
significantly increases the number of extraction failures for AS
cases. (3) We show that we can build a TSE-V system from
a TSE system trained only with AS samples. Such a simple
TSE-V system can detect AS/IS better than a TSE-IS, while
maintaining high extraction performance. (4) Finally, we reveal
that the enrollment duration impacts moderately extraction per-
formance but greatly affects AS/IS detection errors of TSE-V.
With enrollment of 15 sec or more, we can achieve AS/IS de-
tection with a Equal error rate (EER) of about 5 %. The results
of this study demonstrate the potential of current capabilities of
TSE systems to detect and extract a target speaker.

2. Related works
Prior works [17, 18] considered TSE with IS cases. They in-
troduced a modified scale-invariant SNR (SI-SNR) [20] loss to
allow training a TSE-IS system with IS samples. However, us-
ing a scale-invariant loss makes the output scale arbitrary. It

1Note that in [19] the goal is not TSE but speaker verification.
2Here miss detection or false negative means that the TSE systems

wrongly predicted an AS as IS.
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Figure 1: Overview of a TSE system and its extension to TSE-V.

may thus be challenging to determine if the output can actually
be considered an AS or not. Besides, it is thus unclear how well
the system proposed in [18] can detect IS cases since the ap-
proach was only evaluated with signal extraction measures and
not in terms of AS/IS detection. In contrast, we propose using a
modified SNR loss to train our TSE-IS system, which preserves
the scale at the output of the system and allows thus performing
the AS/IS detection based on the attenuation from the mixture.

There have been two prior studies combining TSE with
speaker verification [19, 21], which are related to TSE-V. Both
works aimed at improving speaker verification for speech in a
mixture and used a TSE system as a pre-processing. However,
as their goal was speaker verification and not TSE, they did not
evaluate their systems in terms of extraction performance al-
though, e.g., miss detection errors caused by zeroing out the
output when AS cases are detected as IS can have a severe im-
pact on extraction performance.

3. TSE problem and baseline system
3.1. Problem formulation

TSE aims at extracting speech of a target speaker, xs ∈ RT

from a mixture y ∈ RT defined as,

y = xs +
∑

i ̸=s

xi + n, (1)

where xi and n represent the interference speech and the back-
ground noise signals, respectively. T is the duration of the sig-
nal. We assume having an enrollment utterance of the target
speaker, as ∈ RTa

, of duration T a. Note that when the target
speaker is active, xs is a speech signal, while when it is inactive
xs = 0, where 0 denotes a vector of all zeros.

3.2. SpeakerBeam

We use time-domain SpeakerBeam [16] as a basis for our study
as it represents a typical enrollment-based neural TSE sys-
tem [10, 11]. The left part of Fig. 1 shows a diagram of the
system. It consists of two modules. (1) An auxiliary network
that computes a target speaker embedding, es ∈ RN , from the
enrollment, as. (2) An extraction network that estimates the tar-
get speech from the mixture given the speaker embedding. The
operation of the network is summarized as follows,

es =NNAux(as), (2)

x̂s =NNExt(y, es), (3)

where x̂s ∈ RT is the estimated target speech signal,
NNAux(·) and NNExt(·) represent the auxiliary and extraction
NN, respectively.

With time-domain SpeakerBeam both NNAux(·) and
NNExt(·) are implemented with 1-D convolutional blocks pro-
posed for the fully-convolutional time-domain audio separation
network (Conv-TasNet) [22]. The extraction network uses an
element-wise multiplication [23,24] to combine the embedding
vector with the hidden representation obtained after the first
convolutional block of the extraction network.

3.3. Training objective for active speaker cases

With SpeakerBeam, we train jointly both the auxiliary and ex-
traction networks, which enables learning speaker embeddings
optimal for the TSE task. Speech separation and TSE systems
are usually trained using a time-domain criterion such as SNR
or SI-SNR [20, 22]. We chose to use a scale-dependent loss,
to ensure that the system preserves the scale of the signals as it
may be important to detect AS/IS samples. In particular, we use
the negative thresholded SNR [25] loss defined as,

Lactive(x̂s,xs) = −10 log10

( ∥xs∥2
∥xs − x̂s∥2 + τ∥xs∥2

)
, (4)

where τ is a threshold that we set at τ = 10−3. It avoids that
the low distortion training samples dominate the gradient. We
train our baseline TSE model with only AS training samples.

4. Handling inactive speakers

4.1. TSE-IS: Learning direct IS detection with inactive loss

The first approach for handling IS, TSE-IS, consists of training
a system to output zero signals for IS cases. The loss functions
derived from the SNR such as Eq. (4) are ill-defined when the
reference signal is zero. Thus, we cannot use such losses di-
rectly with IS samples. This problem was first revealed for the
training of separation systems that can accommodate a vary-
ing number of sources in the mixture [26], i.e., the number of
sources can be less than the number of outputs of the separation
system. In this case, a separation system needs thus to be able to
output zero signals, which is similar to the IS problem of TSE.

We propose to use the modified SNR loss introduced in [26]
to train our TSE-IS system. The loss is defined as,

L(x̂s,xs,y) =

{
Lactive(x̂s,xs), if xs ̸= 0,
Linactive(x̂s,y), if xs = 0,

(5)

where the inactive loss is given by

Linactive(x̂s,y) = 10 log10

(
∥x̂s∥2 + τ inactive∥y∥2

)
, (6)

and τ inactive is a soft threshold set at τ inactive = 10−2. Linactive

consists of the denominator term of Eq. (4) with a different
setting for the soft threshold (i.e., xs replaced by y).

We opt here for a scale-dependent SNR loss, unlike [18],
because we believe that the scale of the output signal may matter
in practical applications to detect IS cases. For example, we
can evaluate how well the system could internally detect AS/IS
cases by looking at the output scale and, e.g., measuring the
attenuation from the mixtures, Amixture = 10 log10

(
∥x̂s∥2
∥y∥2

)
.

We can thus define a classifier based on the attenuation as,

cAtt =

{
1, if Amixture > ηAtt,
0, if Amixture ≤ ηAtt,

(7)

where ηAtt is a threshold. The target speaker is considered active
when cAtt = 1 and inactive when cAtt = 0.

We introduced the above classifier to measure the AS/IS
detection capability of the system, but in practice, we do not
need it as TSE-IS performs the AS/IS detection internally and
directly output a speech signal or a zero signal. There is no
increase in computational complexity compared to an existing
TSE system. However, it allows little control to, e.g., balance
the false alarms or miss detection errors of the system at test
time. Besides, adding IS cases during training may hurt the
extraction performance for the AS cases.
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Table 1: Description of the dataset

Train-100k Train-360k Val Test

Nb. of mixtures 13900 50800 3000 3000
Nb. of Speakers 251 921 40 40

4.2. TSE-V: Post AS/IS detection with speaker verification

Another approach to handle IS cases consists of using a TSE
system trained on AS cases, which always try to output a
speech-like signal, and then perform post verification to check
that the speech characteristics of the extracted speech, xs, cor-
respond to those of the enrollment. Figure 1 shows a schematic
diagram of such a system.

In this work, we propose using the auxiliary network to
compute a speaker embedding for the extracted speech, ex̂s

=
NNAux(x̂s), since we showed in prior works that it could ex-
tract discriminative speaker embeddings [5]. We then make the
AS/IS decision by looking at the cosine similarity between the
embeddings computed from the enrollment and from the ex-
tracted speech as,

cCos =

{
1, if C(ex̂s

, es) > ηCos,

0, if C(ex̂s

, es) ≤ ηCos,
(8)

where C(ex̂s

, es) is the cosine similarity between ex̂s

and es,
and ηCos is a threshold. We can then define an extracted sig-
nal after detection as x̄s = cCosx̂s, which simply zeros out the
samples detected as IS.

Note that this approach checks whether the extracted speech
matches the enrollment characteristics. It can thus possibly de-
tect not only IS but also extraction failures. Such failures occur
when the TSE system wrongly outputs the mixture or the inter-
ference speakers instead of the target speech.

Compared to TSE-IS, TSE-V increases the computational
complexity slightly as it requires an additional pass through the
auxiliary network. However, since the AS/IS detection is per-
formed independently of the TSE process, it allows better con-
trol at test time and also does not require the training of the TSE
module with IS samples. Note that in contrast to our proposed
TSE-V, the system proposed in [19] used a pre-trained speaker
embedding extractor and retrained it on extracted speech. We
can view our TSE-V system as a simplified version of [19].

5. Experiments
We performed experiments using the LibriMix dataset [27],
which consists of noisy two-speaker mixtures derived from the
LibriSpeech dataset [28]. We used the open implementation of
SpeakerBeam [29] based on the asteroid toolkit [30].

5.1. Dataset

We performed experiments using the full-overlap (i.e., min ver-
sion) two-speaker noisy mixtures of the LibriMix dataset. Table
1 provides more details about the dataset. For each mixture, we
randomly sampled enrollment utterances from the speakers in
the mixture for AS cases and from a different speaker for the IS
cases. In both cases, the enrollment differed from the utterances
used in the mixture. At test time, we considered enrollment ut-
terances from three speakers for each test mixture, i.e., two from
the ASs in the mixture and one from another speaker, i.e., IS.

5.2. Experimental settings

We used the same network architecture for all experiments,
which consists of the SpeakerBeam system provided in [29],

except that we used the training loss of Eq. (5). We followed
a similar configuration as Conv-TasNet [22]. We used blocks
of eight stacked 1-D convolution layers for the auxiliary and
extraction networks, repeated three times for the extraction net-
work. We used an element-wise multiplication to combine the
embedding vector with the hidden representation at the output
of the first convolution block. We trained the systems for 200
epochs with the Adam optimizer [31].

We compared the following four TSE systems.
Baseline TSE corresponds to the baseline system of Section 3,
which was trained with the train-100k set with only AS samples.
It does not perform neither internal nor post AS/IS detection.
TSE-IS corresponds to the system described in Section 4.1,
which was trained with the train-100k training set including
10% of IS cases, i.e., we used an enrollment from a speaker
not present in the mixture and a zero signal as target for 10% of
the training samples.
TSE-V corresponds to the system described in Section 4.2. The
TSE module corresponds to the above baseline TSE system
trained with only AS samples. At test time, we re-used the
auxiliary network to compute the embedding vector for the ex-
tracted speech and performed AS/IS detection with Eq. (8).
TSE-V(360) consists of the TSE module of the above TSE-V
system retrained on AS samples of the train-360k dataset for
100 epochs. It is used to measure the impact of using a larger
training set with more speakers.

5.3. Evaluation metrics

We evaluated the systems in terms of the following evaluation
metrics: (1) EER measures the AS/IS detection errors using the
detection error tradeoff (DET) curves shown in Fig. 3 obtained
with the classifiers of Eq. (7) and Eq. (8) for TSE-IS and TSE-
V, respectively. (2) Signal-to-distortion ratio improvement
(SDRi) measures the extraction performance for the AS cases
using the BSS eval toolkit [32]. We report the SDRi before and
after AS/IS detection, i.e. using x̂s or x̄s = cx̂s, respectively,
where c is given by either Eq. (7) or Eq.(8) using the threshold
that gives the EER. We do not need to compute x̄s for TSE-
IS, but we perform it anyway to provide a fair comparison with
TSE-V. SDRi-after accounts for the impact of miss detection er-
rors on the extraction performance. Note that samples detected
as IS are replaced by a zero signal, thus resulting in a SDR of 0
dB. (3) Failure rate (Fail) is defined as Fail = NFAS

NAS , where
NFAS is number of AS samples with SDRi below 1dB and NAS

is the total number of AS samples. Failures happen when, e.g.,
the TSE system extracts the wrong speaker, output the mixture
or a zero signal when using TSE-IS. (4) Failure and miss de-
tection rate (Fail&Miss) is defined as Fail&Miss = NFMAS

NAS ,
where NFM AS is the number of AS samples that result in ex-
traction or detection errors, i.e. SDRi below 1dB, miss detection
or both. It measures the total error rate for the AS cases. For
example, even if a sample is correctly detected as AS its extrac-
tion performance may be low, and it should thus be considered
as an error. (5) Attenuation (Att.) measures the attenuation
from the mixture, Amixture, defined in Section 4.1. It shows how
well a TSE system can output zero signals for IS cases.

Note that we use only AS samples to compute SDRi, Fail
and Fail&Miss, but both AS and IS for EER and Attenuation.

5.4. Experimental results

Table 2 shows the extraction and AS/IS detection results for the
different systems using enrollment of average duration of 10
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Table 2: Extraction and detection performance with enrollment
of average duration of 10 sec. The input SDR is -1.8 dB.

SDRi before(after) Fail EER Fail&Miss
detection [dB] ↑ [%] ↓ [%] ↓ [%] ↓

Baseline TSE 12.4 ( na ) 3.4 - -
TSE-IS 10.8 (11.4) 8.6 11.6 13.4
TSE-V 12.4 (11.9) 3.4 8.9 10.5

TSE-V(360) 13.6 (13.1) 1.7 6.3 7.1

0 2000 4000 6000 8000
Test Sample

100

50

0

At
t. 

[d
B]

Active Inactive Baseline
TSE-IS

Figure 2: Attenuation for each test sample. The first 6000 sam-
ples correspond to AS and the last 3000 to IS samples.

sec. Figure 2 shows the attenuation with respect to the mixture,
Amixture, as a function of the samples in the test set.

The baseline TSE system, which was trained only with AS
samples, achieves 12.4 dB SDRi (the input SDR is -1.8 dB)
and only 3.4 % of failures. However, as seen in Fig. 2, the
attenuation values remain in a similar range for both AS and IS
samples, meaning that it always outputs some signal even for IS
cases, which would cause many false alarms.

The TSE-IS system, which we trained with IS samples, can
output zero signals. We observe in Fig.2 that the attenuation
is around -100 dB for most IS cases while it remains close to
0dB for most AS cases. This confirms that TSE-IS can inter-
nally perform AS/IS detection. However, we also observe that
learning with IS has an impact on extraction performance for
AS cases. Indeed, around 10% of the AS test samples have at-
tenuation around -100 dB (i.e. miss detection). Consequently,
the failure rate is high, i.e., close to 9%, and the average SDRi
lower than the baseline. The impact on SDRi may be exagger-
ated as it includes miss detection errors, i.e., samples where the
system wrongly outputs a signal close to zero. The SDRi after
detection is slightly better but remains lower than the baseline.
We can also evaluate the AS/IS detection capability of the TSE-
IS by looking at the detection performance of a classifier based
on the attenuation as introduced in Eq. (7). Figure 3 shows the
DET curve and EER of such a classifier.

The TSE module in TSE-V corresponds to the above base-
line system, and thus the performance before detection is the
same for the AS cases. The proposed verification based on the
cosine distance of the embeddings computed with the auxiliary
network is simple yet effective. Indeed, it can detect relatively
well AS/IS, with an EER of less than 9%. The SDRi after de-
tection is 0.5 dB lower because it includes miss detection errors.
The total error rate on AS cases, i.e., Fail&Miss rate, is 10.5%,
which is better than the TSE-IS system by about 3%. Overall
TSE-V achieves higher extraction and detection performance
than TSE-IS.

We also explore the impact of training with a larger training
set which includes more speakers with the TSE-V(360) system.
Retraining on the larger training set improves SDRi by about
1.2 dB, but mainly it can greatly reduce the failure rate, the
EER and the combined Fail&Miss.

Figure 3 plots the DET curves for the AS/IS detection with
TSE-V and TSE-IS. We observe that the miss rate rapidly in-
creases for the TSE-IS, while the curve for TSE-V is much
smoother. Consequently, it is more challenging to tune at test
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Figure 3: DET curves for AS/IS detection with TSE-V and TSE-
IS. The black circles indicate the EER.
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Figure 4: Extraction and AS/IS detection performance as a
function of the enrollment duration.

time the false alarm or miss rate of TSE-IS then TSE-V.
Finally, Figure 4 plots the SDRi before detection and EER

as a function of the average enrollment duration. Here we var-
ied the enrollment duration by concatenating from 1 to 5 enroll-
ment utterances for each test sample, which resulted in the av-
erage utterance length varying from 5 to 25 seconds. Increasing
the enrollment duration improves extraction performance mod-
erately but greatly reduces EER for TSE-V and TSE-V(360).
For example, we can approach a EER of 5% with TSE-V(360)
when using an enrollment utterance of 15 to 20 sec. We do not
observe a similar trend for TSE-IS.

The results of our experiments demonstrate that with slight
modifications, a TSE system can handle IS cases relatively
well. The TSE-V approach provides better overall extraction
and AS/IS detection performance than TSE-IS. It also allows
more control to tune the miss detection and false alarm rates at
test time. However, TSE-V requires an additional verification
step. TSE-IS can learn to detect internally IS cases and out-
put directly zeros signals without increasing the computational
complexity. Although TSE-IS performs worse than TSE-V, it
could still be advantageous for, e.g., low-latency systems where
the batch verification step would not be allowed.

6. Conclusion
A TSE system must perform speech extraction and speaker
identification. Most studies have focused on evaluating TSE
systems in terms of extraction performance and have mostly ig-
nored the impact of false alarms when the target speaker is in-
active. In this paper, we carried out a systematic comparison of
two possible schemes to handle IS. Our experiments revealed
that we could exploit the auxiliary network of a TSE system
to perform speaker verification at the output and detect AS/IS
cases. We can detect AS/IS cases with a EER of around 5%,
using TSE-V trained with a relatively large amount of speaker,
and using enrollment utterances of more than 15 sec. This pos-
itive finding confirms the potential of TSE systems.

Our TSE-V system outperforms a TSE-IS system that can
internally detect IS and output zero signals. However, the TSE-
IS system may remain attractive for, e.g., low-latency systems,
which we plan to explore in our future works.
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Doñas, D. Ditter, A. Frank, A. Deleforge, and E. Vincent, “As-
teroid: The PyTorch-Based Audio Source Separation Toolkit for
Researchers,” in Proc. of Interspeech’20, 2020, pp. 2637–2641.

[31] D. P. Kingma and J. Ba, “Adam: A method for stochastic opti-
mization,” in Proc. of ICLR’15, 2015.

[32] E. Vincent, R. Gribonval, and C. Fevotte, “Performance measure-
ment in blind audio source separation,” IEEE trans. ASLP, vol. 14,
no. 4, pp. 1462–1469, 2006.

220


