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Exploring the benefits and challenges of AI-driven large language models in 
gastroenterology: Think out of the box

Jan Kral1,2, Michal Hradis3,4, Marek Buzga5,6, Lumir Kunovsky7,8,9

Artificial Intelligence (AI) has evolved significantly over the past decades, from its early concepts in the 1950s to the 
present era of deep learning and natural language processing. Advanced large language models (LLMs), such as Chatbot 
Generative Pre-Trained Transformer (ChatGPT) is trained to generate human-like text responses. This technology has 
the potential to revolutionize various aspects of gastroenterology, including diagnosis, treatment, education, and 
decision-making support.
The benefits of using LLMs in gastroenterology could include accelerating diagnosis and treatment, providing per-
sonalized care, enhancing education and training, assisting in decision-making, and improving communication with 
patients. However, drawbacks and challenges such as limited AI capability, training on possibly biased data, data errors, 
security and privacy concerns, and implementation costs must be addressed to ensure the responsible and effective 
use of this technology.
The future of LLMs in gastroenterology relies on the ability to process and analyse large amounts of data, identify pat-
terns, and summarize information and thus assist physicians in creating personalized treatment plans. As AI advances, 
LLMs will become more accurate and efficient, allowing for faster diagnosis and treatment of gastroenterological 
conditions.
Ensuring effective collaboration between AI developers, healthcare professionals, and regulatory bodies is essential 
for the responsible and effective use of this technology. By finding the right balance between AI and human expertise 
and addressing the limitations and risks associated with its use, LLMs can play an increasingly significant role in gas-
troenterology, contributing to better patient care and supporting doctors in their work.
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INTRODUCTION

The history of Artificial Intelligence (AI) as a disci-
pline spans several decades and is marked by significant 
milestones. It all started in the 1950s when key concepts 
and early computing technologies were developed. In the 
1960s and 1970s, researchers focused on symbolic AI and 
problem-solving techniques. However, the ambitious goals 
of the time led to the “AI winter” in the 1970s and 1980s. 
The 1980s and 1990s witnessed a resurgence of AI, with 
expert systems and different machine learning gaining 
prominence. Expert systems mimicked human expertise 
in specific domains, while neural networks around 2010 
showed promise in pattern recognition and speech pro-
cessing1,2.

The turn of the century brought a paradigm shift in 

AI with the advent of machine learning, particularly deep 
learning. With increased computational power and access 
to vast amounts of data, deep learning algorithms revolu-
tionized image recognition, natural language processing, 
and speech recognition3. Haug et al. in their review, of 
advancements in data science have allowed us to identify 
and analyse relationships within unstructured data, pro-
viding actionable insights into human behaviour. Neural 
networks, natural language processing and deep-learning 
models have made large language models (LLM) human-
like interactions possible. This connectedness facilitated 
by data science has led to new discoveries in various 
fields, including social network analysis for counterter-
rorism, mining transactional data for business opportu-
nities, and building grids of connected data for scientific 
research4.
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Today, AI has become an integral part of our lives, 
powering technologies like voice assistants, recommenda-
tion systems, and autonomous vehicles. Ethical consider-
ations have gained prominence, prompting discussions on 
privacy, bias, and responsible AI development. Looking 
ahead, AI research focuses on advanced techniques such 
as reinforcement learning, generative models, and explain-
able AI (ref.5). 

Current AI methods utilize algorithms and advanced 
computational techniques to mimic human intelligence 
and perform tasks traditionally requiring human intelli-
gence. The methods involve processing large amounts of 
data, identifying patterns, and learning from examples. 
Machine learning algorithms enable AI systems to auto-
matically improve their performance through exposure 
to data. Deep learning, a subset of machine learning, 
employs neural networks with multiple layers to extract 
complex features and make predictions. AI systems can 
employ various subdisciplines such as natural language 
processing, computer vision, and reinforcement learning. 
These systems continue to learn and adapt over time, be-
coming more proficient and accurate in their task per-
formance3,6.

Large Language Models
A Large Language Model (LLM) is a type of AI model 

designed to predict and generate text single word (token) 
at a time. These models are trained on vast amounts of 
text data which is approaching in its scope all the knowl-
edge and experience humanity has collectively produced 
and shared online. To predict text as accurately as pos-
sible, these models have no choice but to understand text 
on ever deeper level, starting from lexical structures and 
syntax and ending with semantics at the level of human 
understanding. Contemporary LLMs, due to their size, 
can efficiently compress semantic concepts and memorize 
most of the information from their training data. Just by 
learning to predict text, large enough language models 
begin to display interesting and useful emergent capa-
bilities such as text translation, summarization and doc-
ument-based question answering7. These behaviours can 
be reliably elicited by suitable text prompts and further 
reinforced by either by supervised or reinforcement fine-
tuning as is done with chat bots (e.g. ChatGPT) (ref.8). 

The sizes of contemporary practical LLMs start 
around 7 billion parameters and end in the region of 500 
billion parameters8. The small models can be deployed 
on a single consumer-grade PC with little effort. Large 
models require specialized hardware (from computation, 
memory, to high-bandwidth network interconnection) and 
software infrastructure for efficient operation. Training 
even the smallest LLMs requires multiple high-end pro-
cessing units (GPU/TPU) and usually multiple distributed 
computational nodes representing a significant financial 
expense9. Training the larger models is a huge financial 
investment and engineering challenge to the point that 
computational clusters are designed and build specifically 
for the purpose of training LLMs and even the hardware 
is designed solely for this purpose. 

Training basic LLMs from scratch is done mostly by 
companies and organizations with significant resources, 
fortunately some of them release such models to public 
under a range of licenses, some limited to research, some 
limited to non-commercial use and some without any re-
strictions. Such models can be fine-tuned for a specific 
purpose with relative ease and low cost by most organiza-
tions and even by individuals. In general, LLM fine-tuning 
should be understood as a way how to “explain” to the 
model what kind of output it is expected to produce, not 
as a process which should teach the model new knowledge 
or completely new capabilities.

Numerous LLMs have been developed by various or-
ganizations, some tailored for distinct applications and 
purposes. Examples of influential and widely used models 
are:
•	 ChatGPT (OpenAI): State-of-the-art proprietary con-

versational models by OpenAI.
•	 Gemini: Family of state-of-the-art proprietary conver-

sational and multi-modal models developed by Google 
DeepMind.

•	 Mixtral-8x7B: State-of-the-art LLM with unrestrictive 
Apache 2.0 license.

•	 Llama 2: Models with 7, 13 and 70 billion parameters 
released under permissive license by Meta.

•	 MPT: Family of models with commercial license by 
MosaicML.

•	 Falcon: Family of models up to 180 billion parameters 
with commercial license by Technology Innovation 
Institute.

•	 BERT (Google): Context understanding in search que-
ries.

•	 T5 (Google): Converts Natural Language Processing 
(NLP) tasks to text-to-text.

•	 Bard (Google): Google’s conversational AI.
•	 LaMDA (Google): For open-ended conversations.
•	 XLNet (Google/CMU): Transformer model with per-

mutation training.
•	 ERNIE (Baidu): Integrates knowledge graphs in lan-

guage learning.
•	 RoBERTa (Facebook): Optimized BERT variant.
•	 ELECTRA (Google): Distinguishes real and fake in-

put tokens.
•	 DeBERTa (Microsoft): Enhances BERT with disen-

tangled attention.
•	 CTRL (Salesforce): For controllable text generation.
•	 BlenderBot (Facebook): Blends various conversational 

skills.
•	 Megatron (NVIDIA): For large-scale training.
•	 Jurassic-1 (AI21 Labs): Nuanced, context-aware re-

sponses.

Training a conversational LLM is an intricate and pro-
longed process, involving a series of detailed and precise 
and thorough steps: Step 0: The initial step in training 
a LLM involves the fundamental training of a general 
language model. Step 1: In supervised fine-tuning, the 
model learns to generate useful responses on a dataset 
of conversations written by humans. Step 2: A Reward 
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Model is trained using the outputs of the Supervised Fine-
tuning Model. Human annotators rank the model’s predic-
tions based on their usefulness. This data is used to train 
the Reward Model to predict the quality of responses. 
Step 3: The Reinforcement Learning process is employed 
to further train the fine-tuned Model. The model acts 
as an agent, generating responses to user prompts. The 
responses are evaluated by the Reward Model, and the 
model updates its predictions to maximize the reward. 
This process is repeated to improve the model’s perfor-
mance (Fig. 1) (ref.10). 

Latest LLMs approach or even exceed human per-
formance in many tasks including math and legal exams, 
coding challenges and text comprehension11,12. It remains 
uncertain how LLMs could serve as a collaborative tool, 
potentially aiding researchers in improving their writing 
in the field of medicine itself13-16. LLMs can assist users 
in various tasks, such as answering questions, providing 
explanations, giving suggestions, and engaging in conver-
sation on a wide range of topics. They have the ability to 
understand and generate text in multiple languages. Users 
interact with LLMs by providing prompts or questions, 
and they respond with text-based answers or suggestions.

While LLMs are highly skilled at generating human-
like responses, it’s important to note that they may oc-
casionally produce incorrect or nonsensical information. 
Therefore, it is advisable to critically evaluate the informa-
tion provided by LLMs and verify it from reliable sources 
when accuracy is crucial17.

Potential benefits of using LLMs is gastroenterology 
(Fig. 2)
•	 Accelerating diagnosis and treatment: LLMs can swift-

ly enhance diagnosis and treatment for gastrointestinal 

issues by analyzing vast datasets of medical records. 
Trained on extensive patient information, they identify 
patterns unseen by doctors, leading to faster, more 
accurate diagnoses and tailored treatment plans. For 
example, in obesity management, this means creating 
personalized treatment plans that encompass dietary 
guidelines and behavioral modifications. Enhancing 
care for patients with colorectal cancer involves not 
only administering treatment but also proactively man-
aging potential chemotherapy side effects and identify-
ing possible medication interactions. 

•	 Personalized treatment: Each patient is unique and 
requires an individualized approach. LLMs can anal-
yse patient data and propose treatments tailored to 
their needs, improving the quality of care, and increas-
ing the chances of successful treatment. LLMs can 
serve as an invaluable assistant or virtual colleague 
for clinicians. LLMs can recommend suitable biologic 
therapies based on a patient’s current medications, 
past disease progression, and history of biological and 
surgical treatments for inflammatory bowel disease 
(IBD).

•	 Results interpretation: LLMs can interpret endoscopy 
results, pathology reports, and imaging scans like CT, 
MRI, and ultrasounds. They can also recommend sub-
sequent diagnostic steps, treatment options, follow-up 
schedules, and highlight potential risks for patients, 
aiding in more informed and precise medical decision-
making.

•	 Education and training: LLMs can be a valuable tool 
for educating and training doctors, medical students, 
and healthcare staff. They can provide information 
on the latest research articles, studies, and procedures 
in gastroenterology, making it easier to keep up with 

Fig. 1. ChatGPT training process (adapted and improved from Scalablepath.com)10.
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the ever-evolving field. With interactive scenarios and 
simulations, LLMs can offer hands-on experience in 
diagnosing and treating gastrointestinal diseases. 

•	 Research: In gastroenterology research, LLMs can 
play a pivotal role by detecting trends and patterns in 
vast amounts of clinical data. This detection capabil-
ity facilitates the identification of potential areas for 
advancement and steers the direction of new studies 
(especially in IBD, microbiome and cancer research). 
Consequently, it paves the way for the innovation of 
patient care techniques and the establishment of best 
practices within the field. Finally, AI and LLMs could 
assist with statistical analysis of data in studies and 
help researchers understand statistical methodologies 
and results.

•	 Improve communication: LLMs can bridge communi-
cation between doctors and patients via chat apps, en-
abling easy queries about conditions and treatments. 
They help simplify diagnoses and anticipate patient 
questions, improving understanding and consultation 
quality. Moreover, LLMs can help overcome language 
barriers when treating foreign patients.

Drawbacks of using LLMs in gastroenterology (Fig. 2)
•	 Limited AI capability: Although AI, like LLMs, offers 

many advantages, it cannot fully replace human judg-
ment and experience (at the moment). AI can provide 
useful suggestions, but the final decision on diagnosis 
and treatment should be left to the experts.

•	 Data errors: ChatGPT relies on the data it analyses. 
If the input data is inaccurate or incomplete, this can 
lead to incorrect conclusions and inappropriate treat-
ment recommendations. 

•	 Security and privacy concerns: Sharing sensitive health 
information with AI can pose risks to patients’ pri-
vacy. It is essential to ensure that data is secured and 
protected from unauthorized access.

•	 Implementation costs: Integrating AI, like ChatGPT, 
into gastroenterology practice can be costly. The ex-
penses for technology, staff training, and system main-
tenance must be considered. The primary cost drivers 
include fine-tuning and certifying the model for this 
specific purpose and integrating it into hospital sys-
tems. The price is also expected to rise in response to 
the impending future regulation (e.g. EU AI Act).

•	 Algorithmic bias: It can occur when AI algorithms are 
trained on large datasets that are missing or misrepre-
senting several groups or populations. This bias can 
result in misdiagnoses and a lack of generalization18.

•	 Real-Time update: Medical guidelines and research 
findings evolve rapidly, and LLMs like ChatGPT may 
not always reflect the most current data or recommen-
dations, which is critical in fast-paced medical fields 
like gastroenterology. This could lead to the dissemina-
tion of outdated information to healthcare profession-
als and patients.

•	 Distrust: Both physicians, including gastroenterolo-
gists, and patients often express distrust in LLMs. 
Physicians may be skeptical about the accuracy and 
reliability of AI-generated recommendations, fearing 
errors or biases in the data used to train these mod-
els. Patients, on the other hand, may worry about the 
impersonal nature of AI and the potential for misdi-
agnosis. This distrust highlights the need for transpar-
ent, explainable AI systems and thorough validation 

Fig. 2. Cons and Prons.
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processes to ensure that LLMs can be safely and ef-
fectively integrated into clinical practice.

Future of LLMs in gastroenterology 
One of the key aspects of the future of LLMs in gas-

troenterology is its ability to process and analyse large 
amounts of data, helping to identify patterns and create 
more personalized treatment plans. With advances in AI 
and deep learning, LLMs will become even more accu-
rate and efficient, allowing for faster diagnosis and treat-
ment of gastroenterological conditions. In the realm of 
education and training, LLMs will serve as an invaluable 
resource for information on the latest research articles 
and procedures, enabling doctors to keep up with the ever-
evolving field. On the other hand, the future of LLMs 
in gastroenterology will also depend on addressing chal-
lenges related to data security, privacy, and ethics19,20. It is 
essential to ensure proper protocols and procedures are in 
place to enable the safe and ethical use of AI in medicine. 
Critical tasks, especially in data analysis, decision-making, 
and communication, will still require human intervention, 
as full automation isn’t viable yet. Interface design should 
promote trust and caution, while also preventing auto-
mation from impeding the skill development of medical 
trainees and practitioners. Overall, LLMs are expected to 
play an increasingly important role in gastroenterology, 
contributing to better patient care and supporting doctors 
in their work21.

DISCUSSION

AI in medicine opens new horizons and changes the 
way healthcare is provided, leading to improvements in 
diagnosis, treatment, and prevention of various diseases. 
AI helps doctors analyse medical images, such as X-rays, 
CT scans, and MRI scans, faster and more accurately, 
thanks to sophisticated algorithms that can detect patho-
logical changes difficult to recognize by the human eye. 
Zhuang’s et al. review demonstrates the power of AI in the 
field of imaging methods in gastroenterology. It highlights 
the utilization of AI in endoscopy, sonography, computed 
tomography, and positron emission tomography. The re-
view also points out the limitations of AI, such as inaccu-
racies in assessing depth of invasion in endosonographic 
or erroneous interpretations in cases of inadequate bowel 
preparation22. Recently published article by Wenbo li et 
al. explores the potential of ChatGPT (specific LLM) in 
colorectal surgery. It discusses benefits such as enhanced 
healthcare delivery, personalized information, error re-
duction, and improved patient outcomes, alongside chal-
lenges like patient privacy, liability, and potential effects 
on doctor-patient relationships. The study suggests that 
ChatGPT could revolutionize colorectal surgery with its 
applications23. 

With the ability to process vast amounts of health 
data, such as electronic health records, genetic informa-
tion, and clinical trial results, AI enables better predic-
tions of disease progression and selection of the most 
appropriate treatment methods24. Moreover, AI can 

accelerate research and development of new drugs by 
helping to identify potential therapeutic targets and 
optimize chemical structures of drugs, significantly re-
ducing time and costs associated with traditional drug 
development25. Lahat et al. assessed ChatGPT’s ability to 
identify research priorities in gastroenterology, questions 
were generated on topics like IBD, the microbiome, AI 
in gastroenterology, and advanced endoscopy. A panel of 
gastroenterologists rated these questions for importance 
and relevance, yielding an average score of 3.6 out of 5, 
with high inter-rater reliability (0.80 to 0.98, P<0.001). 
While the questions scored high for relevance and clar-
ity, they lacked originality, indicating that while LLMs 
can help pinpoint gastroenterology research priorities, 
enhancing their novelty remains a challenge26.

Although AI offers significant potential for improv-
ing the quality of care, it is essential to address issues 
related to ethics, data protection, and collaboration be-
tween AI and healthcare professionals to ensure that tech-
nology is used responsibly and effectively. World Health 
Organization published in 2021 first global report on AI 
with guiding principles for its design and use27. Also, the 
FDA, alongside its various centers, is initiating discus-
sions on leveraging AI and machine learning in drug and 
medical device development to shape the regulatory land-
scape. This initiative aims to keep drugs safe and effec-
tive while embracing technological advancements in data 
handling and computation28. 

As mentioned earlier, the use of AI in gastroenterology 
provides many positives, and we can easily imagine how it 
can improve life in clinical practice and, especially, in the 
field of education and patient education29. Accelerating 
diagnosis can help speed up patient treatment, which will 
also have a favourable economic impact on healthcare. We 
see significant benefits of AI in accelerating differential 
diagnosis in patient treatment and, therefore, more ef-
ficient decision-making in clinical practice30. AI will also 
enable faster evaluation in endoscopy (detection of pol-
yps, their characteristics, capsule endoscopy reading) and 
radiology, significantly reducing the risk of human error31.

On the other hand, we are concerned that the wide-
spread use of AI in practice will eventually lead to an 
unknowing transfer of responsibility to AI and a certain 
degree of “dulling” of one’s opinion. We will rely on AI 
in more than 90% of cases, and instead of using our judg-
ment and experience, the first thing we will reach for is 
AI. This can, of course, lead to incorrect decisions, as we 
know that AI is not infallible at this time, its knowledge is 
currently limited, and careful interpretation of AI outputs 
is required. One of the main ethical issues is ensuring the 
protection of patients’ personal and sensitive health data, 
which we will make available to AI. It is necessary to care-
fully balance the benefits of AI with the need to preserve 
privacy and security of this information. AI developers 
and healthcare organizations must collaborate to create 
robust security measures and comply with relevant regula-
tions. The path to integrating such technology seamlessly 
into medical practice is fraught with ethical and practical 
challenges. These challenges must be navigated carefully 
to leverage AI’s benefits without compromising patient 
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care or privacy32. We believe that informed consent is an 
integral part of any medical intervention. Patients must be 
made aware that AI is being used, its purpose, and its limi-
tations. Transparency is key to maintaining trust between 
the medical community and patients. With technological 
advances and societal changes, ethics guidelines for AI in 
medicine need to be regularly reviewed and updated. It 
is a dynamic field that requires continuous learning and 
adaptation. To address these ethical challenges effectively, 
collaboration between ethicists, technologists, clinicians, 
and policymakers is crucial33. The European Union’s 
(EU) proactive stance in developing comprehensive strat-
egies and regulations for artificial intelligence, notably 
through its proposed AI Act and Ethics Guidelines for 
Trustworthy AI, sets a vital precedent for responsible AI 
governance. These initiatives emphasize transparency, 
safety, and ethical standards, including human oversight, 
technical robustness, privacy, diversity, societal well-being, 
and accountability, addressing the profound ethical, legal, 
and societal implications of AI. In the EU, LLMs used 
for medical purposes may be classified as Software as a 
Medical Device, subject to strict requirements under the 
Medical Device Regulation34. This includes rigorous test-
ing and validation to ensure safety and efficacy​. There’s a 
clear need for other states and global entities to consider 
similar frameworks to ensure AI is used in ways that pro-
tect citizens’ rights and promote trust and safety world-
wide. By incorporating these seven key requirements for 
trustworthy AI, we can foster innovation while ensuring 
AI benefits society as a whole35,36.

Another challenge is establishing effective collabora-
tion between AI and healthcare professionals. Doctors, 
nurses, and other healthcare workers must be able to trust 
and rely on the AI tools they use and recognize potential 
errors or shortcomings. This includes providing training 
and education that enables them to better understand and 
use AI technologies, as well as ensuring that AI systems 
are designed to support human interaction, collaboration. 

When introducing LLMs into gastroenterological 
practice, careful consideration must be given to protect-
ing patients’ personal data and securing the system. As 
AI becomes integrated into healthcare, the collection and 
analysis of patient data are inevitable. This raises the risk 
of privacy breaches and data misuse. Therefore, strict 
data security measures should be implemented to ensure 
patient data privacy, including anonymization and encryp-
tion of patient data37.

Furthermore, the implementation of LLMs involve 
substantial costs including technology costs, staff training, 
and system maintenance. It is crucial to evaluate whether 
these costs outweigh the benefits and efficiency improve-
ments that ChatGPT brings, and to consider whether 
resources might be better used elsewhere in healthcare 
provision.

It is also essential to emphasize that LLMs should 
serve as a complementary tool, not a replacement for 
human healthcare professionals. The ultimate decision-
making power must lie with the humans, who are able to 
comprehend the nuances and complexities of each indi-
vidual case.

Ultimately, it is essential to consider the use of LLMs, 
with the needs and expectations of both doctors and pa-
tients in mind. The benefits offered by LLMs should be 
maximized without compromising the quality of care, se-
curity, and patients’ trust in the medical system38.

CONCLUSION

In conclusion, further development in the field of AI 
can be expected, and we dare say that development will 
proceed at an exponential speed. In a short time, it will 
be challenging to evaluate what is created by humans and 
what is already AI. The future of LLMs in gastroenter-
ology are full of potential and opportunities to improve 
patient care quality. As an AI tool, LLM will be increas-
ingly integrated into clinical and research environments, 
where it can support doctors and medical staff in diag-
nosis, treatment, and education. The development of AI, 
like ChatGPT and others, is still in full swing, and its 
capabilities and applications in medicine, including gas-
troenterology, are expected to continue to grow. However, 
we must also keep in mind the potential pitfalls of de-
ploying LLMs, ensuring we mitigate any risks associated 
with its use. Future research and innovation should aim 
to improve the accuracy, efficiency, and safety of AI in 
medicine.

Search strategy and selection criteria:
Our search strategy involved using the following da-

tabases:
•	 Medical: PubMed, MEDLINE, EMBASE
•	 AI/Tech: IEEE Xplore, ACM Digital Library, arXiv
•	 General: Web of Science, Scopus, Google Scholar

We utilized the following search terms:
•	 Core: “Artificial Intelligence”, “Large Language 

Models”, “Gastroenterology”
•	 Related: “Machine Learning”, “NLP”, “ChatGPT”, 

“Diagnosis”, “Treatment”
•	 Challenges: “Bias”, “Privacy”, “Security”, “Cost”
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