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Abstract

In the paper, a methodology of power conscious RTL test
scheduling is described. The methodology is based on the
fact that circuit under analysis (CUA) is partitioned into
testable blocks (TB), the information about the partition-
ing is the input information for the methodology. TBs are
mapped into AMI platform, for each TB the sequences of
test vectors are then derived, a professional tool is used
for this purpose. The sequences of test vectors are then re-
ordered with the goal to reduce power consumption during
test application by reducing switching activities. The power
consumption estimation is combined with the implemented
platform which allows to gain more precise results. The
values of TBs power consumption are then used in RTL test
scheduling methodology. The goal is to find test schedule
with lowest test application time and lower power consump-
tion than the required maximal value.

1 Introduction

For some applications it is important to reduce power
consumption not only for normal function but also for test
application process. This holds especially for applications
which are powered from batteries where the reduction in
test power is important to improve battery life in portable
devices employing periodic self-test, to increase reliability
of testing and to reduce test-cost.

Peak power consumption during testing is an important
concern. For scan designs, a high level of switching ac-
tivity is created in the circuit during scan shifts, which in-
creases power consumption considerably. In [1], the authors
propose a pseudo-random BIST scheme for scan designs,
which reduces the peak power consumption as well as the
average power consumption as measured by the switching
activity in the circuit. The method reduces the switching ac-
tivity in the scan chains and the activity in the circuit under
test by limiting the scan shifts to a portion of the scan chain

structure using scan chain disable. Experimental results on
various benchmark circuits demonstrate that the technique
reduces the switching activity caused by scan shifts.

Gerstendrfer and Wunderlich [12] used the weighted
switching activity (WSA) as a metric for the energy con-
sumption and proposed design modifications for reducing
power consumption. Their design modifications include
NAND/NOR gating logic for masking the scan path activ-
ity during shifting, and the synthesis of additional logic for
suppressing random patterns which do not contribute to in-
crease the fault coverage.

Scan-based methodologies are often combined with
BIST. In [2], a low hardware overhead test pattern gener-
ator (TPG) for scan-based BIST is presented. It can reduce
switching activity in CUTs during BIST and also achieve
very high fault coverage with a reasonable length of test
sequence. Since the correlation between consecutive vec-
tors applied to a circuit during BIST is significantly lower,
switching activity in the circuit can be significantly higher
during BIST than that during its normal operation. Exces-
sive switching activity during test application can damage
CUTs during BIST. The proposed BIST decreases the num-
ber of transitions that occur at scan inputs during scan shift
operations and hence decreases switching activity during
BIST. In [13] the technique for test parallelization under
power constraints is presented. The technique is targeted
for SOC and it uses combination of test parallelization with
test scheduling. The fast greedy search algorithm is used for
design space exploration process. In [14] the algorithms for
testing of VLSI integrated circuits in minimum time with-
out exceeding their power ratings during test are presented.
Two formulations of the problem are given: 1) scheduling
equal length tests with power constraints and 2) scheduling
unequal length tests with power constraints. The test com-
patibility graph (TGC) model is used in this approach.

Low power/energy Built-In Self Test (BIST) strategy
based on circuit partitioning is demonstrated in [3]. The
goal of the proposed strategy is to minimize the average
power, the peak power and the energy consumption during



pseudo-random testing without modifying the fault cover-
age. The strategy consists in partitioning the original circuit
into two structural subcircuits so that each subcircuit can be
successively tested through two different BIST sessions.

In [4] low-power testing methodology for the scan-based
BIST is proposed. A smoother is included in the test pattern
generator (TPG) to reduce average power consumption dur-
ing scan testing, while a group-based greedy algorithm is
employed for the scan-chain reorder in order to improve the
fault coverage. The reordering algorithm is very efficient
in terms of computation time, and the routing length of the
reordered scan-chain is comparable to result given by com-
mercial tools.

Multiple scan chain has been used in DFT (design for
test) architectures primarily to reduce test application time.
In [5], a design technique for multiple scan chain in BIST
(Built-In Self Test) to reduce average power dissipation and
test application time, while maintaining the fault coverage
is presented. First, the scan chain is partitioned into a set of
smaller chains of similar lengths in such a way, that the total
number of scan transitions in the scan chain is minimized.
Then, a novel scan re-ordering algorithm in each smaller
chain to further reduce the transitions is used. The solution
is test-set independent and thus, can be effectively applied
to large BIST circuitry.

Our methodology is a combination of circuit partition-
ing, test vectors reordering and test scheduling under power
constraints. For the analysis we use flat RTL circuit descrip-
tion as the input to our methodology. Our methodology is
then able to partition the circuit to blocks of logic. For these
blocks the test vectors are generated and whenever possi-
ble the test vectors reordering process is utilized for power
consumption reduction. When dealing with small partitions
of original circuit instead of overal flat design the size of
solution space for test vectors reordering problem decrease
significantly. The circuit partitioning is finally utilized for
power constrained test scheduling, when the tests of blocks
are scheduled to not overcome predefined power dissipation
limit. In this step we are able to incorporate test scheduling
methods that are normaly used for SOC. Our methodology
can also be used for power constrained test scheduling in sit-
uations when only flat RTL design without higher level cir-
cuit specification is available to system designer/integrator.

This paper is organized as follows. At first, the moti-
vation for the research and definition of the problem is de-
scribed. Then the concept of TB and methodology for par-
titioning CUT to TBs are defined. In next chapter the power
consumption analysis and optimization for low power con-
sumption are presented. In chapter 5 the ILP based model
for test scheduling is introduced. Then the whole principle
of the proposed methodology is described. After that the ex-
perimental results and discussion is presented. And finally
there is conclusion in chapter 8.

Figure 1. The testable block.

2 Motivation for the research

In our research we were motivated by the fact that in
previous period we developed a methodology which allows
partitioning a CUT into separate TBs which allows identify-
ing blocks of logic which fulfill required testability param-
eters, transparency being one of them. To TBs test can be
applied through partial scan elements which are identified
as one of the TB identification methodology results. In the
methodology, the TBs are then mapped into AMI platform.
For each TB the set of test vectors are generated with pro-
fessional tool. While most of methods which aim at power
reduction during test application are based on evaluating the
average Hamming distance of test vectors, our approach is
closely combined with particular technology to which the
design is mapped, namely AMI platform. This can be seen
as the main difference between our methodology and those
published previously.

3 Partitioning to TBs

In our methodology the circuit under analysis (CUT) is
partitioned to blocks of logic referred to as TBs. The rules
which must be satisfied by TBs are strictly defined. As a
consequence, each TB has high testability parameters in
terms of internal nodes observability/controllability and de-
fined interface through which the test is applied. The inter-
face consists of registers (we called them border registers)
or primary inputs/outputs (PI/PO), see Fig. 1. The border
register of a TB is the register that interconnects TB with
other circuit logic (or other TBs). We recognize two types
of border registers - border input register (BRI) and border
output register (BRO). The BRI are used as inputs to TB,
while BRO are used as outputs from TB. Additional regis-
ters can be present inside TBs, but these registers cannot be
utilized as test input or output. Only border registers can be
scanned.

The partitioning into TBs is based on the identification
of border registers. The following rules also apply to TBs:



Figure 2. Example of circuit partitioning to
TBs.

1. Any two TBs must not overlap. The connections be-
tween the TBs can be shared. Any border register can
be shared mostly by two TBs (as BIR for one TB and
as BOR for the other).

2. The border registers are the only registers that can be
included into scan chains.

Fig. 2 gives an example of the implementation of these
principles on a simple design which was partitioned to two
TBs by our algorithm. For example TB1 is composed
of three border registers (R1, R2, R3). R1, R2 are BRI
for TB1, R3 is BRO for TB1 (and also BRI for TB2).
The TB1 has no internal registers and one circuit element
(ADD1).

The above mentioned principles was implemented into
software tool called tbpart ([8]). Each CUA register can be
classified as input, output or internal register of the TB. This
means that we have 3n options how to classify each register
where n is the number of registers in the CUA. Thus the
size of the search space grows exponentially. Because of
the exponential complexity of the problem and because it
is possible to utilize a simple representation of the problem
in bit-string (chromosome), genetic algorithm was chosen.
Genetic algorithms are a family of computational models
inspired by evolution. These algorithms encode a potential
solution to a specific problem on a chromosome-like data
structure and apply recombination operators to these struc-
tures so as to preserve critical information. Genetic algo-
rithms are often viewed as function optimizers, although the
range of problems to which genetic algorithms have been
applied is quite broad. Genetic algorithms are known to be
quite good at finding generally good solutions in acceptable
time even for difficult search spaces. The fact whether a
particular register is selected as a border register is encoded
into a chromosome. All the identified TBs’ candidates are
then recursively checked to satisfy all the previously given

rules. For the TBs that passed the check, a fitness value
is calculated. The fitness value depends on the number of
logic outside TBs and sequentional depth of the identified
TBs (blocks with the lower value of depth are preferred).
So the circuit partitioning algorithm takes into account the
complexity of TBs the goal is to identify TBs with possi-
bly equal complexity. Thus, the probability that compara-
ble number of test vectors will be generated for blocks with
similar complexity is high. If TBs with different number
of test vectors exist in CUA the redundant test vectors are
added to TBs with lower number of test vectors to be able
to use scan. For test scheduling purposes it must be also
possible to deactivate some TBs. The deactivation is done
by means of set of null test vectors the sets in which all test
vectors have the same value (no switching occurs in con-
nected logic).

4 Power consumption analysis and optimiza-
tion

Today, the most of digital circuit designs implementa-
tions are based on the CMOS technology [10]. With this
assumption taken into account the power (Pg) consumed by
the gate g of this circuit can be seen as a sum of two power
components – the static part of the power (PgS ) and the dy-
namic part of the power (PgD ) [17]:

Pg = PgS + PgD . (1)

The PgS is power the gate consumes in steady state (no
transitions) and the PgD is additional power needed for tran-
sition from one state to another (0 → 1, 1 → 0). Actu-
ally, the PgD forms about 90 % of the Pg (from [15]). It is
probable that this number will slightly decrease in the future
because the actual value is highly dependant on the thresh-
old voltage values that are constantly decreased (due to low
power requirements).

Physically, the PgD is composed of capacitive switching
power (PgSW ) and short circuit power (PgSC ) and can be
computed by following formula (from [17]):

PgD = PgSW + PgSC (2)

PgD = NTCgfg

(
1
2

CgLV 2
gDD

+ Kg(VgDD − 2VgT )3τg

)

(3)
In the formula (3), CgL is the overall capacitance of gate

g and connections, VgDD is the supply voltage, NTCg is the
number of (0 → 1, 1 → 0) transitions that occurs on gate
g, fg is the frequency of clock signal, Kg is constant that
depends on transistors used for gate implementation, VgT is
the magnitude of threshold voltage, τg is the rise/fall time
of input signal.



The formula (3) is too complex to be used for power con-
sumption estimation in the early stages of the design pro-
cess, primarily because some parameters depend on physi-
cal properties of real chip layout. Therefore a simpler for-
mula must be used. For comparisons of design modifica-
tion influence on power consumption, the NTC (Number of
Transitions Count) seems to be very important parameter. It
is also possible to use more precise WNTC (Weighted Num-
ber of Transition Count) equation (4) (derived from [16]) or
WSA equation (5) (from [12]).

WNTC =
ng∑
i=1

(NTCiFi) (4)

In the formula (4), WNTC is weighted number of tran-
sition count, ng is the number of all gates in the design,
NTCi is the number of all transitions per gate i and Fi is
fan-out factor for gate i.

WSA =
ng∑
i=1

(NTCici) (5)

In the formula (5), WSA is weighted switching activity,
ng is the number of all gates in the design, NTCi is the
number of all transitions per gate i and ci is normalized
capacity of gate i.

Generally more switching activity can be detected in
the circuit during test application [10], that is why there is
very low correlation of logical values in the circuit (in time
and space), so the transitions between states lead to higher
switching activity. Test vectors are often very low corre-
lated (the common goal of test developers is to detect the
most faults with the lowest possible test vectors), that means
more switching activity. In the test mode, units can be ac-
tivated in sequences that are unusual for normal functional
mode of operation and these sequences are usually not well
correlated. To wipe away the difference in power consump-
tion in diagnostic mode and functional mode, we employ
test vectors reordering technique. The reordering problem
is known to be NP hard with complexity of n!, where n is
number of elements to be reordered. When the CUT is par-
titioned to blocks TB1, TB2, ..., TBm with n1, n2, ..., nm

test vectors respectively, ∀i : (i ≥ 1 ∧ i ≤ m) ⇒ (ni <
nCUT ) the solution space can be reduced significantly.

Because of huge solution space our implementation [9]
of test vectors reordering utilizes genetic algorithm. The
population of genomes consists of bit strings. In each bit
string ordering of test vectors is encoded. The fitness value
is obtained as overall NTC from simulation over AMI prim-
itives. The circuits used in our experiments have consistent
number of fan out per node. Without fan out factors taken
into account the absolute values of NTC and WNTC/WSA
differs, but for comparison of quality of genomes the rel-
ative numbers (that are very near) are sufficient. Due to

high number of genomes the fitness must be determined as
quickly as possible, thats why we prefer the NTC metrics.

5 ILP based test scheduling

In mathematics, linear programming (LP) problems in-
volve the optimization of a linear objective function, sub-
ject to linear equality and inequality constraints. Linear
programs are problems that can be expressed in canonical
matrix form:

Maximize (or miminize) cT x
Subject to Ax ≤ b
Where x > 0

x represents the vector of variables, while c and b are
vectors of coefficients and A is a matrix of coefficients. The
expression cT x to be maximized or minimized is called the
objective function. If the unknown variables are all required
to be integers, then the problem is called an integer pro-
gramming (IP) or integer linear programming (ILP). If only
some of the unknown variables are required to be integers,
then the problem is called a mixed integer programming
(MILP).

In [6], Chakrabarty shows that the test scheduling prob-
lem for core based system can be transformed to the MILP
programs. He used MILP for finding start times of each test
set that leads to minimal test length. The goal was spec-
ified as objective function to be minimized with structural
constraints taken into account.

We discovered that the ILP can be also used for TB based
test scheduling. For a given CUT partitioned to combina-
torial TBs the problem can be specified as follows. Let
T = {t1, t2, ..., tm} represents tests for TB1, TB2, ...,
TBm respectively. Let each test ti (i = 1..m) consists
of set of generated test vectors vii = {vii1 , vii2 , ..., viim},
V i =

⋃m
i=1 vii and set of appropriate response vectors

voi = {voi1 , voi2 , ..., voim}, V o =
⋃m

i=1 voi. Let gvio
be the bijection T → Vi × Vo that assigns to each test
t ∈ T corresponding test vectors vii ∈ V i and responses
voi ∈ V o. Let L = {l1, l2, ..., lm} denotes the length of
each test (in test cycles) and gl be the bijection T → L
that assigns to each test ti ∈ T corresponding test length
li ∈ L, ∀ti ∈ T ⇒ (gl(ti) = |gvio(ti)|). Let ntc be
the function V i × V o → ℵ, that assigns to each pair of
test vector and appropriate response positive integer repre-
senting NTC. Let P = {p1, p2, ..., pm} denotes the aver-
age NTC per test cycle for each test and gp be the bijection
T → P that assigns to each test ti ∈ T corresponding

pi ∈ P , ∀ti ∈ T : gp(ti) =
∑

∀j∈gvio(ti )
ntc(j)

gl(ti)
. The goal

is to partition the test to test sessions S = {s1, s2, ..., sk},
∀i : i ≥ 1 ∧ i ≤ k ∧ si ∈ S ⇒ si ⊆ T with mini-
mal test application time (

∑
∀si∈S max∀j∈si(gl(j)) is min-



imal) and simultaneously not overcoming predefined chip
power dissipation limit (plimit) during the test application
(max∀si∈S(

∑
∀j∈si

gp(j) < plimit). From given state-
ments it is possible to formulate the ILP.

At first, the matrix of unknown variables is defined. Let
Xi,j , i > 0∧ i ≤ |T | ∧ j > 0∧ j ≤ |S|, be the 0-1 variable
defined as follows: Xi,j = 1 if test i is scheduled to session
j, otherwise Xi,j = 0, then the X is matrix of unknown
variables for our ILP model. Now we can formulate the
objective function:

Minimize
∑

∀si∈S max∀j∈si(Xi,j .gl(j)), sub-
ject to max∀si∈S(

∑
∀j∈si

Xi,j ∗gp(j)) < plimit.

This non-linear objective function must be converted into
a linearized form by removing max operator. For this pur-
pose, the approach demonstrated in [11] can be used. The
variables Cj , (∀j ∈ S) must be introduced and limiting
conditions must be added:

∀i ∈ T, ∀j ∈ S : Cj ≥ Xi,j .gl(i)

Then, the objective function can be modified into the fol-
lowing form:

Minimize
∑

∀j∈S cj , subject to
max∀si∈S(

∑
∀j∈si

Xi,j .gp(j)) < plimit.

The ILP defined in this way can be easily converted
into GNU MathProg modeling language ant then solved by
means of GNU linear programming kit.

6 The methodology

First, an RTL circuit is mapped to AMI platform and par-
titioned to TBs. For each TB the test vectors are then gen-
erated with commercial tool. The sequences of test vectors
for TBs which do not contain any additional internal reg-
isters (combinational TBs) are reordered with the goal to
attain lowest possible number of transition count (NTC).

Finally, the TBs are utilized for power constrained test
scheduling. The goal is to find test schedule with lowest
test application time and not overcoming predefined maxi-
mal limits of NTC/time (conforming to chip power dissipa-
tion limit). The test schedule can be represented as a func-
tion T → S, where T = {t1, t2, ..., tm} represents tests for
TB1, TB2, ..., TBm respectively and S = {s1, s2, ..., sk}
represents individual test sessions. In every session si

(i = 1...k), none, one, or more TBs can be tested. For each
TB, the sequence of test vectors is known. The test vectors
are applied through BRI and PI. Test responses are observed
through BRO and PO. Border registers are all scanned. TBs
which are not currently tested are deactivated. Power con-
sumption in each test session must not be higher than max-
imal defined chip limit. Our model works with NTC, there-
fore the power consumption is related to maximal number

Table 1. SATPG results.
CUA PI/ Cells FC Test NTC

PO in cycles
%

k10 20/5 560 65.50 109 1022
k20 39/10 1119 67.28 178 3134
k5 12/4 298 65.14 81 646

of switchings during the application of test vectors. For the
test sessions setup the ILP is used.

7 Experimental results

Experiments were performed on PC, with AMD 64bit
2GHz CPU, 1GB RAM. The circuits k10, k20, k5 [7] de-
veloped at our department were used for experiments. De-
tails about these circuits are available in Table 1, including
the information about the number of primary inputs/outputs
(PI/PO) and the number of cells after mapping the compo-
nent into AMI 1.2 μm technology. The results gained with
the use of professional SATPG tool are also demonstrated
in the table (fault coverage, test length, and NTC for the de-
rived sequence of test vectors), single stuck-at-fault model
is used. The fault coverage is evaluated by means of a com-
mercial tool, the formula 6 is used.

FC =
FDT

FFULL
.100. (6)

In the formula, the symbols have the following meaning:
FC - fault coverage, FDT - the number of faults detected
by the test, FFULL - the number of all faults in CUA. The
application of one test vector and the response evaluation
is denoted to as one test cycle. Test length is gained as the
number of all test cycles.

7.1 Partitioning into TBs

The circuits k10, k20, k5 were partitioned into TBs by
means of the method described in [8] see Table 2. In the
first column, the name of the circuit is given. PI/PO rep-
resents the number of primary inputs/primary outputs and
cells represents the number of cells after the CUA is mapped
into AMI 1, 2 μm technology. For all TBs, test vectors were
generated by means of commercial ATPG tool. FC is fault
coverage of the generated test while NTC/cycle represents
an average number of switching during one test vector ap-
plication.



Table 2. Partitioning of k5 circuit to TBs.
TB PI/ Cells FC Test NTC/ Opt.

PO in cycl. cycle NTC/
% cycle

k5 1 5/3 17 100 6 15 8
k5 2 5/3 17 100 6 15 8
k5 3 5/2 14 100 8 21 10
k5 4 3/1 9 100 7 13 6
k5 5 3/5 17 100 8 15 6

7.2 The optimization of test vectors se-
quences

All identified TBs are combinational components. Thus,
it is possible to reorder the sequence of test vectors with
the goal to reduce the number of switchings during the test
application [10]. To reorder the sequence of test vectors, the
methodology published in [9] was used. The result is seen
in the last column of Table 2, it provides an average number
of switchings during the application of one test vector (after
the reordering was performed).

It is clear that by the reordering the sequence of test vec-
tors, the NTC/cycle value can be significantly reduced. For
TB k5 5 the reduction was really considerable - 40 % of the
original NTC/cycle value. For other TBs, all the values are
near 50 % of the original value.

7.3 Test scheduling by means of ILP

The results of test scheduling methodology based on ILP
are presented in Table 3, GNU linear programming kit was
used for this purpose. The objective of the methodology
was to schedule CUA test to the lowest possible number of
test sessions and the power consumption in each session not
exceeding a predetermined value. The maximal power con-
sumption was modeled by means of maximal NTC/cycle
(Pwr limit in Table 3). During experiments test schedules
were developed for Pwr limit equal to 25 %, 50 %, 75 %,
100 % of Pwr max. The value of Pwr max was evaluated as
NTC/cycle+1 gained for TB tests running concurrently in
one session.

Each row in Table 3 represents a test schedule. The
meanings of the symbols in the table are evident: number
of test cycles, number of test sessions, the maximal value
of NTC/cycle, Pwr limit in NTC/cycle and in percentage
related to Pwr max.

The test schedule for k5 with Pwr limit equal to 39
NTC/cycle (50 %) is shown in Figure 3. The schedule con-
sists of three test sessions. During the first session, k5 1
and k5 2 TBs are tested concurrently while k5 3, k5 4, k5 5
TBs are deactivated. The first test session consists of 6 test

Table 3. Results of test scheduling.
CUT Pwr Pwr Test Test Max

limit limit cycles ses. NTC/
NTC/ in % cycle
cycle

k10 39 25 36 5 34
k10opt 39 25 15 2 38

k10 78 50 21 3 72
k10opt 78 50 8 1 76

k10 118 75 14 2 113
k10opt 118 75 8 1 76

k10 159 100 8 1 158
k10opt 159 100 8 1 76

k20 78 25 ? ? ?
k20opt 78 25 15 2 78

k20 157 50 21 3 157
k20opt 157 50 8 1 150

k20 236 75 14 2 226
k20opt 236 75 8 1 150

k20 317 100 8 1 316
k20opt 317 100 8 1 150

k5 19 25 - - -
k5opt 19 25 21 3 16

k5 39 50 21 3 36
k5opt 39 50 8 1 38

k5 59 75 14 2 49
k5opt 59 75 8 1 38

k5 80 100 8 1 79
k5opt 80 100 8 1 38



Figure 3. Example of test schedule for k5 cir-
cuit, pwr limit was set to 39 NTC/cycle.

cycles. To test k5 1 a k5 2 TBs, 12 test vectors are needed.
During applying the test to k5 1 TB, the average power con-
sumption will be 15 NTC/cycle, the same value was gained
for k5 2 TB. Thus, the average power consumption for the
first test session is 30 NTC/cycle.

During the second test session, k5 3 a k5 5 TBs will are
tested concurrently, k5 1, k5 2, k5 4 are deactivated. The
second session lasts for 8 test cycles and the average power
consumption is 36 NTC/cycle. In the third session, k5 4 TB
is tested, all the remaining TBs are deactivated. The session
duration is 7 test cycles and the average consumption is 13
NTC/cycle.

It can be derived from the table that the length of the test
is dependent on the value of Pwr limit, the lower value is
required then the longer test is scheduled.

The highest number of test sessions (5) was gained
for k10 component with Pwr limit equal to 39 NTC/cycle
(25 %). On the contrary, for k20 with Pwr limit 78
NTC/cycle (25 %), the test schedule was not derived be-
cause GNU linear programming kit required more memory
space which was not available on the system used for the
evaluation.

7.4 Test Scheduling by Means of ILP for
TB with Optimized Sequence of Test
Vectors

Other experiments were performed for TBs with opti-
mized sequence of test vectors. An optimized test has an
opt suffix in its name (Table 3). When an optimized test set
is used, then a lower number of test sessions are needed.
The k10 component can serve as an example: for pwr limit
equal to 39 NTC/cycle (25 %), without any optimization the

Figure 4. Example of test schedule for k5 cir-
cuit after test vectors reordering, pwr limit
was set to 19 NTC/cycle.

test schedule consists of 5 test sessions compared with 2 test
sessions after the optimization. As a result, the number of
tests cycles is reduced from 36 to 15.

For other components, similar results were gained for
k5 with pwr limit set to 19 NTC/cycle (25 %) without opti-
mization the test sequence cannot be derived because k5 3
requires 21 NTC/cycle (marked by means of dashes in Ta-
ble 3). The test schedule in Fig. 4 consists of 3 test sessions.
During the first session, k5 3 and k5 5 are tested while k5 1,
k5 2, k5 4 are deactivated. The test session lasts 8 cycles.
The test application of k5 3 requires 10 NTC/cycle, while
for k5 5 it is 6 NTC/cycle. An average consumption in
the first session will be 16 NTC/cycle. In the second ses-
sion, k5 2 is tested, the remaining TBs are deactivated. The
session lasts for 6 cycles and the average consumption is
8 NTC/cycle. In the third session, k5 1 a k5 4 are tested,
k5 2, k5 3 a k5 5 are deactivated. The test of k5 1 is shorter
by two test cycles than k5 4, thus 2 redundant test vectors
must be added to the sequence of test vectors. During the
third session the average consumption is 14 NTC/cycle.

8 Conclusions

In the paper, the methodology for power constrained
RTL test scheduling based on ILP was introduced. The
methodology allows to partition test application into inde-
pendent test sessions during which power consumption is
not higher than the predetermined value. As the secondary
result of partitioning test into test sessions, the minimization
of the total test application was gained. The test sessions are
identified by means of ILP.

Before the power constrained test scheduling is per-



formed, TBs must be identified in the CUA. If a sufficient
number of TBs cannot be identified, the test scheduling can-
not be done. This fact limits the usage of the methodology
to circuits without feedback loops and containing sufficient
number of registers which holds especially for pipeline cir-
cuits.

If a TB is a purely combinational component, then the
sequence of test vectors can be optimized and power con-
sumption during test application reduced. The results of the
methodology are then more valuable. Both approaches, i.
e. with and without optimization were demonstrated in this
paper.
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