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Abstract. Scheduling of collective communications (CC) in itanection
networks possibly containing faulty links has bakme with the use of the
evolutionary techniques. Inter-node communicatiattgsns scheduled in the
minimum number of time slots have been obtainede Tésults show that
evolutionary techniques often lead to ultimate sctieg of CC that reaches
theoretical bounds on the number of steps. Analgkifault tolerance by the
same techniques revealed graceful CC performanceadigipn for a single
link or node fault. Once the faulty region is laadt CC can be re-scheduled
during a recovery period.

Keywords: evolutionary design, fault tolerance, collectivemgounications,
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1 Introduction

High performance computing platforms have beennt¢celominated by clusters of
multi-core processor nodes [1] or for embedded iegtpbns by many cores

interconnected by NoC (network on chip). The basiguirement for building the

HPC systems turned out to be the low power consompin order that system parts
can be close together and communication time thingmized. For the same reason
the CPU cores should be simple and processing nskesld be interconnected
directly, without intermediate switches and routefs class of interconnection

networks of interest in this paper covers therefdieect networks, which for

performance-driven environments converge on theofiggpelined cut-through (CT)

message transmission, whose special case is woembting (WH) [11] and source-
based routing algorithms.

Since HPC systems include many processors, inteemtion links and other units,
their failure rate is much higher than the failurgte of the single-processor
computers. Many fault-tolerant switching methodsehheen proposed to solve this
problem. Unfortunately, the existing methods havenyndrawbacks such as low
communication throughput, low fault-tolerant capihi and large hardware
overhead.

In this paper, we consider faults to be permanesntdamaged microcontrollers or
communication links), as opposed to, say, transietermittent or even malicious



faults. As such, we are dealing with issues oftfaolerance. We wish to assess
system behavior in the presence of a set of fautish is fixed for the duration of
any routing attempt (defect in manufacture).

Generally, there are two kinds of faults in HPCteyss, faulty links and faulty
nodes. The first one is a damaged link intercoringdtvo parts of a HPC system. In
this case, when the faulty link is located, it mibst excluded from all routing
algorithms (CC schedules). After new CCs are redaled, the system is able to
work properly only with little loss of performanca.node fault can be thought of as
implying that all of that node’s communication Imn&re faulty.

In this paper, we want to analyze the complexitealfective communications in
faulty networks. We employ an evolutionary algamthwhich is able to re-scheduled
CCs after a single or multiple link or node faulttwminimal possible loss of
communication throughput. Of course, the network teacontinue connected, i.e. at
least one path for each source-destination paiss tharemain. The results of
evolutionary techniques applied already to CC sulieg problem of medium size
(tens of nodes) [2] are comparable well to optimswlutions obtained by
mathematical means. However, networks in a fau#ttesare neither symmetrical nor
regular, and analytic methods for scheduling do ewist. The results can be
compared to theoretical lower bounds only.

The paper is structured as follows. Section 2 $igscihe scheduling problem for
CC on faulty networks while Section 3 presentsraproved evolutionary algorithm
for its solution. The results of CC scheduling arigus faulty network topologies are
summarized and discussed in Section 5. It alsosdeath fault tolerance of
interconnection networks and possible recovery frarfaulty state. The obtained
results of evolutionary approach are discussed ancision and possible future
improvements are suggested.

2 Scheduling of Collective Communication in Faulty Networks

Pair-wise (point-to-point) as well as collectiveedgp) communications involving
all processors are frequently used in parallel ggeimg and their timing complexity
has a dramatic impact on performance. Since processe connected only sparsely,
the message can reach a destination processottlgirécsource and destination
processors are neighbors, or else through somermathate nodes. The
communication time from issuing the send requesiriy CPU until receiving data by
another CPU represents an overhead of parallelepsoty which has to be
minimized. The pipelined message transmission isidered only little sensitive to
the source-destination distance; however, accuimglatelays at traversing several
nodes on the way should be minimized as well.

In this paper we are going to analyze only the desmily used collective
communications involving all processors: one-to-atbadcast (OAB), all-to-all
broadcast (AAB), one-to-all scatter (OAS, a privatessage to each partner), all-to-
all scatter (AAS). Some other CCs, like all-to-ogather (AOG), have the same
complexity as the basic four types.



Each CC can be seen as a set of point-to-point aomwations. The CC
scheduling problem can be simply described as tjpenitig this set into as few
subsets as possible that follow one another inesszpiof synchronized steps and all
communications in one subset proceed in parallee main goal is to avoid any
conflicts in shared resources — links (channelskeal messages between source-
destination pairs, not necessarily the neighbas, groceed concurrently and can be
combined into a single subset if their paths ank-tlisjoint. If the source and
destination nodes are not adjacent, the messageis gome intermediate nodes, but
processors in these nodes are not aware of itnéesages are routed automatically
by the routers attached to processors (see Fig. 1).
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Fig. 1. One-to-all broadcast communication performed meahcommunication steps on 4x4
mesh. The initiator is node no. 00. Possible distars of the broadcasted message in each step
are marked by light yellow color. Newly informeddes during the step are marked by light
green color.

The numbek of bi-directional channels between the CPU anduser (ports), that
can be engaged in communication simultaneously, ehakecisive impact on the
number of communication steps; 1-pok=1) or all-port k=d) models are most



common, see Fig. 2. For the sake of performanceviVeconsider only the all-port
model k=d).
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Fig. 2. Port models for 3-regular networks a) one-porteob) all-port router

Regardless the graph topology, there are knownrétieal lower bounds on the
number of communication steps. The broadcast conuation (OAB) in WH
network withP nodes and node degrdecannot be done in less tharsteps, where
s=[logg.:P | is given by the number of nodes informed in edep,shat is initially 1,
1+1xd after the first step,d¢-1) + (@+1) x d = (d+1)* after the second step, etc.,...,
and @+1)°= P nodes after step

In case of AAB communication, since each node tlmsadceptP-1 distinct
messages, the lower bound [igP-1)/d]. A similar bound is applied to OAS
communication, because each node can inject irgon#twork not more thad
messages in one step-1 pair-wise communicationg] of them per step, must be
packed into the lowest number of steps in such g that paths traversed in the
optimum broadcast tree are edge-disjoint in eagh st

For AAS communication pattern each®processor sends an individual message
to each ofP-1 partners. A lower bound for AAS can be obtainedsidering that one
half of messages from each processor cross thetioiseand the other half do not.
There will be altogether B(2)(P/2) of such messages in both ways and u@Bdo
messages in one step, whkeis the network bisection width [3]n case of digraphs
(graphs) B¢ is taken as the (double) the number of (un)diceei#gges crossed by the
bisection. However, som#& messages originating and terminating in eithef diaa
network cross the bisection as well. This gives theund P2 + 2A)/Bc
communication steps, sindemessages cross the bisection twice. Another bthatd
concerns AAS used to be applied to SF routing offly. denotes the sum of all
shortest paths in a graph (from any source to asfirhtion node) and if we can
utilize only Pd channels in one step to avoid conflicts, then aenot schedule AAS
in less thah>/Pd] steps. We have found that for the considered dfsstworks this
latter bound is sharper, even for WH routing.

Table 1 summarizes the lower bounds for generalplgra Of course,
communication bounds for AAB and AAS cannot be esrarter than those ones for
OAB and OAS respectively, if it applies.



Table 1. Lower bounds on complexity of CC thregular networks witl? nodes

cc CT (WH)
OAB  [log 4.1 P I=[(log P)/log (d+1)]
AAB [(P—1)/d]

OAS [(P-1)/d]

AAS  max|[ (P?/2+20)/BR) |, [ =/(Pd) ]

There are two major methods of increasing religbilvith respect to faults in
a system; namely, fault prevention and fault taleea Preventing all faults from
a system is in most cases impossible or may caume problems such as the delay or
difficulty in maintenance. So we rely on fault t@at algorithms to handle faults
according to the following scenario [4]:

* In many fault tolerance approaches, the detectioanocerror is the first
step of the recovery.

* When an error is detected, its origin and the fi#gi of containment of
the proper maintenance activities are assessed.

- After that, the error recovery procedure comes.gtial is to bring the
system to an error-free consistent state, whichnsieaoidance of a
message loss and guarantee of conflict-free camditi

e After taking maintenance steps, the system willings operation.

Our technique supposes that faulty links or nodesbeen already detected, and
the faulty region have been bordered. Conceptudhg, faulty region may be
considered as an island of faults in a sea of comiration channels and nodes. In the
same manner a ship is navigated around an islargthould be feasible to route a
message around faulty region, see Fig. 3. It carddre using adaptive routing
algorithms that re-route paths from source-destinatpairs. However, these
algorithms achieve only suboptimal results (i.esgiole faster CC schedules may
exist, but they are not discovered, whereas onlgrdenistic principles are used for
rescheduling). In addition, many of fault-toleraataptive routing algorithms are not
deadlock free, which introduce another delays amagestions. To relax all these
restriction an evolutionary based technique wasliged and used for finding CCs
schedules on faulty networks.

Fig. 3. Isolation of the faulty node 22



3 Evolutionary Scheduling of Collective Communications

We employ an Evolutionary Algorithm (EA) which is powerful, domain-
independent search technique inspired by Darwitti@ory, to perform our search.
Although a new methodology of designing near-opti@®@ schedules is independent
of the particular evolutionary algorithm, we redteid ourselves only to a simple EDA
evolutionary algorithm without gene dependenciesliD4) in this work.

Univariate Marginal Distribution Algorithm (UMDA)H] is a very simple EDA [6]
(Estimation of Distribution Algorithm) which doestreflect any interaction between
genes (variables/solution parameters). The maiardge of this algorithm is better
mixing of genetic material than is possible in stmma GA [7], very simple
implementation and much faster execution than aentmmplex EDA like BOA
algorithm. Of course, any other EA can be usedidBea@mparison of a success rate
and time complexity of other types of EA appliedG€ scheduling problem can be
found in [8], [9].

This section describes, in more details, the elesnehour evolutionary approach.
Section 3.1 shows the global data structure andeprgcessing phase. Section 3.2
describes how the dataset is encoded, Sectionrg@sms the evaluation function
used in EA, and Section 3.4 briefly describes aredéibn and restoration heuristics
used to increase a success rate and reduce exetiuti® required to reach a good
result. Parameters of used EA (UMDA) are outline&ection 3.5.

3.1 Preprocessing Phase

An input data structure stores a topology desanipta definition of CC, and a set of
senders and receivers. The topology descriptigaved in a form of a neighbors list
for each node, where the nodes are considered toelghbors only if they are
connected by a simple direct link. If a failure ors; the topology description is
changed to reflect a new topology of the intercatine network that arises by
excluding of a faulty region.

After an input file is loaded, the data have topdveprocessed. The preprocessor
takes the topology and finds all paths (shortestsan the case of minimal routing)
between all source-destination node pairs andstbmm into a special data structure.
This task is performed by a modified well knownk3iya’s algorithm.

3.2 Encoding

As broadcast and scatter CCs are completely diffecmmmunication services,
candidate solutions are encoded in separate ways.

A direct encoding has been designed for OAS chromes i.e. a chromosome
contains an exact description of a schedule, sge4-iThe chromosome contaiRs
genes; each one represents a particular pointitd-gommunication between the
initiator and a destination node. A gene consiftdwo items: a utilized source-
destination path (the first component) and the tisee slot (the second component).



An AAS chromosome is created by extending the vettt@a matrix, each row of
which corresponds to one of OAS communications.
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Fig. 4. The structure of OAS chromosome (0 is the initiafoOAS)

An indirect encoding has been designed for OABhm@mosome does not include
a broadcast tree, but only instructions how to terita Each chromosome consists of
P genes, one for each destination node, see Figdividual genes are composed of
three items: a source node for this pint-to-poorhmunication, the index of a utilized
path, and a step number. During each communicattep, some new nodes are
informed. These nodes can become distributors &t steps, and thus help the
initiator of OAB to broadcast the message (all modzeive the same message). That
is why the additional component representing thessage source must be
incorporated into chromosome in this case.

The main disadvantage of this encoding is possdrtaation of some inadmissible
solutions during the process of genetic maniputatiSimply said, a solution is
inadmissible if it cannot lead to a correct broaideee (e. g. the situation when in a
certain step a node should receive a message froodeathat has not received it yet).
That is why admissibility has to be verified forchkachromosome before evaluating
fitness and if it is necessary, the chromosomessored. The AAB chromosome is
then a collection oP OAB chromosomes, a kind of a matrix chromosome.
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Fig. 5. The structure of OAB chromosome (0 is the initiatbOAB)



3.3 TheConflict Count Fitness Function

The main idea of fithess function is based onrnesé conflict-free condition. We say

two communications are in conflict if and only lifety share the same channel in the
same communication step (see Fig. 6). The fitnesstion is based on counting

conflicts between all point-to-point communicatiorslized in the same steps. The
valid communication schedule for a given numbecaihmunication steps must be

conflict-free. Valid schedules are either optinthe(number of steps equals the lower
bound) or suboptimal. Evolution of a valid schedidethe given number of steps is

finished up as soon as fitness (number of conflidteps to zero. If it does not do so
in a reasonable time, the prescribed number obstapst be increased.

conflict conflict-free

e

=" 7

Fig. 6. Two point-to-point communications

3.4 Acceleration and Restoration Heuristic

A new heuristic has been developed for improvingSDMAS optimization speed
taking into account a search space restriction ua limited message injection
capability of network nodes. Because no node cad sgore thark messages in one
communication stepk{port model), an acceleration heuristic checks ¢bisdition in
the whole chromosome and redesigns ports’ utibrath all communication steps
before the fitness function is evaluated.

The second OAS/AAS heuristic replaces the mutaijwerator in an employed EA.
It randomly swaps time slots of two point-to-posdmmunications. These simple
heuristics dramatically decrease the initial catflcount and lead to the better
convergence of EA.

New heuristics for OAB/AAB chromosome restoraticevé been also developed
and employed. The restoration (a repair of the drast tree) proceeds in subsequent
communication steps. A check is made for every ngldether the node receives the
message really from the node already informed.olf so, the source node of this
point-to-point communication is randomly replaced & node that has already
received the message. A change of the source raxedturally an impact on utilized
channels. Hence the original path is replaced bylynehosen one from a list of
exploitable paths between new source-destination pa

To accelerate the convergence of the EA, OAB/AARCcEic heuristic has been
developed. It injects good building blocks into thiial population. For all point-to-



point communications of OAB, the time slot is seitially to the same value (step
no. 0). By selecting correct time slots, the resion heuristic produces corrected
broadcast trees that violate the conflict-free d@bowlin much fewer cases.

3.4 Parametersof EA

The simple UMDA evolutionary algorithm has been duder the search for near
optimal communication schedules. The value of tbpupation size was set to 60
individuals because higher values did not imprdwe quality of founded schedules
and did not justify an increased computation tiffiee binary tournament selected the
better half of the current population to form ttergnt subpopulation. The univariate
marginal probabilistic model was created accordmghe parent subpopulation in
each generation. New chromosomes were generatdtelsampling of the estimated
probabilistic model. Each chromosome was mutated lsymple mutation operator
with probability of 90%. This operator is responesitfor testing and changing
possible source-destination paths for particulantgm-point communications. The
mutation rate is very high due to huge number afe®-destination pairs (thousands)
whose amount growth exponentially with network diaenD. Finally, the newly
generated solutions replace the worse half of tineeat population.

4 Results of Evolutionary Design

The evolutionary algorithm described previously bagn applied to two networks
that either already found the commercial applicasach as scalable Kautz networks,
[10] and well known 2D-mesh, Fig 7.

Fig. 7. Investigated topologies: Kautz12 network (leftflax4 2D-mesh (right)

First, we verified the ability of EA to discover topal CC schedules for fail-safe
interconnection networks, see Table 2. Obtaineds€@dules for Kautz network met
the theoretical lower bounds for all class of adie communications and thus
cannot be improved anymore. Since 2D mesh is agutar topology, 3 different
situations depending on a source node positiomépboundary, and center) were
investigated. In all these cases, the theoreticadt bounds were reached.



Table 2. Achieved time complexity of CC schedules

all-port model OAB AAB OAS AAS

Kautz12 2 4 4 7
4x4 2D Mesh 3,2,2 8 8,6,4 16

As the Kautz network is known for its fault tolecan we have tested performance
degradation under a single link fault. A fault deter of the Kautz12 network i3+2,
meaning that among multiple links between any twdes the longest path is 4. The
network performance under a single link fault igegi in Table 3 (with node 01 as the
source node for OAB and OAS), but the network capdrate even under a double
link fault. In any case, when the link fault is eeted, the new schedule could be
computed in 20 seconds on a single processor amcthie cluster could continue with
a lower performance.

Table 3. Performance of Kautz12 network with a single fadibk (in # steps). A reduced
performance is in bold.

Link OAB AAB OAS AAS
No fault 4
01-10 3
01-12 3
01-13 3
02-20 2
02-21 2
02-23 2
03-30 2
2
2
2
2
2
2
2

N
~

03-31
03-32
10-01
10-02
10-03
12-20
All other
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The 2D meshes are very suitable interconnectiowar&t for System on Chips
(SoC) because they need only very simple link gearent on a 2D silicon chip. For
the 4x4 2D mesh, performance degradation undeargesiink fault and a single node
fault has been tested. Table 4 shows the perforendagradation under a single link
failure. The source node of OAB and OAS was appdirthe node 00. Any link
failure in 4x4 2D mesh increases the time overl@a®AS about 37%. The OAS and
AAB communication will be delayed twice but only i#two cases and OAB
communication will be influenced noways. In alldifailures, the proposed technique
discovers the optimal communication schedule fgivan CC.



Table 4. Performance of 4x4 2D Mesh network with a singleltly link (in # steps). A reduced
performance is in bold.

Link OAB AAB OAS AAS

No fault 3 8 8 16
00-01 3 15 15 22
00-10 3 15 15 22

All other 3 8 8 22

Finally, we have tested the performance degradatimer a single node failure
(Table 5). A node fault can be thought of as immdyithat all of that node’s
communication links are faulty. From this table, ciatn be observed the same
performance degradation under a single node faulhder a single link fault.

Table 5. Performance of 4x4 2D Mesh network with a singlelty node (in # steps). A
reduced performance is in bold.

Node OAB AAB OAS AAS

No fault 3 8 8 16
01 3 15 15 22
10 3 15 15 22

All other 3 15 8 22

5 Conclusions

The evolutionary technique has been applied suftdbsto Kautz and 2D mesh
interconnection topologies and quite general ctilleccommunications. Scheduling
CC in the minimum number of steps without creatngpnflict (a common channel in
two transfers in the same step) led to optimaltsmis or nearly optimal solutions.

The proposed technique can be with advantage usedailure recovery. CC
schedules designed by the presented evolutionahnigue are targeted for micro-
programmed DMA engines residing in nodes of thevaet. They can be easily re-
programmed in case of a link failure so that CC santain the highest possible
performance even under limited connectivity.

Some of the found CC schedules attain the theatdtiever bound on the number
of communication steps and thus there is no waiymjgrove them further. Future
research may reveal limits on a size of networlat tan be handled by parallel
implementation of evolutionary techniques.

Another direction for future research could explareombining model for CC or
fault tolerance of fat interconnection networks.
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