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Abstract—This paper deals with the path-planning of a robot during the exploration and 3D map building in the unknown environment. The robot uses a stereocamera for significant features detection, then matches them in both images and compute their 3D coordinates. This way the robot incrementally creates the 3D map of its surroundings and tries to explore as much area as possible. This paper describes the way of marking the traversable path in the map created so far and the path planning to the next explored goal point. As the map uses points and triangles to represent shape of the surface, the traversable area marking and the path planning is also done in the map which is represented in the same way
Keywords-path planning, stereocamera, VisualSLAM, traversable area marking
I.  Introduction

The creation of a map is an important step for the robots to become truly autonomous. The 2D map creation using the laser scanner or the sonars has been widely investigated in the last two or three decades. The investigation began in the eighties with the works of Elfes and Moravec [5], [9] who used the occupancy grids for map creating. This was later improved using the SLAM algorithm (Simultaneous Localization and Mapping) [4] with Kalman filtering [12] and even later with the particle filter [8]. The creation of the 2D maps was upgraded to 3D maps by using two 2D lasers [6] [20] or by using of the 3D lasers. The task of the 3D map building is now shifted to the 3D map creation with cameras. Important works in this area include those by Davidson who created the algorithm using single camera and called it monoSLAM [3]. Other works are those by Sim and Elinas which are concerned with Rao-Blackwellised particle filters in the visual SLAM [16], [17], [18]. The more recent works are by Morisset and Rusu [11] with grid based 3D mapping. They label the grids in this work according to the probable type - ground, wall, stairs. There is also a paper by Moreno [10], where the probabilistic models for 3D visual SLAM with Speeded Up Robust Features descriptors are described. 
Visual Odometry is an important area for the visual SLAM with the stereocamera as the only sensor. There are works by Nister [13] where the stereocamera is used for the travelled distance detecting with an error about 4.1m in 184m travelled path. Another similar work is the one by Agraval and Konolidge [1] where they also use the GPS and inertial sensors. 
The task of 3D model building is of course also handled in the area of the computer vision. It is natural, that outcomes from this area are also used in the robotics. Examples of the model building in this area are for example the work by [14]. Other examples are the works by Clipp [2] and mainly by Pollefeys et al. [15].
The area that is not described much in these papers is the path planning during the mapping. There are a lot of algorithms for path planning, several are well described in the [19], but they know the whole map in advance. The paper where the mapping is described together with the path planning algorithm is for example the abandoned mine mapping by Thrun [20]. In this work the robot equipped with two 2D lasers explores the abandoned mine and together with the grid-based mapping it seeks the path to the next unexplored goal point. Another example is the work by Joho [7] where the goal points of the robot equipped with a laser are chosen with respect to the best view of the robot.
The difference between mapping and path planning when using the stereocamera and laser or sonars is the fact that with the sonars or the laser scanner we can assume that the space between the robot and the detected obstacle is empty and therefore traversable, while in the case of using the stereocamera we can not assume that the space between robot and the detected point is traversable. The space between the camera and the point is free, of course, but it does not mean that the robot can freely move to that point. There can be other obstacles that robot did not detect during the first sensing. This means that the robot has to mark the traversable path to this map explicitly.
The aim of this work is to propose the suitable representation of the traversable area for the path planning. The important property has to be the integration of this representation into the created map and thus no need for any auxiliary structures or maps. 
II. Traversable Area Marking
The method used for the path planning heavily depends on the representation of the map. If the map is created by points and triangles, we have to use different path planning than in the case of the occupancy grid cells. Still, we can use the algorithms for the path planning in the graph like the A* algorithm for example. With regard to the chosen representation of the map in this paper, the points and triangles, the only possible solution is probably to add special points to the map and connect them to the points of the significant features in the map. These special points then will be used for the path planning and as the border points of the traversable area. There are several possibilities for generating such points. We can either generate them in the map randomly or generate them regularly to make a regular grid. In the both cases we should test the points to see if they are in free space. Another approach is to generate the points in the places where the robot has already moved. In this case we do not need to test the points or the path between them as we know it surely, because the robot already was on that place.

The only way to mark the space that is surely traversable is to mark the positions of the robot and connect them as the robot moves (Fig. 1). We call the proposed mark the footprint of the robot and it will consist of five points connected to triangles. One of the points will be in the center of the robot and the other four will be on its corners (here we assume, that the robot has a rectangular shape). The edges between corner points will be labeled as constrained and as the robot moves, they will be relabeled as non-constrained and thus can be deleted. As the points and the edges will be used for the path planning, the points will be divided into three parts. One part will consist of the points inside the traversable area and the second part will be the points on the boundaries of the traversable area. The third part will consist of the points on the boundaries which can not be used for path planning. The edge connecting two boundary points will mark the borders of the traversable area found so far.

After each position update the Delaunay triangulation will be performed to connect new points to the current map. We can divide the map into two parts and perform this task solely on the part with border points and then connect it to the rest of the map. We have to keep the border edges so the triangulation used has to be the Constrained Delaunay Triangulation (CDT).
A. The Rules for Traversable Area Marking
The aim of the rules for the marking of the traversable area is to set the constrained edges only in the borders between the traversable and non-traversable areas. This means that we must not label any of the edge inside the traversable area as constrained. The borders will consist of the closed loops, which means that the border points will have exactly two border edges connected to them.
The proposed general rules are as follows:
· The distance between individual footprints has to be smaller than the width of the robot and bigger than the length of the robot. It is preferable to connect center points of the robot for the better path planning even in the case of the CDT.

· The rotation of the robot has to be smaller than the angle between its side corners and the center.

· All five points have to be added to the map in the following order: center, left front, right front, right rest and left rear (Fig. 2). That helps us identify which corner the point is represented.
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New point will be connected to the points added before. First, it will be connected to the points of the previous position, then to the points of the current position.
· If the constrained edges of the new position intersect with the current border edges, the intersection points will be computed and the lines among them will be labeled as non-constrained end erased.
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The border marking has to take into account various movements of the robot and various possibilities of movements inside the already created traversable area.
These are:

a) straightforward movement with turning

b) turning on the spot

c) following the border edge

d) entering the traversable area

e) leaving the traversable area

f) moving inside the traversable area
The rules for the connection of the points of the robot:

1) The central point will be added first, so it can not be connected to any current points. It will be connected to the central point of the old position.

2) Left front point will not be connected to any other point.

3) Right front point will be connected to the left point.

4) Right rear point will be connected to the right front and in the case the robot turns left or goes straightforward to the right front of the old position. If the robot turns right, this point will be connected to the right rear of the old position.

5) Left rear point will be connected to the left front and in the case the robot turns right or go straightforward to the left right. If the robot turns left, this point will be connected to the left rear of the old position.

6) The front edge of the old position will be erased.

7) If the robot turns right, the edge on the right side will be erased.

8) Similarly, if the robot turns left, the edge on the left side will be erased.

When the robot is moving along the internal points, no footprint will be added. After the new border edges are made we have to check them for the intersections with the other border edges. New border marks are added on the places of the intersections and the traversable area is extended (Fig. 1).

1) No intersection

It means that the entire robot is in the new area or in the traversable area. If the points on the corners of the previous position were border points, the robot is in the new area. If the points were not border points, the robot is inside the traversable area and it is not extended.

2) One intersection

The robot is travelling along the border edge. New border edge is made between the intersection point and the front border point of the previous position. 

3) Two intersections

The robot enters the traversable area or leaves the traversable area. The robot enters the traversable area if its front points of the previous position were the border points. Then we erase old border edge between new two intersections. Otherwise the robot leaves the traversable area and the border edge will be created between two intersections along the new position of the robot.

4) Three intersections

There are three intersections in the case the robot turns on the spot. In this case we connect old left front points with new one and old right points with new one and the rest point which is outside of the traversable area with the old one. We compute mutual intersections of left, front and right side and connect them to the corner points.

B. Triangulation

After new border edges are set, the CDT will be performed. Only the internal points and the border points will be used for the CDT inside the traversable area. The points of the footprint that are not connected will be omitted from the triangulation. If the robot moves along the border points, those will be relabeled as internal points. The points of the map with direct connection with the traversable area will also be used for the CDT and then this part of the map will be added to the rest of the map. The example of the robot moving in the map is in the Fig. 5
III. Goal Point Selection
The selection of goal points is a crucial task in SLAM algorithms. It is important to arrange for a robot to first make a rough map of the neighborhood and then specify it. The key point in the SLAM algorithms is the loop closing. This is the only way for a robot to correct the odometry errors that arise during the exploration. The more the robot rides and especially turns, the more uncertain its position is. The goal, therefore, is to prevent the unnecessary wandering among close observed features. In the ideal case, the robot should go to the furthest feature (obstacle), observe its surroundings and continue to the second furthest obstacle. But it has to prefer going to the unknown area and not returning to the previously explored place. To arrange this, it is not sufficient to select the obstacles only according to their distance. This could cause that the robot goes back and forth between two obstacles. Therefore, the way proposed here is to choose obstacles according to their distance from the explored borders and the travel cost to this border. 

As the robot moves, it marks the borders between the visited and therefore traversable area and the unvisited unknown area. The detected features will lie behind this border (or above the traversable area - lights, ceiling, etc.). The distance to the closest point on the border will be computed. The larger this distance will be the bigger will the attractive power of the point be. Then, the shortest path from the point on the borders to the robot will be computed. This will represent the repulsive force of the detected point. The resulting attractive force is therefore computed as
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where AP is the attractive power of the point P, d(Pp; Pb) is the distance from the point Pp which is projection of the  point P to the traversable area to its closest point on the border Pb. G(vS; Pb) is the cost of travelling from the current robot position vS to the border point Pb, η is the weight of this value. It is recommended to set it between 0 and 0.5. 

The point with the highest attractive power will be the next goal point for the robot. We can assume that this point will be the one detected in the last observation. This will push the robot away from the explored area. In the case that no point will have the distance d(Pp; Pb) bigger then chosen constant K, the robot will switch to the second part of the exploration, the map specifing. In this part the mapping will be based on the frontier-based exploration, and the robot will go to the closest obstacle. If during this part of the exploration robot detects some point with bigger distance then K, it will be switched back to the first phase of exploration. 

If the robot is not able to step on any part of the borders because it would mean the collision with the obstacle the exploration and the map making will be completed. However, only the main part of the exploration will be completed. We assume that the robot uses the cameras to detect the points and this means that even a small change of the light can cause discovering of the other points. So the map making in fact will continue as long as the robot will move in the map.

IV. Path Planning
Due to the chosen map representation, the path planning is reduced to the searching in the graph. The question is what properties we expect from the planned path. The path can be the shortest one, the fastest one, the safest one etc. 

If we are going to mark the traversable area by the previously described way, we have to arrange for the robot to use slightly different path every time it moves. Otherwise, we will end up with the corridors with the same width as the width of the robot. In the ideal case, the two paths would overlap slightly so that they can be connected into one. As we described earlier, there are inner points in the traversable area and the border points which are connected by the constrained edges. Thus we can use both kinds of points for the path planning. If we want to plan the path without checking the traversability, we can use the inner points. If we use the border points, we have to check the traversability, but as the outcome, we will also extend the known area.

To be able to control the properties of the path we will use the analogy with the potential fields. Every vertex, or node, will have the value w that will indicate the number of nodes from the current one to the border one. This allows us to plan shortest or safest path and also the exploratory path. The cost of the path over the examined node is computed as 
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Because in the case of choosing the exploratory path, we want the robot to travel along the border points, but still, we want to minimize the cost of the path. On the other side, the weight of nodes in the case of the safest path will be
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The k > 1 in both equations is added because we do not want the result value for the border edge to be infinite and we can also penalize the nodes with the higher distance from borders by this value. The cost of the exploratory path will be computed as

[image: image4.wmf])

,

(

1

1

)

,

(

1

:

1

n

n

N

n

n

N

S

E

v

v

d

k

w

v

v

G

-

=

å

÷

÷

ø

ö

ç

ç

è

æ

+

-

=


    (4)
and in the case of the safest path
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where vS is the starting node, vN is the N node, wn is the weight of the node n and d(vn-1; vn) is the distance between nodes vn and vn-1.

The function that we want to minimize is thus
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where H(vN; vG) is the heuristics from the node N to the border node vG. The Gi(vS; vN), where 
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, is either the exploratory or shortest path. The shortest path will serve as a measure for the length of the exploratory path. If the ratio
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of the length pE of the exploratory path and length pS of the shortest path will be too high, the shortest path will be used. 

A. Traversability Testing
After the path is planned we have to test it to see whether it is traversable. First, we have to define some safety area around the robot during the path planning. This is important, because the map is probabilistic, so the robot does not know the exact position of the points. Here, we created the imaginary rectangle around the robot with length of the sides set for example the double of the width and the length of the robot. In any case, the safety space in front of the robot should be longer than the distance of the closest point seen by both robot cameras. This is the closest distance to the obstacles the robot should approach. Moving closer than this point is dangerous, because robot would not be able to detect the approaching point. As we can see in the Fig. 3, from the similar triangles we get
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As a result, the equation for the distance p of the closest point P is
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where d is the distance of the two cameras, f is the focal length and s is the size of the camera sensor. All three parameters we will get at the calibration of the stereocamera.

After the whole path is planned, the space, including the safety area of the robot, is marked, as was described in the previous section, as the potential way of the robot. Now we have to test the points of the map for the possible collision with the planned path. The points which will be tested are all points with z coordinate smaller than the height of the robot, again with some safety distance above the robot and those points with the direct triangle connection to the borders of the traversable area.
If no point of the map lies in the planned path, the path is free and the robot can begin its movement. In the other case, the central point of the footprint which collides with some point of the map has to be labeled as non-traversable and this part of the path has to be replanned. Labeling of the non- traversable border points is important because it prevents from the repeated attempts to plan the path along this point. One of the goals of the robot exploring the neighborhood should be to label all border points as non-traversable.

B. Obstacle Avoidance

By the obstacle avoidance we mean avoiding the new points during the direct way to the goal point. The z coordinate and the connection to the borders also have to be tested for the points the robot detects and adds to its map during the way to the goal point. If the new point restricts the planned path, the robot will plan a new path. As the proposed way of path planning is not fine enough for obstacle avoidance, we have to use different algorithm for this task. The suitable algorithm for this is probabilistic path planning, especially the single-query algorithms. 

The important property of the probabilistic algorithms is that the length of the path can be shortened and smoothened. This can be used after the path is planned to find even shorter path than for example the A* algorithm. This is because these algorithms search the path only in the known space, while the path shortening probably found a path in the unexplored area. The disadvantage of this is that we have to test this path for the collisions. On the other hand, this is compensated by much shorter path found and larger discovered space.
V. Conclusions and Future Works

This paper presents the proposed method for the marking of the traversable area that has been created by a robot during the exploration. This marking should serve for the path planning in the 3D map created by the use of the stereocamera. The significant feature detection alone does not produce the maps that are suitable for the path planning. That is why we need to explicitly mark the traversable area, where the path planning can be performed. The traversable area is created with the help of the Constrained Delaunay Triangulation. The constrained edges are made by the robot movements as a set of rules. The vertices on the borders of the traversable area are connected to the detected points and after the CDT is performed, it is incorporated to the 3D map. 
The future work will be replacing the safety area around the robot by the area which size will change dynamically according to the uncertainty in the position of the closest points. This allows the robot to approach closer to the observed features and thus the resulting map will be more precise.
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Example of the traversable path created by the robot turning right (a), rotating on the spot after straightforward motion (b), following the border edge (c) and entering and leaving the traversable area (d). The dashed line is for the better idea of the position of the robot. The arrows show the intersections of the new robot position with the old border edges.
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Three consecutive motions of the robot are shown. In the first motion the robot moved more than his length, in the next two moves the robot moved less than its length. The indices of the first two positions are also shown.








�


The planned direct path to the point in the upper right corner. Robot and its safety area is shown in dotted lines. The arrow shows the point that is in the collision with the planned path. Triangulation in this part of the figure is ommited.
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Mapping in the two phases. On the left figure the top view example of the map after four movements of the robot is shown. On the right figure the robot finished the ellipsoidal trajectory. The points with direct connection to the traversable area are shown and triangulated. The circle in the top right corner is the next goal point.
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