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Abstract Recently, several researches have suggested an
application of formal methods for identifying configuration
errors, unveiling design problems and predicting network
behavior. In this paper, we contribute to this research area
by defining a method able to efficiently check reachability
properties in dynamically routed networks. We define a no-
tion of network state that captures different network condi-
tions. Each network state represents a unique combination
of link availability. The naive enumeration of network states
leads quickly to intractability even for small networks as the
number of possible combinations grows exponentially. In-
stead, we enumerate all available paths and, for each path,
we search for state aggregation, in which this path is active.

Keywords Formal modeling and analysis · Network
service reachability · Dynamic routing · Configuration
validation

1 Introduction

Modern computer networks are large, complex and expected
to provide a numerous kind of demanded services. Design-
ing, implementing and maintaining such a network is diffi-
cult task. Rarely occurred situations, which happened as the
effect of a certain combination of device and/or link fail-
ures can be hard to troubleshoot. As the networks are often
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required to deliver a high-level of availability, early detec-
tion or prevention of unwanted situations is desirable. On-
line techniques, such as monitoring, logging and triggered
notifications help administrators be aware of occurrences of
disaster events. To mimics consequences of service outages
network designs usually incorporate various failure over-
coming techniques, which are implemented, e.g., by dupli-
cating critical network paths or devices. Redundant links or
active network devices if they are properly configured can
provide an increased level of reliability.

In this paper, we focus on the effect of link (crash) fail-
ures to network reliability. Even an isolated link failure in
a small network segment can theoretically be propagated
to other network segments by dynamic routing protocols.
Thus, it is sometimes difficult to predict an overall contri-
bution of any single failure. Harder than that is the impact
analysis of multiple failures. It is practically impossible to
check all network conditions simulating every link failure in
a real network. Instead, a method based on network analysis
of topology and configurations can be employed to compute
all possible network behavior.

Firewalls are deployed in networks to prevent unwanted
communications. Data delivery and thus service availability
depends on the behavior of a network. Essentially, this is de-
termined by two factors, namely, routing and filtering. While
routing implemented by dynamic routing protocols attempts
to find any possible path to deliver the data to its target, the
role of filtering is to drop packets that do not match the net-
work security policy. In this sense, certain configurations of
routing and filtering may lead to an unexpected network be-
havior. It is possible that there are some network states that
violate either requirements on service availability or a se-
curity policy. Finding these incorrect states is difficult using
conventional tools, such as ping or traceroute. Static analysis
of configuration files seems to be a more viable option. By
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creating a model for network behavior by analysis of con-
tents of configuration files it is possible to validate configu-
rations against the defined set of requirements.

1.1 Related work

Research in the area of network security and vulnerability
detection has been conducted since the beginning of the In-
ternet. Recently, formal approach has found its role in this
area aiming primarily at the verification of security proper-
ties and network designs.

The detection of hosts vulnerability and their protection
against network attacks is elaborated by Tidwell et al. [24],
Zakeri et al. [22, 28]. Ou et al. in [26] introduce an automatic
method for inferring required network security and imple-
ment it using Prolog language. The authors define reasoning
rules that express semantics of different kinds of exploits.
The rules are automatically extracted from the OVAL scan-
ner and the CVE database [17].

Bartal et al. in [3] introduce the tool for automatic gen-
eration of network protection in form of firewall rules.
First, the security policy is modeled using Model Defini-
tion Language. Then, a model of network topology is trans-
lated into firewall-specific configurations. These configura-
tion files can be immediately loaded into real devices (fire-
walls).

Ritchey and Ammann in [20] explain how model check-
ing can be used to analyze network vulnerabilities. They
build a network security model of hosts, connections, and
attackers. Exploits and security properties are described by
temporal logics and verified using the SMV model checker.
They are able to verify if network hosts are vulnerable to
attacks.

In 1997, Guttman defined a formal method to compute
a set of filters for individual devices given a global secu-
rity policy [10]. To achieve a feasibility, the network is ab-
stracted such that only network areas and border routers oc-
cur in the model. This decision reflects a real situation as
internal routers usually do not participate in data filtering.
Similarly, data flow model is defined in terms of abstract
packets, which are described by abstract source and desti-
nation addresses and service type. An algorithm computes a
feasibility set of packets that can pass all filtering rules along
the path. The rectangle abstraction of packet representation
makes the procedure practical and efficient.

Yan et al. have developed a tool called FIREMAN [27],
which allows them to detect misconfigurations in firewall
settings. The tool performs symbolic model checking of fire-
wall configurations for all possible IP packets and along
all possible data paths. The underlaying implementation de-
pends on a Binary Decision Diagram (BDD) library, which
efficiently models firewall rules. This tool can reveal intra-
firewall inconsistencies as well as misconfigurations that

lead to errors at inter-firewall level. The tool can analyze
Access Control List (ACL) series on all paths for end-to-
end connection thus offering network-wide firewall security
verification.

Jeffrey and Samak in [13] aims at analysis of firewall
configurations using bounded model-checking approach.
They focus on reachability and cyclicity properties. To
check reachability, it means to find for each rule r a packet p

that causes r to fire. To detect cyclicity of a firewall config-
uration, it means to find a packet p which is not matched by
any rule of the firewall ruleset. They implemented an anal-
ysis algorithm by translating the problem to SAT instance
and showed that this approach is efficient and comparable
to tools based on BDD representation. Similar result was
achieved by Pozo, Ceballos and Gasca [19] who provided a
consistency checking algorithm that can reveal four consis-
tency problems, namely, shadowing, generalization, corre-
lation and independence.

Liu et al. developed a method for formal verification
and testing of (distributed) firewall rules (see [14] and [9])
against user provided properties. They represent firewall
rules in a structure called firewall decision diagram (FDD),
which is processed by a verification algorithm. A property
rule, which describes a property that is checked, e.g. descrip-
tion of a set of packets that should pass the firewall is verified
by a single traversing an FDD from the root to a leave.

Xie et al. reports in [25] on their extensive work on static
analysis of IP networks. They define a framework able to
determine lower and upper approximations on a network
reachability considering filtering rules, dynamic routing and
packet transformations. The method computes a set of pack-
ets that can be carried by each link. By combination of these
sets along all possible paths between two end-points, it is
possible to determine the end-to-end reachability. The up-
per approximation determines the set of packets that could
potentially be delivered by the network, while the lower ap-
proximation determines the set of packets that could be de-
livered under all possible forwarding states. In their paper,
the authors also present a refinement of both upper and lower
approximations by considering the effect of dynamic rout-
ing.

Bera, Dasgupta and Ghosh (see [5] and [4]) define a ver-
ification framework for filtering rules that allows one to
check the correctness of distributed ACL implementations
against the given global security policy and also to check
reliability (or fault tolerance) of services in a network. To
check the correctness, the filtering rules are translated to
assertions in the form of first order logical formulas. They
are together with logical description of global security pol-
icy sent to SAT solver that mechanically checks the satisfi-
ability. In the case of an inconsistency, the SAT solver pro-
duces a counter example that helps debugging ACL rules.
To check the reliability, the framework accepts a descrip-
tion of a global security policy, a collection of ACL rules
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and a network description and computes whether the rules
are consistent with the given policy. Policy is understood as
a description of service availability with respect to defined
network zones. The method used computes first a network
access model, which is a directed graph with ACLs assigned
to its edges. Next, the service flow graphs (SFG) are gener-
ated for all services in the interest, e.g. SFG for ssh traf-
fic. An SFG is a subgraph of the network access graph. The
fault analysis is performed by computing minimum cuts in
all SFGs. These values then represent how many link fail-
ures can be tolerated.

Gan and Helvik in [8] employee probabilistic methods
to reduce the space of possible network states. They use
stochastic activity networks to describe the failures and re-
pairs of network components and other dynamic issues of
the network. This restricts the state space to the subset of
the most probable situations.

Another algorithmic framework based on probabilistic
calculations is discussed by Menth et al. in [16]. They
present a framework for the analysis of ingress-egress un-
availability and link congestion. The framework is able to
deal with link and device failure, changes of user behavior,
and rerouting.

1.2 Contribution

This paper introduces a method dealing with the problem
of exponential grow of states that have to be enumerated
when exhaustively checking end-to-end reachability. Instead
of checking every single state, the method collects all avail-
able paths first, and then for each path the set of associated
states is determined. Because of using a compact state repre-
sentation, this set is represented by a finite and usually small
number of representative elements.

For network description, we use a unified model defined
in [25], but employ a different approach during the analysis.
Unlike [15], the analysis does not precompute all routing ta-
bles in order to verify network reachability. The probabilis-
tic data are not used in our analysis as suggested in [8] and
[16].

The present paper is the extension of work published in
[23]. The main difference to that paper is a simplification
of the presented method and the definition of a reachability
analysis method.

1.3 Organization of the paper

In Sect. 2, we define preliminary information needed for the
development presented in the paper. In Sect. 3, we introduce
the notion of the Modified Topology Table (MTT), which
is the key data and functional structure for compact state
space representation and source of information of analysis
method. In Sect. 4, we explain the reachability analysis pro-
cess which can be automatized in a software tool. In Sect. 5,
we draw the conclusions and discuss the future work.

Fig. 1 Dynamic network—devices, links and ACLs

2 Preliminaries

In this section, we introduce basic definitions used in further
development. We will use a simple network topology shown
in Fig. 1 as a running example.

2.1 Network model

A network topology is modeled as a graph N = 〈R,L〉,
where R is a set of network devices, and L ⊆ R × R is a set
of communication channels between adjacent devices. For
every physical link between two adjacent devices Ri and Rj

there is a pair of channels lij = 〈Ri,Rj 〉 and lj,i = 〈Rj ,Ri〉,
such that li,j ∈ L and lj,i ∈ L.

Modeling a single physical link as a pair of communi-
cation channels simplifies assignment of filters to links and
computation of path costs. Further, the employed algorithm
enumerating available paths expects directed graphs being
its input.

Links have associated costs whose metrics depend on the
configured routing protocol, e.g., RIP uses hop-count while
OSPF uses values proportional to available link bandwidth.
We define a cost function CT (l) for every routing protocol
T , e.g., CRIP (l) = 1 for every l ∈ L.

A proposed analysis method performs packet-based
reachability checking. Consider P be a set of packet descrip-
tions, each communication channel can be assigned a filter
fi,j = {p ∈ P : p is permitted by access control lists Ai

i,j ,

A
j
i,j }. A filter defines a largest set of packets that are per-

mitted by access control lists Ai
i,j and A

j
i,j . ACL Ai

i,j is
configured at router Ri and it is active for the outgoing traf-
fic on the interface connecting router Ri with neighboring
router Rj . ACL A

j
i,j is configured at router Rj and it is

active for the incoming traffic on the interface connecting
router Rj with neighboring router Ri .
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Methods dealing with efficient representation of access
control lists can be found, for instance, in [15] or [11], and
the brief overview is given in Sect. 4.

2.2 Computing available paths

Different routing protocols use different algorithms for se-
lecting the shortest path. Routing protocols cannot establish
virtual paths without a physical connection. Therefore, as
the first step, we enumerate all available physical paths in the
network. Then according to the routing protocol configured,
the specified path selection criteria are used to identify the
best paths for communication. We tested the approach using
Rubin’s algorithm [21] for enumerating all simple paths1 in
a graph. The efficient implementation encodes vertices and
edges occurring in a path using bit vectors. The pseudocode
of the algorithm appears as Algorithm 1. This algorithm re-
quires N3 matrix operations.

A path π is a sequence of links and devices along the
available physical connection between a source and a desti-
nation. Let R0 be the source, and Rn be the destination of
path π , then the k-th existing path between R0 and Rn is
defined as follows:

πk
〈R0,Rn〉 = R0l1R1 . . .Ri−1liRi . . .Rn−1lnRn,

such that ∀i, li ∈ L,Ri ∈ R and 〈Ri−1,Ri〉 = li . A path
may be compactly represented by a path descriptor d(pk) =
(v, e), where v is a vertex vector and e is an edge vector.
Vertex vector v for a set of vertices R has 1 in position i for
all i such that ri ∈ R and 0 in all other positions. Similarly,
edge vector e for a set of vertices L has 1 in position i for
all i such that li ∈ L and 0 in all other positions.

A cost of path π represented as a path descriptor d(π) =
(v, e) can be computed by counting weight of the edge cost
vector. An edge cost vector is obtained by replacing 1 in the
edge vector by the corresponding link costs.

A filter of path π is fπ = fl1 ∩ fl2 ∩ · · · ∩ fln , where
l1, l2, . . . , ln ∈ π . Intersection naturally describes the fact
that the packet can be carried by the path only if it is per-
mitted by all access control lists along the path.

2.3 Cost function for RIP, OSPF and EIGRP

The proposed approach for modeling and analysis does not
depend on the type of dynamic routing protocol in use. Only
the computation of the cost function differs for each protocol
as shown below. In our example, we have considered the
OSPF as the configured protocol.

1. RIP [7]—RIP has default link cost of value one and hence
for any link l, C(l) = 1. Therefore the shortest path has
the lowest hop count.

1The path is called simple if all of the vertex of the path are distinct.

Algorithm 1 Rubin’s algorithm enumerates all simple paths
in a graph
Require: List of edges (i, j) ∈ E for graph G = (V ,E).
Ensure: Matrix D whose cells D(i, j) contain all paths

from i to j .

for every (i, j) ∈ E do
D(i, j) = [d(i, j)]

end for

for j = 1 . . .N do
for i = 1 . . .N do

for k = 1 . . .N do
for every (v, e) ∈ D(i, j) and (w,f ) ∈ D(j, k)

do
if v · w · Ij = 0 then

append (v + w,e + f ) to D(i, k)

end if
end for

end for
end for

end for

The following notation is used in the algorithm:

– d(i, j) = (v, e) is a path descriptor consisting of vertex
vector v, which has set only bits i and j , and edge vec-
tor, which has set only bit corresponding to index of edge
(i, j) in E.

– Operations x · y and x + y are Boolean vector AND and
OR, respectively.

– Ij is a vector of size N which has 0 in position j and 1 in
all other positions.

2. OSFP [18]—OSPF requires the bandwidth function
(BW) to compute the cost function, BW(li) : L → N ,
where BW(l) is the bandwidth of the link l. The cost
function for a link is defined by Cisco [1] as C(l) =
[108/BW(l)]. The cost of the path C(π) has the accu-
mulated link costs along the path and least cost path will
be used for the communication.

3. EIGRP [12]—EIGRP uses delay and bandwidth of the
whole path to calculate the cost function of the path.
Delay function D is D(li) : L → N . The delay func-
tion for the path is defined as D(π) = D(l0) + D(l1) +
· · ·+D(ln), where l0, l1, . . . , ln ∈ π . Bandwidth function
BW is BW(li) : L → N . The bandwidth function for
the path is defined as BW(π) = BW(li) where ∀li , lj ∈
π,BW(li) ≤ BW(lj ). Then the cost function for the path
π is given by C(π) = [108/BW(π) + D(π)].
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3 Modified topology table

Individual routing information tables maintained by for-
warding devices are searched during packet forwarding for
the best available information. Content of these tables re-
flects the actual network condition, which is determined
from availability of links and devices. In this work we as-
sume only availability of links, which can be expressed us-
ing two values, e.g., down and up.

To get the global view on the network, it is possible to ap-
proximate contents of individual routing tables by comput-
ing all available paths and select paths that would be most
probably used in a given network states for data delivery.

To check the end-point reachability in a certain network
state one needs to compute the best path from a source net-
work to a target network in this state and verify that a set of
desired packets is included in a set of permitted packets for
this path.

Attempting to find all network states, in which the reach-
ability is guaranteed using a naive approach would mean to
enumerate and verify the reachability in all network states.
This soon leads to a problem known as state explosion, as
there are 2|L| possible states considering only two-valued
link condition representation.

Therefore as a solution to this problem, we design a struc-
ture called the modified topology table (MTT) which is cal-
culated for given network and allows to quickly determine
the best path for any network state. Using the MTT, it is
easy to derive an actual connectivity for any network state,
a routing table for any network state, available paths for any
network state, available paths from any source to any desti-
nation, filters applied for any path, costs of paths, and critical
links.

Features of the Modified Topology Table are summarized
as follows:

– Topology for any network state
– Routing table for any device
– Set of all available paths for any network state
– Set of all path between two end points
– Set of similar network states
– Set of filter applied in any network state
– Series of filters applied to any path
– Overall costs of any path
– Set of critical links

The idea behind MTT is not to enumerate network states,
but instead to find all paths and assign sets of corresponding
network states to these paths. The approach is summarized
as follows:

– To enumerate all possible simple paths for a network state
with all links in state up. This is the maximal set of simple
paths possible in the network at any state. Computation
can be performed using Rubin’s algorithm as discussed in
the previous section.

– Depending on the routing protocol employed, the corre-
sponding cost function is used to sort paths in the ascend-
ing order.

– For each path, its covering lattice is found. This lattice
contains all network states, in which the path is selected
by network routers.

3.1 Computing network states

In this section we define a process of computing network
states associated to precomputed paths. Network states are
either aggregated or atomic.

An aggregated network state is a three-valued vector S =
〈c1, c2, . . . , ci, . . . , cn〉, of length n, where ci ∈ {0,1,×}
represents the link state of li ∈ L. Value × expresses that a
link state is invariant in representation of the network state.
An aggregated network state sx defines a lattice with bottom
element sx[0/×] and top element sx[1/×], where s[a/b]
stands for substitution of a for all b in vector s.

An atomic network state is a network state represented as
a vector that contains only 0,1 but no × bits. Given an atomic
state s it is possible to check whether this state belongs to an
aggregated state q , written s ∈ q .

An example of aggregated state is 〈1,×,1,×,0〉. A set
of atomic states that belongs to this state is:

{〈1,1,1,1,0〉, 〈1,0,1,1,0〉, 〈1,1,1,0,0〉, 〈1,0,1,0,0〉}.

Consider �N
i,j be a set of all paths found in network N =

〈R,L〉 from source ri to destination rj , where ri , rj ∈ R. We
define �N

i,j |s to be a subset of paths such that these paths are
available in a state s. Path π = 〈v, e〉 is available in state s if
sx[0/×] · e = e. It means that the path has to be available in
state s if all invariant links of state s are down. Further, we
define an ordering

(�N
i,j |s,≤)

that sorts available paths based on their costs. Paths with the
minimal cost are called active paths at state s.

States associated with found paths are enumerated by
performing the following steps:

1. Take the best path π0 = (v0, e0) and compute its aggre-
gated state, e0[×/0]. This yields to a set of only a single
item, s0 = {e0[×/0]}.

2. Take the second best path π1 = (v1, e2). This path is
active in states e1[×/0] except states s0, which is s1 =
e1[×/0] 
 s0.

3. Take the third best path π2 = (v2, e2). This path would
be active in states e2[×/0] except the states e0[×/0] and
e1[×/0], which is s2 = e2[×/0] 
 (s0 ∪ s1).

4. Continue until the last path was processed.
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x y x ≺b y

× × ×
× 0 0
× 1 �

1 × 1
1 1 1

x y x 
�b y

0 1 1
1 0 1
× y ×
x × ×
0 0 0
1 1 0

Operation ≺b can be extended for vectors of length n, such
that x = s ≺ q iff x[i] = s[i] ≺b q[i],1 ≤ i ≤ n. Operation

�b can be extended for vectors of length n, such that x =
s 
� q iff x[i] = s[i] 
�b q[i],1 ≤ i ≤ n.

Fig. 2 Definition of operations ≺ and 
�

Operation s 
 R is defined as follows:

s 
 R = {x : ∀q, r ∈ R : diff(s, q, x) ∧ disj(x, q)},
where difference relation diff(s, q, x) is defined based on the
bit-wise operation ≺ that finds all possible positions of dif-
ference between individual bits of vectors. The ≺ operator
together with 
� operator, which is used in disj relation, are
defined in Fig. 2.

Let x = s ≺ q , then the difference relation diff(s, q, xj )

relates all s, q and xj such that the following holds:

– xj is get from x by replacing a single occurrence of � by
0 and all other by ×, and

– vector x has to contain at least one �.

The disj(s, r) is satisfied if s 
� r contains at least a single
1. Vectors 〈1,1,×,0,×〉, 〈1,0,1,0,1〉 are disjunctive, but
〈1,1,×,×,×〉, 〈1,1,0,1,×〉 are not.

The operator ≺ is undefined for 1 ≺ 0. This reflects the
situation when there is an attempt to find differences for state
s = e[×/0] representing path π = (v, e) to state q such that
π is not available in q .

The algorithmic solution is given in Algorithm 2. In the
rest of the section, we provide an illustrative example to bet-
ter explain this method.

3.2 Example

In Table 1, the whole content of the MTT for example net-
work from Fig. 1 is shown. We show the computation of
several items in the MTT. As required by Algorithm 2, the
input to the method is an ordered list of available paths. We
will demonstrate the calculation for networks B and C, only.

– The initialization step takes the first path, which is
π0 = [l1, l,3 , l6, l7]. Corresponding edge vector is e0 =
〈1,0,1,0,0,1,1,0〉. The aggregated state for this path is
s0 = {〈1,×,1,×,×,1,1,×〉}.

– In the second step, we choose path π1 = [l1, l2, l5, l7].
The edge vector is e1 = 〈1,1,0,0,1,0,1,0〉. Then s1 =

Algorithm 2 Computation of MTT for a single pair of end-
points.

Require: An ordered list of paths L = (�N
i,j |s,≤).

Ensure: A table consisting of n rows, (si , ci,pi, fi).
(v0, e0) := head(L)

L := tail(L)

s0 := {e0[×/0]}
p0 := (v0, e0)

c0 := cost(e0)

f0 := filters(e0)

for i = 1 . . . (n − 1) do
(vi, ei) := head(L)

L := tail(L)

ci := cost(ei)

pi := (vi, ei)

fi := filters(ei)

si := ei[×/0] 
 ⋃{sj : 0 ≤ j < i and cj < ci}
end for

〈1,1,×,×,1,×,1,×〉 
 s0. This amounts to find differ-
ence states x such that

diff(〈1,1,×,×,1,×,1,×〉, 〈1,×,1,×,×,1,1,×〉, x).

Term 〈1,1,×,×,1,×,1,×〉 ≺ 〈1,×,1,×,×,1,1,×〉
is defined and gives 〈1,1, �,×,1, �,1,×〉. Thus, the
states in which path π1 is active are

s1 = {〈1,1,0,×,1,×,1,×〉, 〈1,1,×,×,1,0,1,×〉}.

– There are two remaining paths with the same cost. These
should be computed in the same context, as they can be
used both, in case of equal cost load balancing, or one
of them is selected arbitrary. Therefore the third step is
to evaluate these paths. Path π2 = [l1, l2, l4, l6, l7] has an
edge vector e2 = 〈1,1,0,1,0,1,1,0〉.

s2 = 〈1,1,×,1,×,1,1,×〉 
 (s0 ∪ s1).

The found difference states are:

x1 = 〈1,1,0,1,×,1,1,×〉 with s0

x2 = 〈1,1,0,1,0,1,1,×〉 with s1

Only x2 is considered as a state for path π2 as x1 is not
disjunctive with states in s1.

The last path, π3 = [l1, l3, l4, l5, l7] is evaluated in a
similar manner. Edge vector e3 = 〈1,0,1,1,1,0,1,0〉 is
used in computation of state s2:

s3 = 〈1,×,1,1,1,×,1,×〉 
 (s0 ∪ s1).
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Table 1 Modified topology table

Filter ACL expression

f1 Permit ip any any

f2 Deny ip 192.168.3.0/24 192.168.2.0/24, permit ip any any

f3 Deny ip any host 192.168.1.5 www, permit ip any any

No Source Destination General Sate Cost Path Filter

1 192.168.1.0/24 192.168.2.0/24 1,1,X,X,X,X,X,1 4 l1l2l8 f1

2 192.168.1.0/24 192.168.2.0/24 1,0,1,1,X,X,X,1 5 l1l3l4l8 f2

3 192.168.1.0/24 192.168.2.0/24 1,0,1,0,1,1,X,1 8 l1l3l6l5l8 f3

4 192.168.1.0/24 192.168.3.0/24 1,X,1,X,X,1,1,X 5 l1l3l6l7 f1

5 192.168.1.0/24 192.168.3.0/24 1,1,0,X,1,X,1,X + 1,1,X,X,1,0,1,X 7 l1l2l5l7 f3

6 192.168.1.0/24 192.168.3.0/24 1,1,0,1,0,1,1,X 8 l1l2l4l6l7 f1

7 192.168.1.0/24 192.168.3.0/24 1,0,1,1,1,0,1,X 8 l1l3l4l5l7 f3 ∨ f2

8 192.168.2.0/24 192.168.1.0/24 1,1,X,X,X,X,X,1 4 l8l2l1 f1

9 192.168.2.0/24 192.168.1.0/24 1,0,1,1,X,X,X,1 5 l8l4l3l1 f2

10 192.168.2.0/24 192.168.1.0/24 1,0,1,0,1,1,X,1 8 l8l5l6l3l1 f3

11 192.168.2.0/24 192.168.3.0/24 X,X,X,X,1,X,1,1 5 l8l5l7 f3

12 192.168.2.0/24 192.168.3.0/24 X,X,X,1,0,1,1,1 6 l8l4l6l7 f2

13 192.168.2.0/24 192.168.3.0/24 X,1,1,0,0,1,1,1 7 l8l2l3l6l7 f1

14 192.168.3.0/24 192.168.1.0/24 1,X,1,X,X,1,1,X 5 l7l6l3l1 f1

15 192.168.3.0/24 192.168.1.0/24 1,1,0,X,1,X,1,X + 1,1,X,X,1,0,1,X 7 l7l5l2l1 f3

16 192.168.3.0/24 192.168.1.0/24 1,1,0,1,0,1,1,X 8 l7l6l4l1 f2

17 192.168.3.0/24 192.168.1.0/24 1,0,1,1,1,0,1,X 8 l7l5l4l3l1 f3 ∨ f2

18 192.168.3.0/24 192.168.2.0/24 X,X,X,X,1,X,1,1 5 l7l5l8 f3

19 192.168.3.0/24 192.168.2.0/24 X,X,X,1,0,1,1,1 6 l7l6l4l8 f2

20 192.168.3.0/24 192.168.2.0/24 X,1,1,0,0,1,1,1 7 l7l6l3l2l8 f1

This state is computed at the same context as state s2 be-
cause these paths π2 and π3 have the same cost. The found
difference states are:

x3 = 〈1,×,1,1,1,0,1,×〉 with s0

x4 = 〈1,0,1,1,1,0,1,×〉 with s1

Again, x3 cannot be considered as a state for π3 because
x3 is not disjunctive to states in s1. Therefore, only x2 is
accepted as a state of π3, that is, s3 = {x3}.

Results of computation for other endpoints in the network is
shown in Table 1.

4 Reachability analysis

In this section, we describe basic principles of reachabil-
ity and security property analysis that can employ the pro-
posed MTT structure. The MTT captures information on
all available paths in the network and states in which these
paths are active. Therefore the analysis that verifies packet-
reachability in a given set of network states can obtain nec-
essary information by querying the MTT.

We assume that analysis begins with a definition of inter-
esting end-point networks. For these networks, all possible
paths can be obtained by selecting rows from the MTT that
correspond to any of these networks.

First, we show how the MTT can be used to obtain some
simple network metrics that assess the network facilities by
their importance for packet reachability.

Then, we define a straightforward method for evaluating
packet reachability by computing a set of packets allowed
by filters assigned to paths that are active in the given set of
states. We give two approximations, namely, the least set of
reachable packets and the greatest set of reachable packets.

4.1 Infrastructure metrics

Based on the collection of paths �T = {π1, . . . , πn} that
connects the set of examined networks T , it is possible to
split the network intermediate devices and network links
into three groups:

1. Group of Critical Facilities (CF) is a subset of interme-
diate devices and communication links which occur at
every path. The links and devices of CF are essential for
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communication. CF can be represented using vertex and
edge vector, πi = (vi, ei), that is

CFT = (v1 · · · · · vn, e1 · · · · · en)

2. Group of Supportive Facilities (SF) is a subset of inter-
mediate devices and communication links which occur
at least along a single path. The links and devices of SF
are not critical for communication. CF can be represented
using vertex and edge vector:

SFT = (v1 + · · · + vn, e1 + · · · + en).

Here we define operation + to be addition in arithmetical
sense, e.g., 〈0,1,0,1〉 + 〈1,2,1,0〉 = 〈1,3,1,0〉.

3. Group of Redundant Facilities (RF) is a subset of inter-
mediate devices and communication links that do not oc-
cur at any path.

RFT = ¬SFT

Vector CF gives us the information on the critical fa-
cilities of the network for assuring availability of destina-
tion end-points. Vector SF tells us quantitative information
on how each facility is important to provide availability of
destination end-points. From these values, importance ra-
tios can be computed, which is for each device r and link
l, SFT .v[r]/|�T | and SFT .e[l]/|�T |, respectively.

4.2 Packet reachability analysis

Based on the MTT, it is possible to find the greatest set of
packets that are carried between specified networks:

ν(n1, n2) =
⋃

π∈�n1,n2

fπ

Similarly, it is possible to find the smallest set of packets that
are carried between specified networks:

μ(n1, n2) =
⋂

π∈�n1,n2

fπ

These two approximations give lower and upper bounds on
transmittable packets. More refined result is obtained if we
compute sets of transmittable packets in different network
states.

ν(n1, n2, s) =
⋃

π∈�s
n1,n2

fπ

μ(n1, n2, s) =
⋂

π∈�s
n1,n2

fπ

Here, term (�s
n1,n2

) yields to a set of all active paths
in (aggregated) state s. There can be indeed more than

one active path in aggregated state s, e.g., consider state
〈1,×,×,×,×,×,×,1〉 from running example. Two paths,
namely, [l1, l2, l8] and [l1, l3, l4, l8] are active in this ag-
gregated state. In the previous, μ(n1, n2 is the special case
when μ(n1, n2, 〈×, . . . ,×〉).

The role of MTT in the process of computation of
μ(n1, n2, s) and ν(n1, n2, s) sets is following:

– The MTT is used to select all paths that connects n1 and
n2.

– The MTT is queried for selecting a set of paths, (�s
n1,n2

)

for the given aggregated state s. This can be done by test-
ing whether s is in relationship with states qi associated
to path πi :
– if s contains some state qi , then path belongs to �s

n1,n2
,

– if qi contains state s than path πi is the only path in set
�s

n1,n2
,

– otherwise πi does not occur in �s
n1,n2

.

Matching source and destination addresses in the MTT can
be improved by using a method described in [15] which em-
ploys Interval Decision Diagrams [6].

In the next subsection, we review an existing methods
for packet filter representation and develop a simple but ef-
ficient method for capturing the semantics of packet filters.
The logical representation of filters is suitable for efficient
checking of the inclusion of a set of examined packets in
transmittable packets, which is used in reachability verifica-
tion.

4.3 List-based packet filters

A list-based packet filter (firewalls) consists of rules impos-
ing network security policies ordered by the priority, which
depends on the rule’s position within the list. Although there
may be other kinds of packet filters, we assume the most
common case, in which evaluation of packet filters is based
on the first match principle. This means that an action of
the highest priority rule that matches the analyzed packet is
executed.

Each rule is a multidimensional structure. Dimensions
are sets of network fields, e.g., source and destination ad-
dresses, port numbers, protocol type, or an action field, e.g.,
accept, deny, redirection. A typical rule can be formally de-
fined as a tuple 〈src,dst, srv,act〉, where src and dst are set
of addresses, srv is a set of services, and act is an action.

Packet filters can suffer from conflicts and dependencies,
which complicate the analysis. The goal of packet filter pre-
processing is to remove conflicts, redundancies and depen-
dencies such that we avoid the need to evaluate the rules in
the imposed order. If the resulting rule set is completely dis-
joint then it is possible to use a straightforward transforma-
tion into logical representation. First, we discuss a method
to obtain the disjoint rule set from an ordinary rule set.
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We discuss the method proposed in [19]. The method
consists of two steps. The first step isolates the possibly con-
flicting rules and figures out their dependencies. Two rules
are potentially conflicting, if both rules have different ac-
tions and one rule is either subsumed by another or there is
an nonempty intersection in one or more dimensions. The
result of the first step is a conflicting graph.

The second step analyses the conflicting graph to identify
a minimal set of rules that generate inconsistencies with an-
other rules. The result is a collection of trees. Each pair of
root and leaf in this trees defines a conflict that needs to be
removed making these rules independent.

The common approach to make the rule independent (dis-
joint) is to split conflicting rules into more rules and remove
conflicting parts. This phase may be followed by merging
process in order to optimize the rule set representation as the
previous splitting may increase the rule set size. A similar
approach is taken also for redundancy elimination as shown
in [2].

4.4 Logical representations of rule sets

Semantics of rule set consisting only of independent rules is
invariant to rule ordering. We will use this property to define
for each rule set its logical representation. This representa-
tion has form of propositional logic formula in disjunctive
normal form.

Recall that filtering rule is a tuple with network fields.
In the simplest case it consists of selectors, namely, source
address set, destination address set, service set, and the ac-
tion. A logical formula that is a translation of a simple rule
r = 〈s, d, v, a〉 consists of a conjunction of all selectors. A
selector is represented by a predicate that extracts required
network fields from some packet p. Thus, for rule r the for-
mula is written as follows:

src_adr(p) ∈ s ∧ dst_adr(p) ∈ d ∧ service(p) ∈ v.

A list of possible selector functions in shown in Table 2
We adapt network-mask convention for representation of

a set of continuous addresses. For instance, it allows us to
consider 147.229.12.0/24 as a set of addresses ranging from
147.229.12.0 to 147.229.12.255. We can use the standard set
operations, e.g., src_adr(p) ∈ 147.229.12.0/24 or

dst_adr(p) ∈ 147.12.28.0/24 ∪ 147.12.30.0/24.

This can be further expanded to

dst_adr(p) ∈ 147.12.28.0/24

∨dst_adr(p) ∈ 147.12.30.0/24,

which allows us to use the network-mask format for canon-
ical address set representation.

Table 2 Network Field Selectors

Function Description

dst_adr(p) Destination address of a packet p

src_adr(p) Source address of a packet p

dst_port(p) Destination port of UDP or TCP datagram carried in
packet p

src_port(p) Source port of UDP or TCP datagram carried in
packet p

service(p) Service of a packet p

Often, rule sets implicitly assume the existence of a de-
fault rule, which has the lowest priority. It matches all pack-
ets that were not hit by the preceding rules. While the pre-
viously described method copes with default rules transpar-
ently, it may cause to split the default rule into a large num-
ber of rules appearing in a disjoint rule set. To overcome this
issue we ignore the default rule in the process of conflicting
rule elimination and consider it again when we compute a
logical representation.

A logical representation can be either positive, represent-
ing all accepted packets or negative representing all denied
packets. The most commonly, we want to compute a posi-
tive representation of rule sets with default deny all rule. In
this case we only select all rules with allow action and calcu-
late the logical representation for these rules. It completely
eliminates the need to explicitly deal with default rule.

5 Conclusions

5.1 Summary

We presented a method for efficient reachability checking in
dynamically routed networks. The method does not require
to calculate routing tables for forwarding device in every
network state. Instead, the number of iterations is reduced
by grouping network states which use the same forward-
ing paths. This can be estimated by computing infrastructure
metrics and explicitly enumerated using a simple algorithm.
If a device or a link is a member of RF set with respect to
the given reachability property it is possible to completely
ignore the effect of a potential failure that these elements
can have on satisfying of the property.

We have shown how the MTT is used to identify the com-
munication paths for combinations of different link failures.
The MTT contains a description of a complete state space in
a compact form and all available communication paths of a
network, therefore it enables us to quickly check end-to-end
reachability, for instance. Considering filters, it is possible
to validate implementations of security policy, as proposed
in [4].
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5.2 Future work

We designed the MTT and proposed the reachability analy-
sis method. The further work is oriented towards extensions
and practical evaluations of the presented approach:

• Routing approximation is considered in the computation
of the MTT. We assume that routing protocols are con-
figured to provide full connectivity. We do not handle the
case in which routing processes can be customized by im-
posing routing update filters, for instance. Also we do not
elaborate on the issue of route selection nor route redistri-
bution.

• The practical aspect of the presented method was only
briefly tested. We would like to find the limits of the
method by exercising it on a collection of real examples.
This involves to implement an experimental tool suite that
allows us to automatize processing of input configurations
and producing adequate results.

• In the present paper, we only deal with security properties
that can be expressed in terms of end-to-end reachability.
The future work should be oriented towards relaxing the
imposed limits on expressiveness of the security proper-
ties specification language, which allows us to define a
broader class of security related properties.
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