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Chapter 1

Introduction

In last few years, significant importance was put on audso/@i data. Two different
kinds of information are combined here. The video recoré®ifey modality) is
useful source of information but it is quite difficult to findteresting points. The
audio records (hearing modality) can be easily processedplegch recognition
system. The recognition output can be further used by indexas an input for
other information retrieval techniques: summarizatigoken term detection. ..

Due to two modalities on the input, this approach is alsoedafimultimodal
approach” - a weakness of one modality could be complemednyestrength of
other. Obviously, the complexity of such system can be hugldtacan touch many
science branches. In this work, we focus only on one part @fithole system -
speech recognition system.

The used data were taken from “meeting sessions”. We canim@digat a few
more or less intelligent people are sitting around the tahtkspontaneously discuss
some technical problem. Obviously, the language has to ime at dialects can
differ and the speakers are frequently non-native. The d@cussion is recorded
by video camera and microphones.

1.1 Meeting recognition

In comparison to telephone conversations, the meetingschpdiffers in channel.
Different microphones are used and the bandwidth is differ&elephone speech
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is naturally recorded in low bandwidth (8kHz) and meetingsracorded in wider
band (16kHz). But the meeting speech is quite similar to Gif&@nversation style,
therefore similar problems exists. A big proportion of naative speakers and dif-
ferent channel parameters increase the demands for rékssa@unstic data Record-
ings of this kind of conversation took place at several Sié4/AMI/AMIDA series
of projectg. ..) but still not enough data is available.

1.2 Goals of this thesis

The aim is to increase the robustness of acoustic modelociigues in meeting
speech recognition, especially by the use of Heterosdedasear Discriminant
Analysis (HLDA). We propose MAP-Smoothed and Silence RedudLDA mod-

ifications.

Further, we focused on effective porting of telephone spe&ata resources into
the meeting domain. A common problem is different bandwidthe standard ap-
proach is to downsample the wide-band data, which is notffaest due to loss of
information from the upper band. We investigate subsbtutf the downsampling
by adaptation which does not remove any information. Nex,fecused on us-
ing this approach together with advanced techniques likBAlLSpeaker Adaptive
Training (SAT) and discriminative training. The solutiamnot trivial, so mathe-
matical development and extensive experimental work isgard.

1The data required for the training of language model can bypderived from in-domain texts.
2www.mé4project.org, www.amiproject.org



Chapter 2

Linear transforms in feature-space

In our experiments, linear transforms are used to decderalad reduce dimension-
ality of features.

2.1 Introduction into Heteroscedastic Linear Discriminant Anal-
ySIs

The Heteroscedastic Linear Discriminant Analysis (HLDA) ¢an be used to de-
rive linear projection de-correlating feature vectors gedforming the dimension-
ality reduction. For HLDA, each feature vector that is usedi¢rive the transfor-
mation must be assigned to a class. When performing the dimeality reduction,
HLDA allows to preserve useful dimensions, in which featueetors representing
individual classes are best separated. HLDA allows to desivch projection that
best de-correlates features associated with each paurticlalss [6, 3].

To perform de-correlation and dimensionality reductiarjimensional feature
vectors are projected into first< n rows,a;—;.,, of n x n HLDA transformation
matrix, A. An efficient iterative algorithm [3] is used in our experintg to estimate
matrix A.

In our experiments, the classes are defined by each Gaussiamercomponent
m of each state. The selection, that feature vecift) belongs to clasg, is given
by the value of occupation probability (¢).
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2.2 Study of the HLDA

HLDA estimation algorithm requires estimation of full coance statistics for each
class. A Gaussian is usually considered as the class in dasthMM system.
This can however lead to noisy estimation of statistics emerase of well tuned
system. Therefore, a smoothing techniques will be intreduin this chapter to
obtain more robust HLDA estimation.

In our experiments, we added the third derivatives into thE Reature stream,
which gave us 52 dimensional feature vectd#d.DA transform was then trained
to perform the projection from 52 to 39 dimension. The st&gswere projected
into the new space and HMM models were updated. A few additiBaum-Welch
iterations were run to better settle HMM into the new space.

In chapter 3, we will investigate using of CTS models in meg8ystem, there-
fore the development run on both tasks. It is important tokkifdhe best approach
for telephone speech generalizes also for meetings. Thadgesas performed on
eval01 test set (for CTS system) and on rt05 test set (foringesystem). For
meeting system, VTLN was applied in advance.

2.2.1 Smoothed HLDA - SHLDA

SHLDA is a technique based on combination HLDA and LDA pragubs [1],
where class covariance matrices are estimated more rgpaist at the same time,
(at least the major) differences between covariance nestio€ different classes are
preserved. Smoothed HLDA (SHLDA) differs from HLDA only ihé way of es-
timating of class covariance matrices. In the case of SHLIDA estimate of class
covariance matrices is given by:

2]' = ozf]j +(1—-a)XZwe (2.1)

where3Z; is “smoothed” estimate of covariance matrix of clgssY; is original
estimate of covariance matriX;y;; ¢ is estimate of within-class covariance matrix
anda is smoothing factor — a value in the range(aio 1. Note that fora. equal to

0, SHLDA becomes LDA and fot equal tol, SHLDA becomes HLDA.



2.2.2 MAP smoothed HLDA - MAP-SHLDA

SHLDA gives more robust estimation than standard HLDA butrogal smoothing
factor o depends on the amount of data for each class. In extreme eatmuld
be set ta) (HLDA) if infinite amount of training data is available. Withecreasing
amount of data, optimal value will slide up to LDA direction.

To add more robustness into the smoothing procedure, weedefiraximum a
posteriori (MAP) smoothing similar to classical MAP adapa of Gaussian pa-
rameters introduced in [4]. The within-class covariancearma.y, - is considered
as the prior and an estimate of the class covariance matgixes by:

S = Swo—— + 3, (2.2)

wherer is a control constant ang; is occupation count for class Obviously, if
insufficient data is available for current class, the presaurceyy ¢ is considered
as more reliable than the class estimafn In case of infinite data, only the class
estimation of covariance matriizj is used for further processing.

2.2.3 Silence Reduction in HLDA estimation - SR-HLDA

From the point of view of transformation estimation, silens a “bad” class as its
distributions differ significantly from all speech classddoreover, training data
(even if end-pointed) contains significant proportion déisce. An estimation of
two HLDA transforms solves this problem but it makes the iempéntation more
difficult.

Rather than discarding the silence frames, the occupatiants,y;, of silence
classes(, which takes part in computation of HLDA estimation in eqo@atare
scaled by factot /S R.

”%:§% if j € ¢ (2.3)
SR = oo corresponds to complete elimination of silence statistics
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System CTS system - WER [%]| Meeting system - WER [%
(no HLDA) 36.71 30.3
standard HLDA 34.80 28.84
SHLDA 34.62 28.61
MAP-SHLDA 34.57 28.57
SR-HLDA 34.48 28.50

Table 2.1: Comparison of HLDA systems on evalO1 and RTO5stetst

2.3 Summary

Table 2.1 summarizes the performances of all already pted¢éechniques. Smoothed
HLDA (SHLDA) and MAP variant of SHLDA, taking into accountéramounts of
data available for estimation of statistics for differefdsses, perform both bet-
ter than the basic HLDA. We have however found, that remotegsilence class
from HLDA statistics (Silence-reduced HLDA) is equallyaftive and cheaper in
computation. Testing SHLDA and MAP-SHLDA on the top of SR{bA did not
bring any further improvement, therefore we stick with SRBA, especialy with
complete silence removal, as the most suitable transfawsmat our next LVCSR
experiments.
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Chapter 3

Narrow band - wide band adaptation

As was already mentioned, the amount of training data has@atreffect on the
accuracy of HMM-based meeting recognition systems but itatfae meeting do-
main is still sparse. The common approach is to use otheocafpr the training
of acoustic models. One possibility to improve the systemfiopeance is to per-
form adaptation of models trained on considerably largepams of data. Typical
domains with large amounts of recorded material are brasidews (BN) or con-
versational telephone speech (CTS). This data differs fftemmeeting domain, so
one would try to adapt to either different recording enviremts or to different
speech type. As the speaking style is often the cause fotegreariability, adap-
tation to database with similar speaking style is geneagferred. Hence for the
meeting domain, adaptation of models trained on CTS dafapsoariate [2].

Conversational telephone speech speaking style matcHeamemeetings but
CTS is naturally recorded with low bandwidth. Therefore agiaptation to meeting
domain is not trivial as the standard bandwidth for meetiegprdings is 16 kHz
(wide-band, WB).

3.1 Adaptation of CTS model to downsampled data (NB-NB)

The intuitive way to circumvent the problem of different loawidths is to down-
sample meeting data to NB and adapt CTS models into this dosee Figure 3.1.
To find out the degradation caused by downsampling the daa;IMMs were
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Training

Well trained NB CTS HMMs

Y
Meeting train data (WB) Downsampling H Feature extractionH MAP adaptation

—[ NB-NB Adapted HMMS]

DownsamplingH Feature extraction}—» TESTING

| Meeting test data (WB)

Test

Figure 3.1: Simple system based on downsampling of WB datadapted CTS models.

Training set | Adaptation || WER [%)]
WB meeting none 30.3
NB meeting none 30.7
CTS none 325
CTS-NB MAP 29.8
CTS-NB CMLLR MAP 29.8
CTS-NB MLLR MAP 29.5

Table 3.1: Performance of non-adapted and downsampleensgst

also trained on downsampled meeting training data. The aosgn is shown in
the first two lines of Table 3.1. A degradation of 0.4% can benseThe direct
decoding of downsampled test data by CTS models does natrpewell probably
due to data mismatch - 2.2% worse than WB meeting system. Heuadapted
CTS system improves this result significantly. We tried te st MAP adaptation
(Figure 3.1) and also a cascade of MLLR or CMLLR followed by MAdaptation,
which outperforms WB baseline by 0.8% absolute.

The maindisadvantageof this approach is the loss of the upper band (4-8 kHz)
while it is known to contain useful information [5]. The sttn will be given in
the next section.
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3.2 CMLLR as atransformation between wide-band and narrow-
band

The loss of information by downsampling of WB data can beesby global trans-
formation based on Constrained Maximum Likelihood LineagFssion (CM-

LLR) to perform a WB to NB conversion and its application on Vi#&tures in-

stead of downsampling the data. With this approach, evemgtinohe upper band
information cannot be recovered, we can still make use ofidher information in

actual target domain recordings. When the WB features datadto NB domain,
MAP adaptation followed to settle the CTS models modelstinéotarget space.

In this approach, the CMLLR transformation is estimateddap CTS mod-
els to meeting WB data. This can equally be interpreted aggiron of WB
meeting data into NB CTS domain. This does not seem an obviooise as one
constrains the increased richness of WB meeting data. Hawie alternative, i.e.
transforming NB CTS data into the WB space, clearly can odly @istortion, but
add no information. Hence better model training on the laageounts of data is
given priority. Using a transformation matrix to make theatieg data more like
CTS data may however preserve some of the characteristigsisible with higher
bandwidth. The basic idea of this process is shown in Figute 3

Training Well trained NB CTS HMMs

v Y

: ’ . CMLLR adaptation MAP ad i |
M WB F - adaptation WB-NB Adapted HMMs
eeting train data (WB) eature extraction global CMLLR (WB-NB) ‘

v

Meeting test data (WB) CMLLR adaptation TESTING
‘ global CMLLR (WB-NB)

Test

Figure 3.2: WB—NB adapted system based on CMLLR.
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Training set Adaptation WER [%)]

WB meeting none 30.3
NB meeting none 30.7
CTS-NB CMLLR MAP 29.8

CTS-WB CMLLRy 5_.Nn5,MAP 29.1

Table 3.2: Performance of WBNB systems.

The accuracies of unadapted systems (training on the ngegia only), WB-NB
adapted and downsampled systems are shown in Table 3.2.eBh@drformance
of WB—NB system is 29% which is a 4.4% relative improvement overrtbe-
adapted WB system and 2.7% over NB-NB adapted system.

3.3 WB—NB transform in HLDA estimation

3.3.1 WB—NB system based on HLDA from CTS

The easiest way to train WBNB HLDA system is to take HLDA transforms and
HMMs trained on CTS data and adapt them directly to the-YANBB transformed
features similarly as in the system above. Obviously, thisot optimal as the
HLDA is trained on CTS but the target data are meetings.

3.3.2 Adaptation of statistics

Itis useful to estimate statistics from both data sets ke & advantage of the meet-
ing data also for HLDA matrix estimation. We use MAP adaptaif statistics, so
the CTS full-covariance statisticEé’g)TS), “22’5)7 fy((g”%s)) are considered as priors
and the
WB—NB transformed WB statisticﬂgrv’;)B), ﬂE’V’QB), ﬁ((v";)B)) are taken for the adap-
tation.

In the next step, HLDA is estimated from these statisticstdkiMs are updated
by projecting the statistics through HLDA. The standardatee MAP adaptation
follows to settle updated HMMs. This process is shown in Fagii3.
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HLDA stats collection|

rrrrr

Trainin
9 {Well trained NB CTS HMMS}

i au;nD HLDA update CTS MAP-HLDA HMMs

L »
Meeting PLP (WB) 'WB-NB rotation H HLDA stats collection| ,—"' ‘ HLDA rotation H MAP adaptation ‘ —[ WB-NB Adapted MAP-HLDA HMMS}

B-NB matrix
' P
Meeting test PLP (WB) 'WB-NB rotation }——( HLDA rotation TESTING

|

1]

@, '
3
)

Figure 3.3: WB—NB system using HLDA based on merged statistics from the QTSraeeting
training set.

System HLDA adaptation WER [%)]
wB none 28.5
NB none 29.7
CTS-NB MAP HLDA 29.0
WB-NB | CMLLRw g_.n5, MAP HLDA 27.8

Table 3.3: Performance of HLDA systems.

3.3.3 Summary

For comparison with standard downsampling approach, theessperiments run
also in the downsampled NB domain. First, NB non-adapted Alsistem was
trained and evaluated. Table 3.3 shows 1.2% degradatioccafacy by downsam-
pling.

Using an adapting scheme, the WBB CMLLR feature rotation in Figure 3.3
was replaced by downsampling of waveforms and feature @xtrafrom this data.

3.4 WB—NB transform in Speaker Adaptive Training

Speaker adaptive training (SAT) was further used in additaHLDA system to
improve the accuracy. SAT is a technique used to suppress-sfmeaker variance.
The comparison of proposed SAT implementations and tauhtiapproach us-
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Downsampling Feature extraction HLDA CMLLR adaptation MAP adaptation CTS-NB Adapted HMMs
per speaker (SAT)

/ { Well trained NB CTS HLDA SAT HMMS}

Meeting train data (WB)
Well trained NB CTS HMMs {Well trained NB CTS MAP-HLDA SAT HMMs}
Feature extraction CMLLR adaptation MAP-HLDA CMLLR adaptation MAP adaptation WB-NB Adapted HMMs
global (WB-NB) per speaker (SAT)

Figure 3.4: Downsampled and WBNB adapted HLDA SAT system.

System Adaptation WER [%)]
WB none 27.5
NB none 28.8
NB-NB CMLLR, CMLLR g7 27.9
WB-NB | CMLLRy 5.5, CMLLRg A7 26.5

Table 3.4: Results of HLDA SAT systems

ing downsampling lies in replacing of WBNB CMLLR by downsampling of data
and feature extraction. It is shown in Figure 3.4. The uppanbh presents the
traditional approach and the lower branch the WRB system.

Table 3.4 shows the accuracy of the SAT systems. The bestrpehce 26.6% is
obtained by the WB-NB HLDA SAT system which is a 3.3% relative improvement
over the non-adapted HLDA SAT system and 4.6% relative ivgmuent over NB-
NB adapted system.

3.5 Discriminative training of WB —NB adapted system

Discriminative approaches are getting widely used in trejrof acoustic models
for state-of-the-art recognition systems. We decided forove our system by us-
ing discriminative MAP adaptation. Several discriminateriteria are available but
usually the best performance is achieved by using the MimrRlnone Error (MPE)
criterion. MPE-MAP adaptation is an iterative process, reheach iteration con-
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sists of two steps: First, a given prior model is adaptedgistandard (ML-)MAP
adaptation. However, the resulting model is used only asaa for the following
MPE update, where the parameters of the current model dtedto make compro-
mise between improving MPE objective function and obeyireggrior distribution.
Therefore, we need to distinguish two models that serveamput for MPE-MAP
adaptation: the (fixed) prior model and the starting pointdeipwhich is to be iter-
atively updated. It is usual practice to set the startingnptm be equal to the prior.
However, the problem for the practical implementation of WRB system lies in
guite significant difference between the CTS prior modeld WB—NB rotated
adaptation data. Therefore, we first adapt the CTS prior tated adaptation data
using iterative ML-MAP to obtain good starting point, whichfurther iteratively
adapted using MPE-MAP (still with CTS model fixed as the priédthough each
MPE-MAP iteration also contains a single iteration of ML-¥Aadaptation, per-
forming the iterative ML-MAP before starting the discrinaiive adaptation turned
out to be essential for successful use of MPE-MAP.

3.5.1 Discriminative training of WB—NB adapted HLDA SAT system

A need for good CTS prior led to additional MPE training of ©€S_MAP-HLDA _SAT
models. It produced new models set referred QMAP-HLDA _SAT_MPE. When
processing the meeting data, SAT transforms were estinmadasdd on the CTS
WB—NB resulting models from section 3.4. The transforms remaifixed for
further processing.

To get good starting point for MPE-MAP adaptation CV\P-HLDA _SAT
models were adapted into WBNB rotated domain using iterative ML-MAP with
application of the above SAT transforms. These modelshéurteferred to as
NBWB_MPE_ML-MAP _SAT (see Figure 3.5).

Table 3.5 shows that a 1.5% absolute improvement is obtdap&dPE training
of ML-MAP adapted models. Incorporation of the CTS prioragw.3% additional
improvement.

The final models were successfully used in the AMI LVCSR gsyster NIST
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M52-WB fea

‘ WB->NB CMLLR‘

MAP-HLDA

CTS feature space WB->NB feature space

CTS_MAP-HLDA . »|  ML-MAP adaptation |
.- prior ¢ - -

/| sATwaining | B (WBNB_ML-MAP_SAT) | ///
R =
\ [CTS_MAPTLDA_SAT} orior .| ML-MAP adaptation [* ~ /
\ o /

L !
\1 MPE training | K (WBNB_MPE_ML-MAP_SAT) ~ ~ ’
prior ¢ //

(CTS_MAP—HLDA_SAT_MPE} o B ‘*‘ MPE-MAP adaptation \’

(WBNB_MPE_MPE-MAP_SAT)

Figure 3.5: SAT - adaptation scheme of MPE-MAP adaptatitmtine WB—NB features.

Prior Starting point Adaptation H WER[%)] ‘
CTSMAP-HLDA _SAT_MPE - ML-MAP 25.7
- NBWB_MPE ML-MAP _SAT MPE 24.2

CTSMAP-HLDA_SAT_MPE | NBWB_MPE.ML-MAP _SAT | MPE-MAP 23.9

Table 3.5: MPE-MAP in the SAT: Effect of prior and startingipio

2006 Rich Transcription evaluation.

3.6 WB—NB adapted system trained on boosted amount of data

The availability of new meeting data resources, especaliglease of full AMI
corpus, led to further improving of the current LVCSR system. Moreg we were
able to check how the techniques generalize on the new ddia.CTS training
data size was increased too by Fisher corpus. The new damaie described in
Table 3.6. We see that the additional data represents abdwuts of meetings and
more than 1700 hours of telephone speech.

1Detailed information on AMI corpus is availablefatp://corpus.amiproject.org
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Task IHM | MDM | CTS
standard datd 112h| 63h | 278h
boosted data| 183h| 127h | 2000h

Table 3.6: Amount of data in the original and data boostetksys.

Data amount 112h| 182h
ML HLDA SAT 275 | 25.8
MPE HLDA SAT | 245 | 23.4

Table 3.7: Unadapted meeting system: Dependency of WEReoimdiming data size.

All experiments to adapt a new 2000h CTS MPE HLDA SAT modets the
WB—NB rotated domain used same algorithm as described above.

First, an unadapted baseline system was trained just onetlvenreeting data
which yielded 1.7% absolute improvement in ML training otrez original system
and more than 1% when using MPE (see Table 3.7).

To capitalize on these gains, the 2000h CTS MPE HLDA SAT nmaeaire
adapted in the WB>NB rotated domain according to the scheme in section 3.5.1:
First, MPE starting point models were trained using ML-MARdaVIPE-MAP
adaptation followed.

Table 3.8 shows a 1.8% absolute gain due to adding trainitegadad 1.3% im-
provement by adaptation from CTS.

Data amount| 112h/278h| 183h /2000h
CTS SAT prior
ML-MAP 26.5 25.1
CTS SAT MPE prior
ML-MAP 25.7 23.8
MPE-MAP 23.9 22.1

Table 3.8: WB— NB: Effect of training data and adaptation approach.



Chapter 4

Conclusions

The recognition of meeting speech is an important reseasiei and has been in
the center of interest of several EC-sponsored projects?, @#IL2, AMI3, and
AMIDA 4. This work has been done in tight cooperation with the meetaTogni-
tion team in the series of M4/AMI/AMIDA and concentrated @afure extraction
and acoustic modeling. It has investigated into two impurpaoblems in building
of recognition system for meeting data:

e Improving of robustness of HLDA estimation by smoothing.

e Making use of additional data resources in the training.

4.1 Robust HLDA

Two approaches of HLDA smoothing were tested: Smoothed H(SALDA) and
MAP variant of SHLDA, taking into account the amounts of dafailable for esti-
mation of statistics for different classes. Both variareg@rm better than the basic
HLDA. Moreover, we have found, that removing the silencessliom the HLDA
estimations (Silence-reduced HLDA) was equally effecwe cheaper in compu-
tation. Testing SHLDA and MAP-SHLDA on the top of SR-HLDA dmbt bring
any further improvement.

http://www.dcs.shef.ac.uk/spandh/projects/m4/
2http://chil.server.de
3http://www.amiproject.org/
4http:/;www.amidaproject.org/
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4.2 NB-WB adaptation

We successfully implemented an adaptation technique wiA@edata is trans-
formed to the NB domain by CMLLR feature transform. Here el trained CTS
models are taken as priors for adaptation. A solution of hmagply this transform
for HLDA and SAT systems was given using maximum likeliho84.6% relative
improvement against adaptation in the downsampled domasaoktained. Next,
ML-MAP was replaced by the discriminative MPE-MAP scheméeve a 2.4%
relative improvement over the non-adapted meeting systassirown.

Finally, the Fisher corpora were included for improving {6&S prior model
and also some new meeting data resources were added. In g&hétE-MAP
iImplementation, we obtained a 5.6% relative improvemerr dkie non-adapted
meeting system.

4.3 Future work

In HLDA, the improvements obtained by smoothing technigné$LDA show that
these approaches are performing well but the differenceguaite small. Therefore
we want to focus on areas which suffer from higher insufficieaf data, such as
long-span features [7], where the proposed approacheddstead to significant
improvements.

In the second field, we have shown that speech data from sodifterent from
the target domain can be advantageously used to improveetiermance of a
recognition system. The future of meeting recognition iird@ly in processing
speech from multiple multiple distant microphones (MDM they are much more
practical for users than independent head-set microphdH&4) which were used
in this thesis. Therefore, our research will focus into thwiea. The potential for
improvement is even greater than for IHM, as MDM speech c@raoe even less
available due to removing of crosstalks (more speakerg@likh same time) and
the channel variability in MDM speech is greater than for IHM
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Abstract

This thesis investigates into two important issues of attousodeling for automatic
speech recognition (ASR). The first topic are robust diserative transforms in
feature extraction. Two approaches of smoothing the popigéeroscedastic Lin-
ear Discriminant Analysis (HLDA) were investigated: Snmued HLDA (SHLDA)
and Maximum A-Posteriori (MAP) adapted SHLDA. Both varmmerform bet-
ter than the basic HLDA. Moreover, we have found, that remguihe silence
class from the HLDA estimations (Silence-reduced HLDA)asi&lly effective and
cheaper in computation. The second part deals with usingrdgtneous data re-
sources in ASR training. For a task, where little data is latée for the target
domain (meetings — 16kHz “wide-band” (WB) speech), techegjthat allow to
make use of abundant data from other domain, yet differetitaracoustic channel
(telephone data — 8kHz “narrow-band” — NB) were investigaté/e successfully
implemented an adaptation with WB data transformed to thedéBiain based
on Constrained Maximum Likelihood Linear Regression (CNR)LA solution of
how to apply this transform for HLDA and speaker-adaptiegried (SAT) systems
was given using maximum likelihood. Finally, integratioitiois method with dis-
criminative approaches was investigated and successoiled. All experimental
results are presented on standard data from NIST Rich Tratsa (RT) 2005
evaluations.
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