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1 Introduction

The electronic manufacturing industry, especially electronic circuit production, is an area
that has gone through a substantial development in the recent fifty years. In the second
half of the 20th century, innovations in electronic computer systems made the personal
computer a reality. Each new generation of computers was cheaper to purchase, more
powerful and easier to operate. Comparing the current requirements to the requirements
formulated a few years ago, significantly more complex circuits and behaviors are demanded
today. This demand is caused by the relentless improvements of the available technologies.
While the current advance is driven mainly by the necessity to minimize the overall power
consumption of the produced systems, in the 1990s the goal was a relative simple — doubling
of the performance of the computer systems and keeping up with the Moore’s law. The
current situation is much complicated and requires discovering and applying new approaches
as the power consumption requirements are generally in contrast with the performance
requirements.

One of the main bottlenecks that has been identified by scientific community is a low
efficiency of circuit design [9]. Traditional circuit design methodologies rely on rules and
design techniques that have been developed over many decades. However, the need for
human input to the increasingly complex design process means that the circuit design has
to be simplified by imposing greater and greater abstraction to the design space.

In the beginning of nineties, a new field applying evolutionary techniques to hardware
design and synthesis has been established. This field is referred to as Evolvable Hardware
[13]. The evolvable hardware draws inspiration from three main fields — biology, computer
science and electronic engineering. The aim is to provide (1) electronic systems exhibiting
a degree of self-adaptive and self-repair behavior and/or (2) a robust design approach that
could even replace a human designer in some cases. Typical application domains include
design of digital circuits, analog circuits, antennas, optical systems and MEMS [24, 15, 16].

In the context of the circuit design, the evolvable hardware is very attractive approach
as it provides another option to the traditional design methodology — to use evolution to
design circuits for us. Moreover, the key strength of the evolvable hardware approach is
that it can be applied for designing of the circuits that cannot be fully specified a priori,
but where the desired behavior is known. In fact, the search-based approaches seem to be
the only viable option in this case. Another often emphasized advantage of this approach
is that the circuits can be adopted for a particular environment.

During the last two decades, the evolvable hardware community has demonstrated that
very efficient (and sometimes also patentable) implementations of physical designs can be
obtained using evolutionary computation. For example, John Koza, the pioneer of the
field, dealing primarily with the evolutionary design of analog circuits, has reported tens
of human-competitive results in various areas of science and technology. The results were
obtained automatically using evolutionary techniques, in particular using genetic program-
ming [22] that has mainly been adopted for analog circuit design. In case of digital logic
synthesis, the evolutionary synthesis has also led to several innovative designs (e.g. [30, 38]).
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However the obtained results belong to the category of relatively small circuits.

Although the evolutionary design has been shown to be a promising and general-purpose
design method, there exist several problems that make the evolutionary approach problem-
atic in some applications [14]. The scalability problem has been identified as one of the
most difficult problems the researchers are faced with in the evolvable hardware field. The
scalability problem means such situation in which the evolutionary algorithm is able to
provide a solution to a small problem instance; however, only unsatisfactory or even none
solutions can be obtained for larger problem instances in a reasonable time. Another prob-
lem related to this issue is enormous computational power which evolutionary algorithms
usually need for obtaining innovative results for some applications.

The scalability problem can primarily be seen from two perspectives: scalability of
representation and scalability of fitness evaluation. From the viewpoint of the scalability
of representation, the problem is that long chromosomes (a set of genes which defines a
candidate solution) which are usually required to represent complex solutions imply large
search spaces that are typically difficult to search. Another issue is the scalability of fitness
evaluation, i.e. the problem that complex candidate solutions might require a lot of time to
be evaluated. For example, in the case of the evolutionary design of combinational circuits,
the evaluation time of a candidate circuit grows exponentially with the increasing number
of inputs (assuming that 2" test vectors are generated for n-input circuit). This represents
the main weakness of the evolutionary approach. It also causes that real-world applications
of evolutionary circuit design are not able to compete with conventional design.

1.1 Goals of the Research

It was argued in the PhD thesis that the fitness scalability issue can be eliminated by
seeking for new sophisticated evaluation methods. We solely dealt with evolvable hardware
as the method for automated design, i.e. the scenario in which the evolutionary algorithm
is used only in the design phase of a product. The thesis postulated two main objectives.

The first goal was to propose problem-specific methods that allow designers to reduce
the scalability problem in the area of digital system design. As the scalability problem
represents a general problem, we considered only a very narrow but important subarea —
the scalability of evaluation of a candidate digital circuit.

The second goal was to evaluate the impact of the proposed methods and show that
by means of the proposed methods it is possible to evolve innovative solutions in various
problem domains. In the context of evolutionary circuit design, we mean by the term
innovative that a solution exhibits better features with respect to existing designs of the
same category.
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2 Evolutionary Algorithms and
Evolvable Hardware

2.1 Evolutionary Algorithms

Several decades ago, researchers started to explore how some ideas taken from nature
could be employed for solving hard computing problems. Evolutionary algorithms (EAs)
[3] inspired by biological evolution represent one of the most successful examples. The
evolutionary algorithms are stochastic search algorithms inspired by Darwin’s theory of
evolution. In contrast with common search algorithms, such as random search or hill
climbing, the EAs are population-based algorithms. It means that they work with more
candidate solutions (i.e. individuals) in the same time. By a candidate solution we mean
a point in the search space, the space that contains all possible considered solutions to a
given problem.

Every new population is formed using genetic operators such crossover and mutation
and through a selection pressure. The selection pressure together with the fitness function,
sometime referred to as objective function, is responsible for guiding the evolution towards
better areas of the search space. The guidance is received from the fitness function that
assigns so called fitness value to each candidate solution. The fitness value indicates how
well a candidate solution fulfills the problem objective; in other words, it indicates how
a particular candidate solution meets the specification. A better fitness value implies a
greater chance that a candidate solution will remain for a longer while and produce offspring,
which inherit parental genetic information. A well-designed evolutionary algorithm should
converge to a population containing desired solutions.

The evolutionary algorithms are traditionally divided into four distinct branches: ge-
netic algorithm [11], genetic programming [20], evolutionary strategies [35] and evolutionary
programming [10]. The algorithms mainly differ in the mechanism of the candidate solutions
encoding, implementation of the evolutionary operators applied to the candidate solutions
and finally, utilized search strategy that guides the EA through the search space. In the
following sections, the algrithms related to this thesis are briefly introduced.

Genetic Programming

Genetic Programming (GP) was introduced by John Koza in late eighties as an extension
to genetic algorithms in order to enrich the chromosome representation [20]. GP evolves
pieces of code written over a specified alphabet consisting of a set of functions and a set
of terminals. Genetic programming allows automatic programming and program induction
(i.e. automatically developing of computer programs). Unlike genetic algorithms, genetic
programming does not distinguish between phenotype and genotype. As genetic program-
ming is able to effectively evolve symbolic expressions, the problem of symbolic regression
became the most popular application of GP.
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The evolved programs are usually represented either as tree structures or in a linear form
using a list of machine-language instructions. Similarly to the GA, crossover is considered
as a major genetic operator.

The GP representation has its own pitfalls. An evolved program may contain segments
which do not alter the result of the program execution when they are removed from it.
Another well-known issue of GP is that the program size can grow uncontrollably until it
reaches the tree-depth maximum, while the fitness remains unchanged. These pitfalls and
their relations are discussed, for example, in [2, 4].

Cartesian Genetic Programming

Cartesian genetic programming (CGP) is a variant of genetic programming where the geno-
type is represented as a list of integers that are mapped to directed oriented graphs rather
than trees [32]. The motivation for this representation came from the previous analysis
covering the effectiveness of this approach in learning Boolean functions where the CGP
has been proved to be considerably more efficient than any other variant of GP.

Cartesian genetic programming encodes a candidate solution (typically a circuit or a pro-
gram) using an array consisting of neers X Nrows programmable nodes. Each programmable
node has the fixed number of inputs and outputs. Each node input can be connected either
to the output of a node placed in the previous [ columns or to one of the program inputs.
Because of the complicated evaluation, feedback is not allowed in the standard version of
CGP. Each node can be programmed to perform one of ne;-input functions defined in the
set I

Figure 1: Example of a candidate circuit encoded using CGP with the following parameters:
Neols = 4, Nrows = 2, 1 =2, ne; =2, T = {AND (0), OR(1) }. Chromosome: 1, 2, 1, 0, 0, 1,
2,3,0,3,4,0,1,6,0,0,6, 1, 1,3, 0, 6, 8, 0, 6, 10. Functions of elements are typed in bold.
The first 24 integers encode the interconnection of the CGP elements and function of each
element. The last two integers indicate the output of the circuit. Elements 5, 7 and 9 are
not utilized.

Figure 1 shows a digital circuit encoded using CGP representation. The figure also
demonstrates the main feature of CGP encoding — while the genotype (i.e. chromosome) is
of fixed length, the phenotype is of variable length depending on the number of unexpressed
genes. In this example, three nodes do not contribute to the phenotype. The utilized
representation also significantly reduces the bloat which is inevitable in GP [29]. This fact
has been confirmed by Miller in [31].
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In CGP, the search is performed using a mutation-based evolutionary strategy (1 +
A)-ES that does not utilize crossover. The influence of the crossover operator has been
intensively studied in literature, however, it has been confirmed that crossover does not
improve the search [43]. CGP operates with the population of 1+ X individuals, where X is
typically from 1 to 15. In case of the evolutionary design, the initial population is usually
generated randomly whereas in case of the evolutionary optimization the initial population
can be constructed by means of mapping of a known conventional solution to the CGP
representation.

The CGP became the routinely used approach in the area of evolutionary-based digital
circuit synthesis and optimization. The main advantage of CGP is that it generates very
compact solutions, i.e. it can effectively reduce the total number of gates in the case of
circuit evolution [30].

2.2 Evolvable Hardware

A massive application of evolutionary principles to hardware design and self-configuration
has led to a new concept called Evolvable Hardware (EHW). The growth of this interest
has been caused by emerging a new class of programmable devices, in particular FPGAs.
The main idea is to accomplish the whole process of circuit design by evolutionary algo-
rithms. Evolvable hardware refers to a hardware that a) has been created using EA or
b) embeds a variant of EA in order to either adapt the system to changing environments,
or repair the system autonomously during its lifetime. While the first scenario is usually
called evolutionary design, the second approach is referred to as evolvable hardware. The
evolutionary design uses evolutionary algorithms to evolve a system that meets a predefined
specification. EA is employed only in the design phase. In contrast with this approach, the
adaptive systems reconfigure a part or whole existing design to repair the faults or adapt
to a changed operational environment. Thus the evolutionary algorithm is an integral part
of the adaptive system.

EHW typically utilizes a reconfigurable hardware, particularly programmable logic de-
vices such as FPGAs. The programmable logic devices allow the candidate solutions to be
tested in situ which is well suited to embedded applications such as adaptive image filters
or adaptive controllers.

Using evolution to design electronics brings a number of benefits. Some of the most im-
portant areas where evolutionary electronics can successfully be applied include: automatic
design of low cost hardware, automatic design of hardware systems for poorly specified prob-
lems, innovation in poorly understood design spaces, design of adaptive systems, or design
of fault tolerant systems. The ability to generate solutions to poorly specified problems can
be considered as a form of creativity which is one of the features of evolutionary processes.
In case of the adaptive and fault tolerant system, the evolvable hardware is usually used
due to its potential of autonomous adaption to changes in its environment (e.g. noise level
in case of adaptive image filters, or presence of faults in case of fault-tolerant adaptive
systems). The advantageous feature of the evolutionary approach is that it can not be nec-
essary constrained to the well-known topologies that usually prevent from achieving novel
solutions.

On the contrary, evolutionary design approach has some drawbacks. Evolutionary meth-
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ods are sometimes criticized that they do not produce robust and trustworthy designs. The
evolved circuits are usually different from the well-known and proven structures which
complicate their analysis and verification. Another discussed problem is enormous compu-
tational power which is usually needed for obtaining a satisfactory result. In some real-time
applications (e.g. adaptive and fault tolerant systems), slow convergency or even stuck in
a local extreme may represent an issue.

2.3 Current Problems of Evolutionary Design

From the view of the design automation and ability to produce novel designs, the evolution-
ary design represents a promising and general-purpose design method. However, there are
known problems that limit the application of evolutionary approach in some domains. Dur-
ing the last decade, a number of researchers have been addressing the so called scalability
problem. Unfortunately, this issue has not been yet successfully solved [14].

In terms of the scalability of representation, the problem is that long chromosomes
which are usually required to represent complex solutions imply large search spaces that are
typically difficult to search. In order to evolve large designs and simultaneously keep the size
of chromosome small, various techniques have been proposed. Among others variable length
representation [45], function-level evolution [33], incremental evolution [41], developmental
genetic programming [23] and modularization [21] represent the most applied approaches.

Even if an encoding is chosen such that it allows the candidate circuits to be repre-
sented effectively, there is another scalability problem having substantial impact on the
evolutionary design of digital circuits. In case of the combinational circuit evolution, the
evaluation time of a candidate circuit grows exponentially with the increasing number of
inputs (assuming that all possible input combinations are tested in the fitness function).
Hence, the evaluation time becomes the main bottleneck of the evolutionary approach when
complex circuits with many inputs are evolved. In case of popular benchmark circuits, the
limit when the evolution provides some solution is 17 inputs for parity circuits [39], 8 inputs
for combinational multipliers when a novel solution has been obtained [42] and 16 inputs
for combinational multipliers when only functionality has been evolved [38]. The 28-input
sorting networks evolved using FPGA accelerator are probably the largest circuits that were
successfully evolved using the fitness function which evaluates all possible assignments to
the inputs, however, only functionality has been evolved [19].

Evolutionary circuit design is considered as a very challenging research area. The first
difficulty comes from the complexity of the search space. Another difficuilty is caused by
the presence of very good and robust conventional design tools that have been extensively
developed for many years to produce compact and efficient solutions.

One of the goals of the early pioneers of the evolvable hardware was to evolve complex
circuits, push the limits of traditional design and find ways how to exploit the vast computa-
tional resources available on today’s computation platforms. However, the scalability issue
for evolvable hardware continues to be out of reach [14]. To reduce this problem, a kind of
domain knowledge is usually employed in focusing the search algorithm on promising areas
of the search space and reducing the computation overhead.
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3 Evolutionary Synthesis of Linear
Transforms

The linear transforms represent a key concept that is in some way employed in every digital
signal processing application. Many numerically intensive applications have computations
that are based on linear transforms such as convolutions, the discrete Fourier transform,
the discrete cosine transforms, etc. Mathematically, they consist exclusively of additions
and multiplications by constants and usually involve a large number of multiplications of
one variable with several constants. A proper optimization of this part of the computation,
referred to as multiple constant multiplication problem (MCM), often results in a significant
improvement not only of the performance but also the power consumption.

In this section, we will introduce an evolutionary method based on Cartesian Genetic
Programming that can synthesize complex instances of the MCM problem. The goal of this
research is to show that the evolutionary algorithm is able to generate not only complex
but also close to optimal structures. In order to eliminate the scalability problem of a
candidate MCM evaluation, the linearity of MCM problem is exploited.

3.1 Theoretical Background

In order to implement a linear transform in hardware, two basic building blocks are used —
additions/subtractions and multiplications by constants. When multiplying by constants in
hardware, costly combinational multipliers may be avoided by replacing them with structure
consisting of additions, subtractions and shifts. In most cases, the shifts can be effectively
implemented using the wires. The principles of multiplierless multiplier design will be
briefly introduced in the following paragraphs.

The multiplication y = kz of variable z by a known constant k can be decomposed to
into additions, subtractions and shifts. The problem of finding the optimal decomposition
is known as the single constant multiplication problem (SCM) [44]. Although there exist
several straightforward methods for decomposing the multiplication into the additions and
shifts based on binary representation, signed digit system (SD) or a canonic signed digit
system (CSD), it is known that CSD in general does not yield the minimum cost solution.
It can be sometimes more efficient to firstly factor the coefficient into several factors and
implement the individual factors in an optimal CSD sense. In order to find an optimal
solution that minimizes the cost, a kind of reusing of intermediate results has to be intro-
duced. However, finding the optimal addition chain for a given constant % is known to be
NP-complete problem.

The single constant multiplication problem can be extended to the problem of multi-
plying a variable z with several constants ki,...,ky in parallel. The resulting structure
referred to as multiplier block can be used to implement digital FIR filters, linear signal
transforms such as the discrete Fourier transform or discrete cosine transform, and so on
[44]. For example, discrete Fourier and trigonometric transform algorithms involve rota-
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tions, which require simultaneous multiplication by two constants. The problem of finding
the decomposition with fewest operations is known as the multiple constant multiplication
(MCM) design problem [44].

Comparing to the previous problem, the design of an optimal multiplierless MCM struc-
ture is more complicated since intermediate results of the SCM decompositions may be
shared. In addition to that, the optimal decomposition can not be obtained as a simple
combination of optimal SCM multipliers obtained for each constant independently.

Even if the MCM problem is NP-complete, several efficient heuristics have been pro-
posed. A good survey of the proposed methods can be found in [44].

3.2 Proposed Method

The goal is to synthesize a multiple constant multiplier block which generates N output
values y; = ¢;x where 1 < i < N, ¢; are given constants and x is the input variable. The
circuit is composed of high-level linear components such as additions, subtractions and logic
shifts. The evolution is conducted at function level. In order to design a multiplier block
having the minimal cost, two-stage fitness strategy is employed. At the beginning of the
search, the objective of the evolutionary algorithm is to evolve a fully functional multiplier
only. Once the first fully functional solution appears, an optimization phase rewarding the
solutions with lower cost is conducted. During this stage, the number of components is
optimized.

The problem is approached using evolutionary algorithm in which the problem repre-
sentation is borrowed from the CGP. A candidate multiplier block is represented as an
array of programmable nodes. The number of columns defines the maximum MCM delay.
The number of inputs, n;, and outputs, n,, is fixed and chosen as follows: n; =1, n, = N.
Feedback is not allowed. Each node is programmed to perform one of functions defined in
the set I' which includes addition, subtraction, various shifts and identity function. These
functions as well as all connections are defined over b bits.

EA operates with the population of A individuals where A = 5. The initial population
is randomly generated. In the fitness calculation, the goal is to minimize the difference
between circuit outputs and required products. When a functionally perfect solution is
obtained, the fitness function is switched to a new fitness function in which the number of
components is optimized. In order to measure the similarity of a candidate solution and
the required response, sum of absolute differences (SAD) is used.

The evolution is stopped when the best fitness value stagnates or a predefined number
of generations is exhausted. In theory, it is sufficient to evaluate a candidate solution using
one test-case, e.g. © = 1. Nevertheless, especially in case when I' contains right shifts and
subtractions, the limited number of bits may introduce a kind of nonlinearity. In order to
avoid this behavior more test cases should be used (e.g. the powers of two over b bits).

3.3 Results

In order to evaluate the proposed method, we have chosen to evolve multipliers with 3, 5, 10,
20 and 54 coefficients (given in Table 1). The coefficients were encoded at 16 bits. All the
multipliers were evaluated using single training vector = 1. The evolved multipliers were
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verified at symbolic level. All experiments were repeated 200 times with the population of
eight individuals and five genes mutated in the chromosome. I' = {a, a + b, a — b, 2a, 4a,
8a, ..., 8192a }. Table 1 gives other parameters of the experiments, average results (the
number of generations and used adders/subtractors), the success rate and parameters of
the best evolved solutions.

Table 1: Results of evolutionary design of MCMs with different coefficients. Population
size is 8. Averages are calculated from 200 independent runs.

‘ Settings H Average Results H The Best MCM ‘
‘cols X rows‘maxgeanenerS.‘#add/sub‘succ, rateHdelay add/sub‘shifts‘ operations ‘
3 constants: 2925, 23111, 13781
Heuristics [44] 8 8 8 16
5x6 20M 1M62 14 68.5 5 9 8 17
6x6 20M 1M27 14 86.5 6 8 8 16
x4 40M 2M15 13 99.0 7 8 6 14
5 constants: 83, 221, 71, 387, 13
Heuristics [44] 5 6 6 12
4x6 20M 461k 10 99.5 4 7 6 13
5x6 20M 207k 11 99.5 5 6 6 12
6x6 20M 114k 11 100.0 6 6 5 11
10 constants: 117, 1123, 743, 221, 1069, 7605, 987, 16689, 3033, 29
Heuristics [44] 8 14 13 27
10x4 40M 4M8 23 99.0 7 15 12 27
7x6 20M 4AM7 23 95.5 6 17 11 28
9x4 40M 9M5 22 91.0 9 17 9 26
20 constants: 1, 3, 5, 7, 11, 13, 17, 19, 23, 20, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71
Heuristics [44] 4 19 8 27
4x10 40M 457k 23 100 4 19 4 23
5x10 40M 347k 23 100 4 19 4 23
6x5 40M 772k 21 100 5 19 3 22
54 constants: 1, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79,
83, 89, 97, 101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151, 157, 163, 167, 173, 179,
181, 191, 193, 197, 199, 211, 223, 227, 229, 233, 239, 241, 251
Heuristics [44] 6 53 53 106
5%20 40M 12M9 66 98 5 56 17 73
6x14 40M 19M7 63 90 6 56 12 68
6x16 40M 9IM8 65 98.5 6 55 19 74

Results are compared with the best known heuristic approach [44] which produces very
compact solutions. Table 1 shows that the proposed evolutionary-based approach is able
to generate multipliers that are competitive with results obtained using the state of the art
heuristic approach. The evolution can reduce the total number of components as well as
the delay of the designed MCMs. Even if the goal of this research was to demonstrate and
confirm the validity of our hypothesis concerning the linear problems, the proposed method
has been able to discover better solutions in some instances. In case of the 3 constant MCM,
a solution exhibiting lower delay containing fewer shifts has been evolved. In case of the
20 constant MCM, the number of shift has been reduced by one half.

3.4 Summary

A very time-consuming evaluation of candidate configurations is one of problems which
influence the applicability of evolutionary circuit design. In this section, we focused on such
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problems in which a candidate solution can be evaluated in a short time if some domain
knowledge is employed. Linear transforms in general, and multiple constant multiplier
blocks in particular, belong to this class. Although well-optimized heuristics exist for linear
transforms design, we confirmed that novel implementations of multiple constant multipliers
can be designed using evolutionary algorithm [64]. Using this method, digital circuits with
total output width higher than 850 bits have been successfully evolved.

4 Evolutionary Synthesis of
Complex Combinational Circuits

Evolvable hardware community has demonstrated that very efficient implementations of
digital circuits can be obtained using evolutionary computation, particularly by means of
Cartesian Genetic Programming [42]. Unfortunately, the evolutionary circuit design is able
to discover innovative designs only for small circuit instances (approx. up to 20 inputs and
100 gates). Ome of the key problems is a very time consuming fitness calculation which
typically grows exponentially with increasing circuit complexity (number of inputs).

The goal of this section is to introduce an approach that enables to significantly reduce
the number of gates for complex circuits, too. As it will be demonstrated, very compact
implementations can be obtained if the fitness calculation utilizes a formal verification
algorithm to check whether a candidate circuit is functionally correct or not. In order to
decide the correctness of a candidate solution, we have employed SAT-based equivalence
checking.

4.1 Theoretical Background

Boolean satisfiability problem is a well-known decision problem consisting of deciding
whether the variables of a propositional formula can be assigned in such a way that the
formula evaluates to true. The research area devoted to this problem is today very active
as many real-world problems can be effectively solved by transforming them to the SAT
problem. In the field of digital system design, the use of SAT has been investigated for
more than twenty years and many powerful tools utilizing SAT solvers have been developed.
Test pattern generation [25], identification of functional dependencies in Boolean functions
[26], technology-mapping [34], combinational equivalence checking [12] or model checking
[28] represent successful examples of practical applications of SAT solvers.

Combinational Equivalence Checking

Determining whether two Boolean functions are functionally equivalent represents a funda-
mental problem in formal verification. A brute-force method to determine combinational
equivalence is to expand the combinational functions in minterm form (or in a truth ta-
ble) and compare them term by term (row by row). This method represents an approach
routinely used by EHW community. Unfortunately, this method runs into the problem of
exponential size, because the number of minterms (or rows of a corresponding truth table)
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Although many examples showing the merits of evolutionary design over conventional de-
sign techniques utilized in the field of digital circuits design have been published, the evo-
lutionary approaches are usually hardly applicable in practice due to the various so-called
scalability problems. The scalability problem represents a general problem that refers to
a situation in which the evolutionary algorithm is able to provide a solution to a small
problem instances only. For example, the scalability of evaluation of a candidate digital
circuit represents a serious issue because the time needed to evaluate a candidate solution
grows exponentially with the increasing number of primary inputs.

In this thesis, the scalability problem of evaluation of a candidate digital circuit is
addressed. Three different approaches to overcoming this problem are proposed. Our
goal is to demonstrate that the evolutionary design approach can produce interesting and
human competitive solutions when the problem of scalability is reduced and thus a sufficient
number of generations can be utilized.

In order to increase the performance of the evolutionary design of image filters, a domain
specific FPGA-based accelerator has been designed. The evolutionary design of image filters
is a kind of regression problem which requires to evaluate a large number of training vectors
as well as generations in order to find a satisfactory solution. By means of the proposed
FPGA accelerator, very efficient nonlinear image filters have been discovered. One of
the discovered implementations of an impulse noise filter consisting of four evolutionary
designed filters is protected by the Czech utility model.

A different approach has been introduced in the area of logic synthesis. A method
combining formal verification techniques with evolutionary design that allows a significant
acceleration of the fitness evaluation procedure was proposed. The proposed system can
produce complex and simultaneously innovative designs, overcoming thus the major bottle-
neck of the evolutionary synthesis at gate level. The proposed method has been evaluated
using a set of benchmark circuits and compared with conventional academia as well as com-
mercial synthesis tools. In comparison with the conventional synthesis tools, the average
improvement in terms of the number of gates provided by our system is approximately 25%.

Finally, the problem of the multiple constant multiplier design, which belongs to the
class of problems where a candidate solution can be perfectly evaluated in a short time,
has been investigated. We have demonstrated that there exists a class of circuits that
can be evaluated efficiently if a domain knowledge is utilized (in this case the linearity of
components).
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noise filter consisting of four evolutionary designed filters working with the 3 x 3 pixel filter
window combined in a bank of filters is protected by the Czech utility model (a patent
application was submitted in 2009).

To summarize, it has been demonstrated that the evolutionary approach is able to
produce innovative solutions if an efficient evaluation procedure is employed. We have
presented three different approaches to increase the performance of evolutionary algorithms
and showed their applicability.

Future Work

The system employing the formal verification algorithm can be improved in several ways.
The SAT-based approach can perform unsatisfactory for some problem instances. There
are tens of extensions and algorithms that have been proposed by the SAT community to
improve the performance of digital circuit equivalence checking. Some of the extensions
can be adopted in order to improve performance of the proposed system. In future research
it is also necessary to confirm that the proposed method is able to handle large-scale
optimization problems if more advanced version of the SAT solver is utilized.

Since the evolutionary synthesis based on the formal verification algorithm can handle
real-world (i.e. complex) circuits, it will be probably necessary to investigate the scalability
of CGP representation, efficiency of utilized genetic operators and the utilized search al-
gorithm. As it has been shown, the evolutionary strategy with population containing only
two individuals surprisingly provided the best results.

We believe that there are other applications of evolvable hardware where formal veri-
fication algorithms are directly or indirectly applicable. Further investigation is needed to
identify more complex applications that can benefit from this technique.
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of a function can grow exponentially with the increasing number of input variables. In order
to decide the functional equivalence problem in reasonable time, we need a representation
that is both canonical and compact.

Since the satisfiability solvers were significantly improved during the last few years, the
SAT-based equivalence checking becomes a promising alternative to the checking based on
binary decision diagrams. The circuits to be checked are transformed into one Boolean
formula (CNF) which is satisfiable if and only if the circuits are functionally equivalent
[12].

In order to check whether two circuits are functionally equivalent, the following scheme
is usually used. Let C4 and Cp be combinational circuits, both with & inputs denoted as
x1 ... 2 and m outputs denoted as yi ... ym and yj ...y, respectively. The corresponding
primary outputs y; and y; are connected using the XOR-gate. The corresponding primary
inputs are connected as well. The goal is to obtain one circuit that has only k& primary
inputs 1 ...z, and m primary outputs z1...zm, 2 = XOR(y;,y;). In order to disprove
the equivalence, it is necessary to identify at least one XOR gate which evaluates to 1 for an
input assignment. This can be done by checking one output after another (i.e. a Boolean
formula is created and solved for each XOR gate separately) or by the all outputs approach
(all XOR outputs are connected using the m-input OR gate; thus one Boolean formula is
created and solved only).

4.2 Proposed Method

The goal of proposed evolutionary circuit synthesis method is to automatically create com-
plex real-world circuits that will contain fewer gates than the circuits routinely designed
using conventional synthesis algorithms. The proposed method consists of three steps. In
the first step, the target circuit is synthesized using a conventional synthesis tool. The
synthesis includes an optimization phase followed by mapping to the standard technology
library. In the second step, the synthesized circuit is converted to the CGP representation.
Finally, the algorithm based on CGP that employs a formal verification method in fitness
evaluation to reduce the number of gates is used.

The initial solution (the seed) is constructed by means of mapping of the circuit obtained
from conventional synthesis to the CGP representation. The mapping is straightforward
since the CGP representation is in fact a netlist. The initial circuit is also transformed into
the conjunctive normal form in order to create a reference solution for the SAT solver.

The following steps are used to calculate the fitness value of a candidate circuit. A
new instance of the SAT solver is created and initialized with the reference solution (seed).
Then, a candidate solution is transformed to a list of clauses that are submitted into the
SAT solver. Then, miter circuit for combinational equivalence checking is created. The
XOR gates are applied to each output pair and the outputs of the miter are combined
together. Finally, the SAT solver is utilized to determine whether the submitted set of
clauses is satisfiable or not. If the CNF is satisfiable, it means that there exists at least
one assignment of input variables for which the reference circuits gives different response.
Thus the fitness function returns -1 because the candidate circuit and the reference circuit
are not equivalent; otherwise the number of utilized gates is returned.
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CGP-Specific Performance Improvement Techniques

Although the system can be used directly as it was proposed in the previous section, we have
introduces some techniques allowing the SAT solver even to increase the performance. The
speed of the SAT-based equivalence checking depends mainly on the number of paths that
have to be traversed in order to prove or disprove the satisfiability. In order to simplify the
decision problem and increase the performance, CNF reduction based on finding structural
similarities were proposed in literature.

In our case we can apply an elegant and simple solution. Since every fitness evaluation
is preceded by a mutation, a list of nodes that are different for the parent and its offspring
can be calculated. This list can be used to determine the set of outputs that have to be
compared with the reference circuit and only these outputs are included into CNF. This
can be achieved by omitting the unnecessary outputs during the miter creation phase.
According to the experimental results, this simple approach enables to reduce the time
needed to evaluate a candidate solution at least three times in average.

Although the SAT-based equivalence checking applied in the fitness function allows to
optimize large logic circuits using genetic programming, there exist circuits (e.g. multi-
pliers) for which the runtime of state-of-the-art SAT solvers grows exponentially with the
increasing size of the problem instance. In order to shorten the decision time and improve
the performance of the evolutionary approach, an enhanced evolutionary method has been
proposed. The knowledge of the dissimilarities between the reference circuit and checked
(i.e. candidate) circuit is applied to reduce the size of CNF instance. Comparing to the
previous approach, this method does not require additional reference circuit since a parental
circuit serves simultaneously as a reference. It also means that as the size of the optimized
circuit gets smaller, the CNF derived from the reference requires fewer clauses. Thus, the
performance has been improved at two different levels — by applying an approach that uses
a variable reference and reducing the size of a miter circuit.

Table 2: The mean evaluation time in milliseconds for three fitness functions in the task of
k-bit multiplier evolution.

[ circuit ni n, seed (Ny) [ tegp tsat  timp tsat/timp |
mutliplier 7 x 7 14 14 238 8 1 4 0,3
multiplier 8 x 8 16 16 416 45 250 8 33,1
multiplier 9 x 9 18 18 540 183 1789 17 105,4
multiplier 10 x 10 20 20 680 901 6 431 44 146,0
multiplier 11 x 11 22 22 836 n/a 316 333 88 36078

In order to compare the time of evaluation for standard fitness function t.g,, the pro-
posed SAT-based fitness function ¢, and the enhanced SAT-based fitness function t;y,,
the problem of the combinational multiplier optimization has been chosen. Table 2 gives
the mean evaluation time. In the last column, we can observe a significant speedup achieved
using the improved SAT-based fitness function.
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ventional filters especially for lower noise intensity (< 15%). Interesting results have also
been achieved if the iterative filtering process has been taken into account. Whilst DWMF
and PWMAD require from 5 to 10 iterations, the evolutionary designed random-valued
impulse noise filter can produce the images of similar quality using two iterations.

‘We have also demonstrated that the combination of several evolutionary designed filters
leads to the significant improvement of the quality of filtering even if the same filter window
is utilized.

6 Conclusions

The contribution of the research can be summarized as follows. The thesis dealt with
the design of various acceleration techniques that can significantly eliminate the scalability
problem of evolutionary design of digital circuits at various levels of abstraction. Because
the scalability problems significantly limit the application of evolutionary algorithms, we
were primarily focused on the reduction of the fitness evaluation time which represents a
serious issue in circuit evolution since the complex candidate solutions require a lot of time
to be evaluated. The work has addressed three different design classes.

Firstly, we have shown that there are applications that require a single training vector
in order to calculate the fitness value of a candidate solution. This approach is applicable
in such cases where the utilized building blocks satisfy the properties of linearity. This
method can be used at the gate level as well as function level.

A different approach has been proposed in the area of logic synthesis, where the re-
sulting circuits must perfectly meet the specification. A method based on applying formal
verification techniques that allow a significant acceleration of the fitness evaluation proce-
dure was proposed, overcoming thus the major bottleneck of the evolutionary synthesis at
gate level. The proposed algorithm can produce complex and simultaneously innovative
designs, improving thus the state-of-the art logic synthesis tools.

Finally, a domain-specific single-chip FPGA-based accelerator has been proposed. This
accelerator is designed to address the problem of the necessity of huge computation power
for designing of digital circuits at the function-level. A typical example is the regression
problem which includes e.g. evolutionary design of nonlinear image filters. The common
feature of this class of circuits is that small imperfections in circuit behavior are tolerable,
e.g. it is acceptable that the error of filtering is not zero but reasonably small value.

The Obtained Results

It was shown that the proposed method employing the formal verification algorithm can
handle circuits intractable for common EHW-based approaches utilized so far (one of the
benchmark circuits has over 100 inputs and more than 1000 gates) [50, 49, 60]. Apart from
the fact that the obtained result indicates the evolutionary approach is able to generate the
solutions better than conventional techniques, it also confirms the recent hypothesis that
the conventional logic synthesis produces the results that are far from optimum [50].

By means of the proposed FPGA accelerator, very efficient nonlinear image filters have
been designed [56, 61, 53, 52, 54]. One of the discovered implementations of an impulse
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Figure 5: Comparison of various image filters and the evolved impulse burst noise filter
using a set of 30 test images corrupted by impulse burst noise of intensity 1-75%.

burst noise affects adjacent horizontal pixels. If the burst noise has been applied in vertical
direction, the pixels of filter window utilized by the evolved filters changed.

5.4 Proposed FPGA-based accelerator

In order to reduce the fitness evaluation time, an single-chip FPGA-based accelerator has
been proposed [58, 48]. The accelerator consists of two main units — genetic engine and
fitness unit. The fitness unit contains multiple instances of so called virtual reconfigurable
circuit to evaluate several candidate solutions in parallel. The proposed accelerator running
at 100 MHz can provide, using a moderate Xilinx FPGA XC2VP50, approximately 170
times higher performance in comparison with a common PC running at 2.4 GHz [56, 48].
This performance has been achieved by introducing a deeply pipelined architecture which
significantly accelerates the evaluation of a candidate solution. In contrast with the CGP
implementations based on GPUs or common CPUs, the hardware accelerator provides
constant speedup independently on the size of the training set (if a suitable FPGA or
external memory is chosen).

5.5 Summary

The experimental results show, that the evolutionary design approach can automatically
produce image filters that are competitive with conventional filters not only in terms of
filtering quality but also if a the implementation cost is considered. We observed that
images filtered by evolved filters preserve more details (and thus provide a higher visual
quality) than images filtered by conventional filters (e.g. median-based filters).

It has been also shown, that the designed filters require less FPGA resources than
conventional filters. For example, the proposed 3-bank filter provides the same filtering
capability as a standard adaptive median filter; however, using four times less slices. The
more detailed analysis can be found in [55, 61].

The best results have been achieved when the concept of so called switching filter con-
sisting of the detection and estimation part was applied during the evolutionary process.
The switching filters evolved for salt-and-pepper shot noise are able to overcome the con-
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4.3 Experimental Evaluation

In order to evaluate the proposed synthesis method, we have used benchmark circuits
from LGSynth93 benchmark set. The goal was to optimize the number of gates of com-
plex combinational circuits. Table 3 contains the achieved results as well as the best
results obtained using the noncommercial and commercial tools. We have used the stan-
dard settings for the tools and technology library with the same set of gates as CGP, i.e.
I' = {BUF,NOT, AND, OR, XOR,NAND,NOR}. The results from SIS and ABC were
obtained by iterative application of the synthesis script (1000 iterations).

Table 3: The min. number of gates obtained using the noncommercial tools (SIS, ABC),
commercial tools (C1,C2,C3) and the proposed approach based on CGP.

circuit [ SIS ABC Cl  C2 C3[CGP impr. |

apexl | 1394 1862 1439 1272 1368 847 33,4%
apex2 151 225 221 195 299 90 40,4%
apex3 | 1405 1737 1494 1332 1515 | 1038 22,1%
apexd 751 768 728 609 921 613 -0,7%
cordic 67 61 67 49 90 32 34,7%

cps 1128 1109 1150 975 967 585  39,5%
duke 406 356 417 366 357 260 27,0%
e64 192 384 183 191 255 129  29,5%

ex4p 488 523 468 467 555 349 25,3%
misex2 | 111 121 94 89 108 71 20,2%
vg2 95 113 88 83 109 78 6,0%

It can be seen that the commercial synthesis tools provide results that are comparable
with the noncommercial synthesis tools such as ABC and SIS. None of the tools has provide
better results than CGP (when CGP is seeded using the first result provided by SIS) with
the exception of apex5 where the number of gates is very similar.

4.4 Summary

The current methods of evolutionary synthesis are capable of evolving either small and
simultaneously innovative circuits or larger circuits that are not interesting from the im-
plementation point of view because of their inherent inefficiency. According to our best
knowledge, when a perfect synthesis scenario is considered, the most complex combina-
tional circuit has been successfully evolved by Stomeo in [39]. This circuit, specified by a
truth table, consists of tens of gates and has 17 primary inputs and one primary output.
Even if this result can be considered by the EHW community as a great success because
it was evolved from scratch, it has a marginal significance from the viewpoint of the logic
synthesis because commercial synthesis tools are able to handle the combinational circuits
having hundreds of inputs and thousands of gates. The main reason that prevents EA from
evolving large and real-world competitive circuits is primarily caused by the problem of
scalability of the fitness evaluation.

‘We have shown that it is possible to eliminate the mentioned scalability limits by intro-
ducing a different fitness evaluation procedure. The proposed method is based on applying
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formal verification techniques that allow a significant acceleration of the fitness evaluation
procedure, overcoming thus the major bottleneck of evolutionary design. Proposed algo-
rithm can produce complex and simultaneously innovative designs, quite competitive with
the state-of-the art logic synthesis tools.

Comparing to the standard CGP, we have demonstrated that the proposed method is
able to evaluate over 40000x more candidate solutions in the same time when the com-
mon 32-input parity benchmark problem is considered. In addition, we have introduced
some CGP-specific techniques that are able to further improve the performance of a SAT
solver. Using the multipliers, known as hard benchmark problems, we have shown that
the enhanced version of the proposed method tracking the changes between parent and its
offspring is able to provide the additional speedup over 3000 when the 11-bit multiplier
is considered. Note that the speedup increases mostly exponentially with the increasing
complexity of the solved problem.

The proposed technique has been evaluated using the common LGSynth93 benchmark
circuits. It has been shown that this approach enables to optimize large logic circuits having
from tens to hundreds of inputs and thousands of logic gates. Using another benchmark set,
we have demonstrated that the proposed method can handle the circuits that are known
to be hard for common synthesis tools.

‘We have also demonstrated that despite the fact that various logic synthesis and opti-
mization tools have been proposed in the recent 50 years, the logic synthesis/optimization
problem has not been completely solved yet. Using the LGSynth93 benchmark we have
shown, that the best-obtained results of conventional synthesis conducted using academia
as well as commercial tools can be improved by the proposed method in 20-40%. The
experiments with the hard-to-synthesize circuits show that a significant area improvement
(33-99%) can be reached using the proposed evolutionary approach. In this case, CGP is
able to discover structures, for which conventional synthesis completely fails.

5 Evolutionary Design of
Nonlinear Image Filters

As low-cost digital cameras have entered to almost any place, the need for high-quality,
high-performance and low-cost image filters is of growing interest. It is a well-known fact
that the quality of preprocessing significantly influences the accuracy, reliability, robustness
and performance of subsequent image processing steps such as segmentation, classification,
recognition etc. In order to perform the required preprocessing (such as image filtering,
edge detection etc.) a problem-specific filter has to be created. Traditionally, engineers use
a library of predefined filters and operators and manually tune promising variants of these
filters for a given application. In case that the filter should be implemented as a digital
circuit, the parameters such as area, delay and power consumption play an important role.

Historically, linear filters became the most popular filters in image processing. However,
there exist many areas in which the nonlinear filters provide significantly better results [8].
The advantage of nonlinear filters lies in their ability to preserve edges and suppress the
noise without loss of detail. As there is no suitable general theory for the design of non-
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searching a robust salt-and-pepper noise filter whose filtering quality can compete with the
iterative filters and especially the adaptive median filter even for high noise intensity.

Random-valued impulse noise

The random-valued noise represents a more realistic type of impulse noise in which the
corrupted pixels can take an arbitrary value from the entire scale available for the given
class of images. The obtained results for the evolutionary design of switching random-
valued impulse noise filters are given in Figure 4. The best evolved filter optimized for
random-valued impulse noise is denoted as F17.
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Figure 4: Comparison of various image filters and the evolved random-valued impulse noise
filter using a set of 30 test images corrupted by random-valued impulse noise of intensity
1-75%.

Surprisingly, the evolutionary approach succeeded in the search for a robust filter for
the noise of this type. As expected, the higher noise intensity requires more iterations of
the filter to obtain an acceptable result. For lower noise intensities, very good results can
be obtained using two iterations of the evolved filter F17 or conventional PWMAD filter
with the 5 x 5 filter window. Unlike the case of the salt-and-pepper noise, the adaptive
median filter fails in filtering random-valued noise even for lower intensity. On the other
hand, the conventional DWMEF filter exhibits a good quality slightly loosing some detail in
comparison with the proposed F17.

Impulse burst noise

Impulse burst noise represents a serious issue because the principle of spatial locality is
violated in this case. With the increased noise intensity, more consecutive rows may be
affected and subsequent noise filtering becomes difficult as the filtered value need not be
determined according to the values of the neighboring pixels.

The results for the evolutionary design of switching impulse burst noise filter are shown
in Figure 5. The proposed filter F32 exhibits the best filtering quality in comparison with
the commonly used conventional filters, surprisingly, even if we do not apply iterative
filtering. We have analyzed the best evolved filter (denoted as F32) and recognized that
this filter tries to avoid the calculations based solely on horizontal information [54]. This
interesting property shows that the evolutionary approach was able to detect, that the
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The extended version of the 3-bank filter, has been registered as Czech Utility Model
under No. UV020017/2009.

Evolutionary Design of Switching Filters

The main disadvantage of the common median-based filters is that the filtering transfor-
mation is applied on all the pixels of the image regardless if the pixel represents the noise
or not. Thus this approach results in loss of the image details and causes the degradation
of the image quality especially if a larger filter kernel is used.

In order to address this problem, we have arranged a set of experiments with the aim to
experimentally evaluate whether it is possible to design filters that are able to compete with
conventionally used non-iterative as well as iterative filters suitable for the impulse noise
removal task. In addition to the salt-and-pepper noise, random-valued impulse noise and
impulse burst noise was investigated [52, 53]. The objective was to design filters working
with 5 x 5-pixel kernel based on the switching concept. In particular, the evolutionary
algorithm had to design a filter system consisting of a noise detector and nonlinear image
filter. Both parts are evolved in parallel.

The quality of the evolved filters is compared with several conventional noniterative as
well as iterative filters that are known to provide good results in removing of the particular
type of impulse noise. In order to show the ability of the evolved solutions to improve the
filtered image using the iterative processing, one and two iterations of these filters will be
performed.

Salt-and-pepper impulse noise

Figure 3 summarizes the obtained results for the evolutionary design of switching salt-
and-pepper noise filter. The evolved filter is denoted as F18. The results show that the
evolutionary designed filter exhibits the best results for lower noise intensity (1%-15%) in
comparison with the conventional filters. For higher noise intensity (i.e. greater than 20%)
the AMF produces the images with the highest values of PSNR. However, the difference
between F18 and AMF for these noise intensities is negligible.
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Figure 3: Comparison of various image filters and the evolved salt-and-pepper noise filter
using a set of 30 test images corrupted by salt-and-pepper noise of intensity 1-75%.

To summarize the obtained results, the CGP-based evolutionary system succeeded in
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linear operators, evolutionary design techniques have been utilized to accomplish this task
in the recent years.

The pioneer work in this area has been done by Sekanina who applied Cartesian Genetic
Programming in the image filter design task [36]. Sekanina has shown that evolutionary
design techniques are able to generate slightly better solutions than the standard filters [37].
Unfortunately, his direct evolutionary design approach which works for low noise intensity
does not work for higher noise intensities.

The goal of the research presented in this section is to show that by an innovative combi-
nation of evolved designs and conventional designs we are able to propose the systems that
exhibit at least comparable quality with respect to the conventionally used approaches and
simultaneously significantly reduce the overall implementation cost on a chip in comparison
to standard approaches based on sophisticated filtering schemes, such as adaptive median
filter.

5.1 Theoretical Background

Due to the imperfections of image sensors, images are often corrupted by a noise. The
impulse noise is the most frequently referred type of noise. In most cases, impulse noise is
caused by malfunctioning pixels in camera sensors, faulty memory locations in hardware,
or errors in the data transmission. We distinguish two common types of impulse noise;
the salt-and-pepper noise (commonly referred to as intensity spikes or speckle) and the
random-valued shot noise. For images corrupted by salt-and-pepper noise, the noisy pixels
can take only the maximum or minimum values. In case of the random-valued shot noise,
the noisy pixels have an arbitrary value. Impulse burst noise represents another type of
impulse noise that consists of sudden step-like transitions between two or more discrete
values at random and unpredictable times. In fact it is a variant of a random-valued shot
noise that is characterized by longer duration. However, the impulse burst noise is a specific
kind of noise which is difficult to filter even if a non-linear filter is used.

Traditionally, the impulse noise is removed by a median filter (MF) [1] which represents
the most popular nonlinear filter even if the quality of the filtered images is poor in com-
parison with other advanced techniques. The success of the common median filter is mainly
based on its simple and efficient software as well as hardware implementation. However,
the standard median filter gives a mediocre performance even for images corrupted by im-
pulse noise with lower intensity. The median-based filtering approach has been intensively
studied and extended to several approaches such as center weighted median filter (CWMF)
[18], more general weighted median filter (WMF) [5] or order statistic and weighted order
statistic filter [27]. Nevertheless, all these median-based methods tend to smudge the im-
age since applying the median filtering to the entire image would inevitably remove details
presented in the image.

In order to overcome the main drawback of the median-based filters, a switching-based
median filtering concept has been proposed [40]. This concept splits the filtering process
into two parts — noise detection and noise replacement. The noise detector determines
which pixels are affected by the impulse noise and only these pixels are replaced. However,
the common problem of the proposed detection mechanisms is the necessity to predetermine
the value of a threshold parameter which significantly influences the filtering quality.
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The adaptive median filter (AMF) proposed in [17] is a robust approach which tries
to identify and replace the affected pixels only. In contrast with the previous approaches,
the detection method is based on the statistical ordered filters with gradually increasing
kernel size. Compared to the common median-like filters, AMF provides significantly better
results even for images corrupted with high intensity impulse noise.

Apart from the non-iterative algorithms, the iterative algorithms such as pizel-wise
median of the absolute deviations from the median (PWMAD) [6] or directional weighted
median filler (DWMF) outlined in [7] have been introduced. These approaches provide
very good results if the random valued impulse noise is considered; they do not contain
any varying parameters and require no previous training or optimization. The main dis-
advantage is apparent — the iterative approach places higher requirements for the memory
resources especially in case of hardware implementation.

5.2 Evolutionary Design of Image Filters using CGP

In order to evolve image filters, we have applied cartesian genetic programming at functional
level. A candidate filter is represented using n.qs X Nrows Nodes arranged in a grid. Each
node represents a two-input function which receives two 8-bit values and produces an 8-bit
output. Every image filter is considered as a function (a digital circuit) of nine 8-bit inputs
and a single 8-bit output. Each node can implement one of 8-bit nonlinear/linear functions
such as maximum, minimum, saturated addition, addition, absolute difference, etc.

In order to evolve an image filter capable of removing a given type of noise, the original
uncorrupted image is needed to determine the fitness values of candidate filters. The goal
of CGP is to minimize the difference between the original image and the filtered image.

5.3 Experimental Results

The evolutionary design of image filters is a time consuming process. There is large amount
of training data that have to be evaluated in order to determine the fitness value. In order
to speed up the evolutionary design process and give the evolutionary algorithm possibility
to explore large portion of search space, we have proposed an FPGA-based accelerator.
This accelerator has been utilized in the following experiments.

Evolutionary Design of Salt-and-pepper Noise Filters and Noise-resistant
Edge Detectors

In order to evaluate the performance of the proposed FPGA-based evolutionary platform,
we have arranged four experiments. The objective was to evolve filter for salt-and-pepper
noise of 5%, 10% and 20% intensity and design an edge detector which is able to deal
with input images corrupted by the salt-and-pepper noise. Except the 5%-salt-and-pepper
noise, the other problems were not approached by means of evolutionary design techniques
in literature.

Even if the evolutionary design does not in general guarantee robustness of the evolved
filters (i.e. that they exhibit a similar quality independently on the image content), the
obtained results shown that the evolved filters exhibit very good performance not only
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for the training images but also for the testing images [56]. The results outperform not
only the common median filter but also the more advanced adaptive median filter. The
most significant improvement has been achieved in the last experiment which combines
the edge detector with noise removal. If a conventional edge detector is applied to the
image corrupted by the salt-and-pepper noise, the noisy pixels are significantly amplified
comparing to the evolutionary designed filter. Unfortunately this direct method is not able
to evolve competitive filters for higher noise intensities (e.g. 40%).

Evolutionary Design of Robust Salt-and-pepper Noise Filter

The main feature of evolutionary design of image filters is that each evolutionary run
typically produces a solution having different structure as well as properties. This behavior
is usually undesirable because the evolutionary design does not guarantee the evolved filters
are robust (i.e. that the proposed filters exhibit the constant quality for the whole class
of images corrupted with a given type of noise). However, this feature can be exploited to
create robust image filters [57, 55].

In order to evolve the filters for the bank, we have used the same approach as in
the previous experiment. As a training image we utilized an image which was partially
corrupted by 40% salt-and-pepper noise. Evolution was repeated 100 times. In the end,
the best five filters were selected.

45 T T T

O—0 MF (W=3x3)
O O MF (W=5x5) i
OO MF(W=7x7)

a0F

o—0  AMF (W,
o O AMF (W,

0@ AMF (W
V-V DWMF
| ¢ -V unfiltered

PSNR [dB]

-3
LA i i i i i — N
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
noise intensity [%]

Figure 2: Comparison of various image filters and the extended version of the 3-bank filter
using a set of 25 test images corrupted by salt-and-pepper noise of intensity 5-75%.

To evaluate the quality of the proposed bank, we have compared the resulting filter with
the adaptive median filter on several test images which contain the salt-and-pepper noise
with the intensity from 5% up to 75% corrupted pixels. Figure 2 summarizes the results of
filtering properties of the proposed 3-bank filter, adaptive median filters, standard median
filters and the DWMF filter which utilizes filtering windows of unlimited size.

Surprisingly, only three filters utilized in the bank are needed to obtain a bank filter
which produces images of at least comparable visual quality to the adaptive median filter.
We are convinced that this success is caused by the fact that although these filters perform
the same task, they operate in a different way. While the median filter gives as its output
one of the pixels of the filtering window, evolved filters can sometime produce new pixel
values.



