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Abstract 
In this thesis, we propose an approach for modelling hidden and unknown processes and 

subprocesses in the example of a seaport logistics area. Having the underlying process model 

makes it possible to exploit more advanced algorithms since deviations and main paths are 

becoming visible and better controlled. The obtained model is the foundation for the core research 

of this work and will be enriched with key performing indicators and their forecast by applying 

advanced process mining, statistics, and machine learning techniques. The main difference of the 

approach is that we take as a target variable not any specific value, but the object – a process 

variant or a process type with a set of parameters. Bottleneck analysis, from one side, and 

predictive analysis, on the other hand, are enforced with context-aware information, especially 

with these additional objective process attributes. Furthermore, the support of the descriptive (As 

is) current process model with certain notation and the integration with relevant bottleneck and 

predictive methods compromise the advantages of the approach. The work primarily focuses on 

the design of algorithms and methods for supporting logistics data analysis. However, it can be 

adjusted and applied to other areas accordingly, which makes the approach flexible and versatile. 

The result of the work is the framework for unstructured process modelling and the key process 

parameters predictive method. This analysis of processes with their attributes might be used for 

decision-making systems and process maps in future. 
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Abstrakt 
V této práci navrhuji přístup k modelování skrytých a neznámých procesů a podprocesů na 

příkladu logistiky námořního přístavu. Základní procesní model umožňuje využívat pokročilejší 

algoritmy, protože odchylky a hlavní cesty jsou viditelnější a lépe kontrolovatelné. Získaný model 

je základem pro stěžejní výzkum této práce a je obohacen o klíčové ukazatele výkonnosti a jejich 

predikci použitím pokročilých technik procesního dolování, statistiky a strojového učení. Hlavní 

rozdíl v přístupu je v tom, že jako cílovou proměnnou neberu žádnou konkrétní hodnotu, ale 

objekt – variantu procesu nebo typ procesu se sadou parametrů. Analýza úzkých míst na jedné 

straně a predikční analýza na druhé straně jsou založeny na informacích, které jsou zlepšené 

pomoci context-aware informace, zejména těmito dalšími objektivními atributy procesu. Kromě 

toho podpora deskriptivního (Jak je) aktuálního procesního modelu s určitou notací a integrací s 

relevantními metodami detekce úzkých míst a prediktivními metodami doplňuje výhody tohoto 

přístupu. Práce se primárně zaměřuje na návrh algoritmů a metod pro podporu analýzy 

logistických dat. Lze je však odpovídajícím způsobem upravit a aplikovat na jiné oblasti, díky 

čemuž je přístup flexibilní a universální. Výsledkem práce je postup pro modelování 

nestrukturovaných procesů a metoda predikce klíčových parametrů procesů. Tato analýza procesů 

s jejich atributy může být v budoucnu využita pro systémy rozhodování a procesní mapy. 
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Chapter 1 

Introduction 
 

With the spectacular growth of data information systems play a main role in today’s business 

processes as the digital universe and the physical universe are becoming more and more aligned. 

The expansion of the digital universe that is well-aligned with processes in organizations makes 

it possible to record and analyze events. Nevertheless, organizations have problems extracting 

significant value from these data, because most of the data stored in the digital universe are 

unstructured. In the constant competition, entrepreneurs are forced to act quickly to keep afloat. 

Smart and robust field planning and development are essential to ensure the profitability and 

success of future fields under low-price scenarios and challenging environments. Using modern 

mathematics methods and algorithms helps to quickly answer questions that can lead to increased 

efficiency, resource utilization, improving productivity and quality of provided services, 

minimizing environmental impact and costs. People and digital technologies collaborate, using, 

for instance, advisory systems (recommendation systems, decision-making systems), where 

decisions are made by humans based on recommendations from a decision-support system. 

However, there are quite new and powerful methods that are keeping data scientists’ attention 

recently. It not only allows organizations to fully benefit from the information stored in their 

systems, but it can also be used to check the conformance of processes, detect bottlenecks, and 

predict execution problems. 

An ongoing trend is in the future balancing between domain experts and data scientists. 

Insights and lessons learned from other industries can and should be exploited and new digital 

and automation technologies tailored for the logistics industry should be developed. Last decades, 

the question of creating hybrid professions has been raised more and more often due to the lack 

of specialists in related industries (the main topic of the conference HMS 2018 which was held in 

Budapest). Data scientists have to know not only modern analytical methods and information 

technologies but also understand the nature of data and processes they are going to analyze to 

provide correct and valuable results. Such specializations as analytics, business owners, data 

scientists and process miners have not separated anymore. It creates more requirements for 

analysts as well as flexibility and power to apply recent algorithms in a creative better way. 

Having deep knowledge of mining algorithms and any applying areas- logistics, industry, 

education, economics, etc. – brings new aspects to the process analysis. This work focuses on the 

application domain - logistics, especially on sea-port logistics, from the one side and process 

mining methods – from another side. The industry is struggling to find out how to efficiently 

utilize data. To elaborate, there is considerable potential in the use of process mining, statistics 

and machine learning techniques to transform historical data and real-time production data into 

actionable advice in daily operations, also denoted as short-term production optimization. 

The reason to take port logistics processes is prevailing recently preconditions (for more details 

see section 2.2.5 Prerequisites for applying advanced mining methods), which make it possible to 

apply and examine prominent algorithms of process mining in a new field. Combining knowledge 

of logistics processes and modern methods of analytics - process mining, data mining, machine 

learning and statistics – can undoubtedly help improve both fields and adopt algorithms to a wider 

range of process types. The results of its use directly depend on the settings and understanding of 

the analyzed process. Therefore, we describe problematics, motivation and solutions for two sides 

of the research. 
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1.1 Goal of the Thesis. Research subgoals 
 

The main aim of the research described in theses thesis is to extract knowledge and models from 

real-world raw event logs from interconnected processes and to identify problems to further 

improve the complex non-structured processes. All these data will be collected, transformed and 

analyzed to build the groundwork for predictive and bottleneck analysis of port processes. By 

closely working with domain experts, predictive models based on machine learning and statistics 

will be developed for the prediction of resource needs, activities, operations, and potential delays, 

and deviations. In turn, a new-found bottleneck detection method helps to highlight the risk/weak 

places of the model, which impacts the prediction of key parameters. The difference from other 

research is in applying so-called context aware information (process variants) as an input value 

for the proposed algorithms. 

A prototype decision support system can then be developed for different participants involved 

in the interconnected logistics processes. Thus, we will try to combine and empower process 

mining results with advanced methods of data mining, machine learning and statistics fields. 

The additional subgoal was to find a solution to clean the data with abnormal distribution in 

the correct way and to apply appropriate metrics based on the nature of the data distribution. The 

possible ways to solve this and other data quality issues will be described. 

In terms of logistics area, the next subgoals were followed and achieved: 

 

• To improve the understanding of the properties of the chain of nautical handling processes 

directed at maritime ships around seaport, from arrival to departure. 

• To develop valid and practicable methods for modelling logistics processes, from a 

complex system perspective. 

• To design strategies for further use of the obtained process model. 

• Besides these goals, the thesis summarizes recent research, technologies, methods, and 

challenges of the current state of process mining, forecast models and bottlenecks 

detection methods. 

 

1.2 Relevance. Motivation. Methodology 
 

Relevance. According to the last articles, conferences, and webinars on the process mining 

topic1– the more we apply its algorithms to new process domains, the newer interesting 

challenges, which deepen our knowledge and understanding of process nature, occur. For 

instance, dealing with the unstructured process model and empowering the model with additional 

parameters still remain to be one of the important process mining challenges. The relevance of 

the research for process mining will be described in detail in section 2.1.7. Existing issues and 

challenges. 

Furthermore, current European logistics projects such as SmartPort2, SwarmPort3, Indeep4, 

IoT for Agri are looking for new methods to structure and control nautical processes to choose 

the most appropriate one. They describe the relevance of the research with next points: 

 

• So far, no one has made the link between the new port performance analysis models from 

economics, which provide theoretical rigor, and collaborative port system designs, which 

describe stakeholder behavior in daily business terms. 

• Until now, there has been no attempt to represent interconnected port processes in a 

behaviorally validated descriptive setting (e.g. single terminals or modes of transport). 

 

 
1 www.fluxicon.com/camp/2022 
2 www.smartport.nl/en 
3 www.tudelft.nl/en/2017/infrastructures/swarmport/ 
4 www.indeep-project.org 
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• There does not exist yet a single complete tool that would allow us to study such complex 

systems and their dynamics. Maritime port systems represent a major challenge both from 

a theoretical and practical point of view and require the development of innovative tools 

for the analysis and synthesis of such systems. 

 

Motivation. The motivation was to combine knowledge from interconnected areas, and 

studies of the latest scientific sources and to confront them with the available tools, methods and 

technologies. The term Process mining was first coined in a research proposal written by the 

Dutch computer scientist Wil van der Aalst ("Godfather of Process mining")5. Thus began a new 

field of research that emerged under the umbrella of techniques related to data science and process 

science at the Eindhoven University in 1999. Now, process mining is a promising approach 

having already many communities, practitioners and research groups around the world. It can fill 

the gap between traditional model-based process analysis (e.g., simulation and other business 

process management techniques) and data-centric analysis techniques such as machine learning 

and data mining. In their turn, researchers try to adopt the method for as many as possible 

processes and improve the implementation of algorithms and readability of the process model. 

 

Methodology. We can identify several promising approaches to better analyze and synthesize 

complex processes with their key aspects and attributes. These approaches have not been applied 

rigorously to logistics processes so far. The methodology consists of five distinctive steps: 

logistics event log extraction, data preprocessing, process modelling for a complex non-structured 

process, bottleneck detection analysis and a two-step predictive model, including results of all 

previous steps. The scheme for the research is presented below. All steps will be discussed in the 

second chapter for methodology. 

 
Figure 1.1: The roadmap of the current research 

 

The results of the work are presented as a consistent set of methods and techniques, which are 

strongly interconnected and depend on each other results: 

• a framework to deal with unstructured and unknown process modelling using additional 

parameters of the processes. This framework enables terminals to rapidly construct a 

robust, reliable and transparent model to which others, in turn, can connect their own 

services. In terms of process mining, the framework shows the way of revealing hidden 

(also unused and unknown) subprocesses and handling spaghetti (non-structured, non-

readable, poorly regulated and entangled processes) process models as well as presenting 

new perspectives/types of the process. Once it is developed, the process model can be 

used as a foundation and be enriched with additional parameters for recommendation or 

forecasting systems.  

• Proposal of the combined bottleneck detection method for the defined process model 

using context-aware information to detect weak points. 

• Develop predictive models based on machine learning, statistics and process mining 

technologies using process types and results of bottleneck algorithm as predictor 

variables. The terminal operator can get the opportunity not just to better plan schedules, 

but also know risks, times, costs, next possible activity in the process. 

 
5 https://en.wikipedia.org/wiki/Process_mining 
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1.3 Structure of the Thesis 
 

The thesis deals with process modelling and enhancement of this model with additional key 

performance parameters, which can be used in future as a significant part of a process map. To 

pursue this goal, the research structure is proposed as follows and concluded in five chapters: 

 

1. In the Chapter 1, the reader is informally and briefly introduced to the goals, tasks and 

methodology of the current work. Main directions and questions are assigned here and 

will be considered in detail in the following chapters. 

2. Chapter 2 presents the theoretical part used in the thesis. This part of the research will 

be dedicated to reviewing the state of art and understanding process mining terminology 

and insights. The most important information about process mining, its methods and 

techniques, and current research in the area are described here. Also, we will discuss 

widely used and applied methods of bottleneck detection analysis as well as predictive 

models. Since our research has a hybrid type, one section of the chapter will be dedicated 

to logistics processes in the seaport domain. We will form preconditions for applying 

the proposed methods and discuss the current situation. The main focus of the chapter 

is to define the benefits of existing approaches and then, to see their disadvantages, 

problematics and current challenges. Issues and challenges are summarized at the end 

of each section.  

3. After the review of the state of art, the next stage is to modify and adjust existing 

methods to apply them to our logistics application domain. The invented framework for 

process modelling describes each step thoroughly. The proposed methods and 

algorithms for cleaning, modelling, and analyzing data will be described in the Chapter 

3. Also, we take a look at their difference from existing methods and improvements 

made. This chapter is the core of the research and proposes the solution to issues, 

mentioned in the previous chapter. 

4. The next step will apply the new defined methods and metrics to the logistics process. 

We will provide a case study and evaluate the applicability of the proposed approaches. 

A set of tools will be also presented in this part. This part is shown in the Chapter 4. 

5. Last stage of the research will remind the initial motivation for the work – a creation of 

a process map. We will summarize all accomplished work and contributions, the main 

ideas and results. Also, possible directions for future research will be assigned in the 

final Chapter 5. 
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Chapter 2 

State of the Art. Data science and 

process modelling 
 

If you cannot describe what you are doing as a process,  

you do not know what you are doing 

W. Edwards Deming 

 

People are increasingly surrounded by internet-connected devices that generate and exchange data 

in high volumes and at an unprecedented pace. Big data is an evolving term that describes any 

voluminous amount of structured, semi-structured and unstructured data that has the potential to 

be mined for information [1]. Although big data does not refer to any specific quantity, the term 

is often used when speaking about petabytes and exabytes of data. 

Because big data takes too much time and costs too much money to load into a traditional 

relational database for analysis, new approaches to storing and analyzing data have emerged that 

rely less on data schema and data quality. Instead, raw data with extended metadata is aggregated 

in a data lake and machine learning and artificial intelligence (AI) programs use complex 

algorithms to look for repeatable patterns. 

Data science is the profession of the future because organizations that are unable to use (big) 

data in a smart way will not survive. Clive Humby even offered to use the metaphor “Data is new 

oil” to emphasize what important role data plays nowadays [2]. It is not sufficient to focus on data 

storage and data analysis. The data scientist also needs to relate data to process analysis to 

understand the nature and structure of the process. One of the effective approaches to cover these 

needs is process mining. Generally speaking, process mining bridges the gap between traditional 

model-based process analysis (e.g., simulation and other business process management 

techniques) and data-centric analysis techniques such as machine learning and data mining (see 

Figure 2.1). 

 
 

Figure 2.1: Positioning of process mining in the analytics [3] 

 

More and more information about business processes is recorded by information systems and 

can be presented or transformed into the form of so-called event logs, which is a start point for 

process mining. Although event data are omnipresent, organizations lack a good understanding 

of their actual processes. Management decisions tend to be based on PowerPoint6 diagrams, local 

 
6 www.microsoft.com/en-us/microsoft-365/powerpoint 
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politics, or management dashboards rather than careful analysis of event data. The knowledge 

hidden in event logs should be turned into actionable information. Advances in data mining made 

it possible to find valuable patterns in large datasets and to support complex decisions based on 

such data. However, classical data mining problems such as classification, clustering, regression, 

association rule learning, and sequence/episode mining are not process-centric. Talking of 

differences between data mining and process mining we can make a comparison like between 

relational databases and object-oriented – in the first case, we are working with data, in the second, 

objects (end-to end processes) can be handled. Approaches are different and cannot replace each 

other, but what is more effective, merging them can enrich the results of analysis and bring it to 

the next level. 

The main challenge today is not to generate more data but to turn data into real value. 

Therefore, data science is a new engineering discipline and the main driver for innovation in the 

years to come, because it can help with getting knowledge from big data. Data science aims to 

answer questions in the following four categories: 

 

• Reporting: What happened? 

• Diagnosis: Why did it happen? 

• Prediction: What will happen? 

• Recommendation: What is the best that can happen? 

 

Figure 2.2 shows what areas data science covers and one can see that it is a very broad and 

powerful domain [3].  

 

 
 

Figure 2.2: Possible analytics areas of data science 

 

For answering above-mentioned questions there are different disciplines. Some of them can 

help to analyze event data, another – to handle large volumes of events. It can be said that 

combining advanced methods of data mining, machine learning and statistics fields will empower 

process mining results. 

Figures 2.2 and 2.3 show few widely used areas that help to simplify work with data and their 

interconnection. We can see positioning of techniques, which will be used and described in 

following sections– data and process mining, statistics, machine learning and domain knowledge 

(logistics processes in our case). 
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According to the source [4], the Data Science pattern includes four main parts needed for a 

proper data analysis: 

 

• Modeling. It is a graphical representation of business processes or workflows, where each 

individual step is presented and connected to others. Shows end-to-end overview in the 

context of the business field. This part, in turn, includes next methods: linear regression, 

k-means clustering, non-linear regression, logistic regression, hierarchical clustering, 

Naïve Bayes classifier, SVM (Support Vector Machine), random forest, decision tree, 

neural network methods, petri nets, etc. 

• Optimization – is an adjustment of a process so as to optimize some specified set of 

parameters to get better organizational or performance results. Methods: regularization, 

bagging (Bootstrap aggregating), boosting. 

• Feature preparation. This part is the most crucial. All algorithms and their results are 

useless once the appropriate well-prepared data set is unobtainable. Methods to 

preprocess data set and process features: discretization, feature scaling, feature imputation 

(dealing with missing values), feature selection, and feature extraction. 

• Validation. After results are obtained, they should be evaluated by mathematician metrics 

or techniques like ROC curve (Receiver Operating Characteristics), confusion matrix, 

cross-validation, holdout method, RMSE (Root-mean-square deviation), MAE (Mean 

Absolute Error), MSE (Mean squared error), etc. 

 

Most of these methods, techniques and tools are created with one purpose – minimalize big 

data by getting only necessary noiseless useful data. In the next chapters, we will be dealing with 

these data science parts and describe their problematics. Moreover, we look at how the results of 

one technique can be empowered by another. 

  

To handle large volumes of events 

To analyze event data 

Context Part 

Figure 2.3: Placement Process Mining in the common scheme of Data Science 
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2.1 Process modelling and context-aware information 
 

There is a wide range of ways to define the concept of a business process. A business process is 

the combination of a set of activities within an enterprise with a structure describing their logical 

order and dependence whose objective is to produce the desired result [5]. And when this 

definition is considered, one realizes that business processes are everywhere in our daily lives. 

Processes are crucial parts of our industries and organizations [6]. 

Process modelling is the graphical representation of business processes or workflows. Like a 

flow chart, individual steps of the process are drawn out so there is an end-to-end overview of the 

tasks in the process within the context of the business environment [7]. Business process 

modelling enables a common understanding and analysis of a business process. A process model 

can provide a comprehensive understanding of a process. In this work, we divide process models 

into normative (To be, de jure models) and descriptive (As is, de facto models) types. The 

normative (assumed) process models are created usually by domain experts and business owners. 

They describe the ideal process in the company with roles and can be used for training new staff 

and understanding organization workflows and their cooperation. The descriptive type of model 

shows a current process and is made by algorithms based on raw data. The obtained model is used 

for optimization, improvement, and enhancement of the real process and can be the basis for 

recommendation or decision-making systems as well as for process maps. The focus of this work 

is the descriptive model and in order to obtain it, process mining techniques are applied. 

 
2.1.1 Process Mining. Basic concepts 

 
Process mining (PM) – a set of techniques, tools, and methods to discover, monitor, and improve 

real processes (i.e., not assumed processes) by extracting knowledge from event logs commonly 

available in today’s (information) system [3]. 

PM seeks the confrontation between event data (i.e., observed behaviour) and process models 

(hand-made or discovered automatically). This technology has become available only recently, 

but it can be applied to any type of operational process (organizations and systems). The range of 

hodiernal applications is wide. Here are some of them listed:  

 

• analyzing treatment processes in hospitals [8],  

• improving customer service processes in a multinational environment [9],  

• understanding the browsing behaviour of customers using a booking site [10],  

• analyzing failures of a baggage handling system, 

• improving the user interface of an X-ray machine [11].  

 

All of these applications have in common that a dynamic behaviour needs to be related to 

process models. 

There are two main drivers for the growing interest in process mining: 

 

1. More and more events are being recorded, thus, providing detailed information about the 

history of processes. 

2. There is a need to improve and support business processes in competitive and rapidly 

changing environments.  

 

PM provides an important bridge between BI and BPM, data mining and workflow. It includes 

(automated) process discovery (i.e., extracting process models from an event log), conformance 

checking (i.e., monitoring deviations by comparing model and log), social network/organizational 

mining, automated construction of simulation models, model extension, model repair, case 

prediction, and history-based recommendations. 
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In the table below, there are pointed various directions of analysis and significant questions 

that PM can answer to. 
Table 2.1: Process mining use cases and their focus groups 

 
№ Use Case Questions Group of questions 

1 Detection of real-world 

business processes 

What is the process that actually (and 

not in words and not in theory) 

describes current activities? 

coherence 

2 Search bottlenecks in 

business processes 

Where are places in the process, 

limiting the overall speed of its 

implementation? What causes these 

places? 

productivity 

3 Detection of deviations 

in business processes 

Where the actual process deviates from 

the expected (ideal) process? Why are 

there such deviations? 

coherence 

4 Search fast / short cuts 

execution of business 

processes 

How to perform the process of the 

fastest? How to perform a process for 

the least number of steps? 

productivity 

5 Prediction of problems 

in business processes 

Is it possible to predict the occurrence 

of delays or deviations or risks in the 

performance of the process? 

productivity/ 

coherence 

 

So, in common, PM use-cases are focused for the next main questions: 

 

• What is the process that people really follow? 

• Where are the bottlenecks in the process? 

• Where do people (or machines) deviate from the expected or idealized process? 

• How to redesign a process to improve its performance? 

• What is likely to happen in the future?  

• What are the highways in my process?  

• Can we predict problems (delay, deviation, risk, etc.) for running cases?  

• Can we recommend countermeasures? 

 

PM has been deployed successfully in many studies and real applications in various domains 

such as healthcare [11], software development [12], and education [13]. However, there are few 

works related to the logistics domain [14, 15] and most of the time algorithms are applied to 

artificially generated event logs. 

 

Event Log 

The first step to start with PM techniques is to create an event log. Event Log (EL) is a collection 

of cases, where each element refers to a case, an activity and a point in time (timestamps).  

To define event log, we can use the next formula: 

 

𝐸𝐿 =< 𝐶, 𝐴, 𝑇𝑠, 𝑇𝑒 , 𝑅, … >    (2.1) 

 

where  

 

• C (case ID) – instances (objects), which is arranged sequence of activities. The sample of 

cases can be a user id on the website, a patient case number in the hospital, a document 

id, or even a resource name. C defines the scope of the process. 

• A (activity name) – actions performed within the EL, or operations in the process. Each 

step which was recorded plays the role of activity. Activity determines the level of detail 
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for the process steps. 

• Ts,Te (timestamps) – date and time of recording log events, the start and end of each 

activity accordingly. Timestamps determine the order of the activities in the process. 

• R (resource) - holds the key actors in the log of events (those who perform actions in the 

EL). 

 

Each EL should combine these main parameters to make it possible to apply process mining 

algorithms. Additional process attributes can help with more advanced analysis for prediction and 

bottleneck analysis and will be considered in the section Context awareness.  

Figure 2.4 shows the sample of basic attributes of the events in the logs. The case is patient id 

and the process is his/her treatment in a hospital. 

 

 
 

Figure 2.4: Example of event log (the selection of the attributes depends on  

the purpose of analysis)7 

 

Using Figure 2.4, some assumptions about event logs can be made: 

 

• A process always consists of cases. 

• A case consists of events such that each event relates to precisely one case. This 

assumption can be reconsidered according to last challenges in process mining which will 

be described later. 

• Events within a case are ordered.  

• Events can have attributes as well as processes themselves. 

• Examples of typical attribute names are activity, time, costs, and resources. 

 

Sources of event data can be obtained in different systems, logs, emails and so on. For instance, 

to create an EL with the needed attributes next sources can be exploited:  

 

• database system,  

• transaction log (e.g. a trading system),  

• business suite/ ERP system/CRM (SAP, Oracle, Agile, Siebel, etc.),  

• message log (e.g. from IBM middleware),  

• open API providing data from websites or social media,  

• CSV (comma-separated values) or spreadsheet etc. 

 

When extracting an event log from different sources, there are certain challenges that can occur 

and should be processed before applying modelling algorithms: 

 

 

 
7 www.processmining.org/event-data.html 
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1. Correlation. Events in an event log are grouped per case. Often, this requirement is 

challenging as it requires event correlation, i.e. events need to be related to each other. 

The case should be defined in advance and be the core for further analysis. 

2. Timestamps. Events need to be ordered per case. There are common issues with 

timestamps: only date information – no detailed data is available and recorded, different 

clocks, delayed logging and scanning.  

3. Snapshots. Cases may have a lifetime extending beyond the recorded period, e.g. a case 

was started before the beginning of the event log. One should define the start and end 

point of the processes for the case. 

4. Scoping. There is an issue to decide which tables to incorporate and how much data to 

analyze. It strongly depends on the specific cases and can be solved with domain experts.  

5. Granularity. The events in the event log are at a different level of granularity than the 

activities relevant to end users. 

 

Additionally, event logs without preprocessing have so-called noise and incompleteness 

issues. The first one means the event log contains rare and infrequent behaviour not representative 

for the typical behaviour of the process. In turn, the incompleteness is when the event log contains 

too few events to be able to discover some of the underlying control-flow structures. There are 

many methods to clean data and use only useful data as filtering and data mining techniques. Part 

3 of this thesis will demonstrate possible solutions to deal with these issues. 

Finally, it is worth mentioning some extensions of event logs: 

 

• Transactional information on activity instance:  an event can represent a start, complete, 

suspend, resume, and abort. This additional information is valuable to create transitional 

systems and predictive analysis. 

• Case versus event attributes: case attributes don’t change, e.g. the birth date or gender, 

whereas event attributes are related to a particular step in the process and change during 

the time. 

 

All process mining techniques assume that it is possible to sequentially record events such that 

each event refers to an activity (i.e., a well-defined step in some process) and is related to a 

particular case (i.e., a process instance). Event logs may store additional information about events. 

In fact, whenever possible, the process mining techniques use extra information such as the 

resource (i.e., person or device) executing or initiating the activity, the timestamp of the event, or 

data elements recorded with the event (e.g., the size of an order). Extracting of event log for 

logistics will be described in the Chapter 3. 

 

2.1.2 Types of Process Mining 

 
To understand the capabilities of PM, it is important to understand types of this technique. There 

are three main types of process mining (see Figures 2.5 and 2.6) [3].  

 

1.  The first type of process mining is discovery. A discovery technique takes an event log 

and produces a process model without using any a-priori information. An example is the 

Alpha-algorithm that takes an event log and produces a process model (e.g. a Petri net) 

explaining the behaviour recorded in the log. The discovered process model is used as a 

basis for two other types. 

2. The second type of process mining is conformance. Here, an existing process model is 

compared with an event log of the same process. The conformance checking can be used 

to check if reality, as recorded in the log, conforms to the model and vice versa. Process 

conformance focuses on the alignment between the actual process and its model. Several 

studies reveal that models often deviate from reality. For example, in order to react in 

urgent situations, processes require flexibility to take corrective actions [16]. 
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Conformance checking illustrates where the actions and activities are altered. This kind 

of information can be used to improve business processes to be more corresponding with 

the real world. Meanwhile, in some cases, is it crucial to assure that the actual procedure 

is aligned with the model such as detecting abnormal processes or fraud. In this context, 

conformance checking methods could reveal alignment between actual procedures and 

models. 

3. The third type of process mining is enhancement. The main idea is to extend or improve 

an existing process model using information about the actual process recorded in some 

event log. Whereas conformance checking measures the alignment between model and 

reality, this third type of process mining aims at changing or extending the a-priori model. 

An example is the extension of a process model with performance information, e.g., 

showing bottlenecks. The discovered models can be used in further analysis such as 

finding bottlenecks and optimizing resource allocation.  

 

Furthermore, combining process mining types with other methods helps achieve the objective 

of the work’s goal. The concept of a data mining, statistical, and machine learning can be 

integrated to discover specific questions for different process mining types. For instance, standard 

classification methods can be applied to find the decision point in a process model [17]. Moreover, 

integration with other methods can be used for prediction and recommendation at runtime. 

PM types in terms of inputs and outputs are presented below: 

 

 
 

Figure 2.5: The three basic types of process mining explained in terms of input and output [26] 

 

There are three main relations between process model and event log [3]: 

 

1. Play-Out (model→behavior) – to represent the behavior of the system/process, next 

methods can be used: Petri nets, Workflow and Simulation engine, management games, 

model checking. 

2. Play-In (logs→model) – to create the process model, different event logs are explored by 

α-algorithm, data mining techniques (decision tree, association rules). 

3. Replay – to check performance and process deviations, as well as to evaluate the model, 

event logs can be replayed on the obtained process model.  

 

Summarizing the above, the holistic view of process mining types and relations between 

process model and event log is shown in Figure 2.6. 
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Orthogonal to the three types of mining, different perspectives can be defined. 

 

• The control-flow perspective. Focuses on the ordering of activities, the goal of mining – 

to find a good characterization of all possible paths (can be expressed in a Petri net or 

some other notation as EPCs, BPMN, UML, etc.). 

• The organizational perspective. Focuses on the information about resources hidden in the 

log, goal is to either structure the organization by classifying people in terms of roles and 

organizational units or to show social network; to structure the organization by classifying 

people. 

• The case perspective. Focuses on properties of cases. 

• The time perspective. It’s concerned with the timing and frequency of events. It makes it 

possible to discover bottlenecks, measure service levels, monitor the utilization of 

resources and predict the remaining processing time of running cases. 

 

The common use of process mining usually ends with a control-flow perspective. However, it 

should be just a start point for the advanced analysis. Once modelled behaviour and real behaviour 

are aligned it gives the opportunity to include other perspectives of process mining, what can be 

beneficial in terms of online prediction, automated process improvement, resource 

recommendation, etc. The current work focuses mostly on control-flow, case, and time 

perspectives. 

 

2.1.3 Process discovery – process modelling 

 
Process discovery (PD) is the fundamental task for process mining. PD techniques generate 

process models reflecting the actual processes. These models provide specific information such 

as the process bottleneck, the delays, or process deviation [18]. This type of PM can help to find 

out a descriptive process model. Based just on an event log, a process model is constructed thus 

capturing the behaviour seen in the event log.  

 

 

 

 

 

Replay 

Play-In 

Play-
Out 

 

Figure 2.6: Positioning of the three main types of PM with highlighting areas of 

relations between a process model and event log [3] 
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Depending on the goal of process modelling, the most common algorithms of process 

discovery type are [19, 20]: 

 

• Alpha Miner; 

• Alpha+, Alpha++, Alpha#; 

• Fuzzy miner; 

• Heuristic miner; 

• Multi-phase miner; 

• Genetic process mining; 

• Region-based process mining (State-based regions and Language based regions); 

• Classical approaches not dealing with concurrency (Inductive inference [21] and 

Sequence mining). 

 

In addition, any discover technique requires representational bios. It helps limit the search 

space of possible candidate models. Also, it can be used to give preference to particular types of 

models. It is important to observe process discovery is, by definition, restricted by the expressive 

power of the target language. Therefore, representational bias is the selected target language for 

presenting and constructing process mining results. Because every notification is not universal 

and has its limitations (e.g. silent steps, work with duplicate activities, with concurrency and 

loops, etc.) and benefits, it recommends trying different variants to correct the interpretation of a 

process. There are commonly used notifications for representing of an obtained process model to 

end-user: Workflow Nets, Petri Nets, Transition Systems, YAWL, BPMN, UML, Directly-

Follows Graph (DFG), Causal nets (C-nets) and Event-Driven Process Chain (EPCs). 

The following are the main characteristics of PD algorithms: 

 

1. Representational bias: 

 

• inability to represent concurrency;  

• inability to deal with (arbitrary) loops; 

• inability to represent silent actions;  

• inability to represent duplicate actions;  

• inability to model OR-splits/joins;  

• inability to represent non-free-choice behaviour;  

• inability to represent hierarchy.  

 

2. Ability to deal with noise. 

3. Completeness notion assumed. 

4. Used approaches - direct algorithmic approaches (α-algorithm), two-phase approaches 

(TS, Markov model plus WF-net), computational intelligence approaches (genetic algorithm, 

neural networks, fuzzy sets, swarm intelligence, reinforcement learning, machine learning, 

rough sets), partial approaches (mining of sequent patterns, discovery of frequent episodes), 

etc. 

 

Based on these characteristics, one can choose an appropriate algorithm responding to the 

requirements for process modelling. For the goals of the current work, the fuzzy mining algorithm 

was chosen as the main one to explore the process model.  

 

Fuzzy mining 

Fuzzy mining (FM) [22] is related to a heuristic mining algorithm and aims to extract less 

structured and complex processes. The existing algorithms of process mining like α-mining and 

heuristic mining encounter problems when they have to deal with processes from a restrictive 

environment as it is often found in reality.  
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In this research, the FM is deployed for our use case as it is robust to less structured and 

complex processes. As a result, the FM is capable of providing understandable process models 

from dynamic logistics processes. In contrast, α-mining and heuristic mining often encounter 

problems when they have to deal with processes from flexible environments. The resulted models 

from these algorithms when mining these types of processes are unstructured and hard to 

comprehend, resulting in so-called spaghetti models. FM provides a high-level view on the 

process and abstracts from undesired details.  

FM involves in identifying two fundamental metrics, significance and correlation [23].  

The significance metric takes the frequency of events into an account. The events which are 

more frequent are more important. The correlation metric is used to determine how closely related 

two events following one another are. The highly significant activities are contained in the 

simplified model. The less significant activities but highly correlated are integrated and present 

as a cluster in the simplified model. The less significant and weakly correlated activities are 

removed from the simplified model [67].  

Three metrics are used for measuring significance and correlation:  

 

• unary significance,  

• binary significance,  

• binary correlation.  

 

Unary significance is composed of two primary metrics. The first one is frequency significance 

which measures how often a certain event class was observed in event log. Another metric is 

routing significance. It helps to identify important routing nodes. For instance, the higher the 

number of the difference between the incoming arcs and outgoing arcs, the more important the 

node is in terms of routing.  

Binary significance relates to a precedence relation between two event classes, which can be 

used for selecting the edges that will be included in simplified process models. The frequency 

metric can be used to identify the relationship between two event classes. The more frequent two 

classes are observed in event logs in a sequence, the more significant their relationship is. Another 

metric that can be used to identify relationships is distance significance which is used for isolating 

behaviour of interest. Binary correlation measures the distance of events in a precedence relation, 

for example, how closely related two events following one another are.  

Binary correlation is the key indicator used for the decision between aggregation and 

abstraction of less-significant behaviour.  

Let 𝑁 be the set of nodes in a process model, and let the matrix 𝑠𝑖𝑔: 𝑁 × 𝑁, be a relation 

assigned to each pair of nodes 𝐴,𝐵 ∈ 𝑁. The relative significance of their ordering relation is as 

follows [67]. 

 

𝑟𝑒𝑙(𝐴,𝐵) = 1 2 ( 𝑠𝑖𝑔(𝐴.𝐵) ∑ 𝑠𝑖𝑔(𝐴,𝑋) 𝑋∈𝑁 ) + 1 2 ( 𝑠𝑖𝑔(𝐴.𝐵) ∑𝑋∈𝑁𝑠𝑖𝑔(𝑋,𝐵) )  (2.2) 

 

Relative significance can be used to determine the offset between both (A,B) and (B,A) 

relations’ relative significances. For example, the offset gap can be expressed as follow. 

 

𝑜𝑓𝑠(𝐴,𝐵) = | 𝑟𝑒𝑙(𝐴,𝐵) − 𝑟𝑒𝑙 (𝐵,𝐴)|     (2.3) 

 

Relative significance, an offset between 𝐴,𝐵 ∈ 𝑁, and thresholds can be used to identify the 

relationship between nodes and edges of the process models. For example, if 𝑟𝑒𝑙(𝐴,𝐵) and 

𝑟𝑒𝑙(𝐵,𝐴) exceed a specified preserve threshold value, (A,B) and (B,A) will be preserved for the 

simplified process models. Or, in the case of one of the conflicting relation’s relative significance 

is below this threshold and 𝑜𝑓𝑠(𝐴,𝐵) also exceeds the specific ratio, the relative significance of 

both conflicting relations differs. Thus, we can remove the less significant relation out of the 

simplified process model. Otherwise, i.e. if at least one of the relationships has a relative 
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significance below the preservation threshold and their offset is less than the ratio threshold, both 

relations can be determined as concurrent. However, both edges are removed from the simplified 

process models as they do not meet the factual ordering relation. The algorithm is implemented 

in various software such as Disco, Prom, and Celonis and can be adjusted accordingly to the 

functionality. The sample of the algorithm applied in Disco can be found in Appendix A and F. 

 

Directly-follows graph (DFG) 

To construct DFG we should follow next terms [24].  

An 𝑎𝑎-event is an event that corresponds to the activity 𝑎𝑎. A trace (also called process 

variant) 𝜎𝜎 = 〈𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3, … , 𝑎𝑎𝑛𝑛〉 is a sequence of activities. #EL(𝜎𝜎) is the number of cases 

in the event log EL  that correspond to the trace 𝜎𝜎. Note that many cases may have the same 

trace. # EL (𝑎𝑎) is the set of 𝑎𝑎-events in the event log EL. # EL (𝑎𝑎, 𝑏𝑏) is the number of times 

an 𝑎𝑎-event is directly followed by a 𝑏𝑏-event within the same case. Without loss of generality, 

we assume that each case starts with a start event (denoted ►) and end with an end event (denoted 

∎).  

If such start and end activities do not exist, they can be added to the start and end of each case. 

Hence, traces (process variants) are of the form 𝜎𝜎 = {►, 𝑎𝑎2, 𝑎𝑎3, … , 𝑎𝑎𝑛𝑛−1, ∎} where the 

start and events only appear at the start and end. 

A DFG is a graph with nodes that correspond to activities and directed edges that corresponds 

to directly-follows relationships. There are three parameters, i.e., 𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣, 𝜏𝜏𝑎𝑎𝑎𝑎𝑎𝑎 , and 

𝜏𝜏𝑑𝑑𝑑𝑑, that define thresholds for the minimal number of traces for each variant included (based 

on # EL (𝜎𝜎)), the minimal number of events for each activity included (based on # EL (𝑎𝑎)), and 

the minimal number of direct successions for each relation included (based on # EL (𝑎𝑎, 𝑏𝑏)). 

 

1. Input: event log EL and parameters 𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣, 𝜏𝜏𝑎𝑎𝑎𝑎𝑎𝑎, and 𝜏𝜏𝑑𝑑𝑑𝑑. 

2. Remove all cases from EL having a trace with a frequency lower than 𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣, i.e., 

keep all cases with a trace 𝜎𝜎 such that # EL (𝜎𝜎) ≥ 𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣. The new event log is EL′. 

Note that the number of cases may have be reduced considerably, but the retained cases 

remain unchanged. 

3. Remove all events from EL′ corresponding to activities with a frequency lower than 

𝜏𝜏𝑎𝑎𝑎𝑎𝑎𝑎, i.e., keep events for which the corresponding activity 𝑎𝑎 meets the 

requirement #EL′(𝑎𝑎) ≥ 𝜏𝜏𝑎𝑎𝑎𝑎𝑎𝑎 . The new event log is EL′′. Note that the number of 

cases did not change, but the number of events may be much lower. 

4. Add a node for each activity remaining in the filtered event log EL′′. 

5. Connect the nodes that meet the 𝜏𝜏𝑑𝑑𝑑𝑑 threshold, i.e., the activities 𝑎𝑎 and 𝑏𝑏 are 

connected if and only if # EL′′(𝑎𝑎, 𝑏𝑏) ≥ 𝜏𝜏𝑑𝑑𝑑𝑑. 

6. Output the resulting graph. The nodes are decorated with the activity frequency # EL′′(𝑎𝑎) 

and edges are decorated with the directly-follows frequency # EL′′(𝑎𝑎, 𝑏𝑏). Nodes and 

edges can also be decorated with timing information. Note that an edge connecting 

activities 𝑎𝑎 and 𝑏𝑏 corresponds to # EL′′(𝑎𝑎, 𝑏𝑏) observations of activity 𝑎𝑎 being 

followed by activity 𝑏𝑏. It is easy to compute the sum, mean, median, minimum, 

maximum, and standard deviation over these #EL′′(𝑎𝑎, 𝑏𝑏) observations. 

The sample of the notation can be found in Appendix A and F. 

 

Quality criteria. 

There are some issues regarding the process discovery algorithm.  

The first one is noise and incomplete data as a common issue. In this context, noise data does 

not mean incorrect data. Noise refers to infrequent behavior or outliers. Process discovery 

techniques should be able to present the majority of traces and filter noise. The approaches which 

are robust to noise are heuristic mining, genetic mining, and fuzzy mining [3, 25]. On the contrary, 

an incomplete data refers to having too little data. Similarly, in the data mining and machine 

learning, we cannot assume to have seen all possibilities from training data, particularly when the 

amount of training data is limited. Process models can be evaluated by various dimensions. 
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Completeness and noise refer to qualities of the event log and do not say much about the quality 

of the discovered model. Commonly, there are four dimensions for the determination of the 

quality of the resulting models: fitness, precision, generalization, and simplicity [3, 25]. 

 

• Fitness. The discovered model should allow for the behavior seen in the event log. A 

model with a good fitness allows for most of the behavior seen in the event log. A model 

has a perfect fitness if all traces in the log can be replayed by the model from beginning 

to end. 

• Precision. The discovered model should not allow for behavior completely unrelated to 

what was seen in the event logs (avoid underfitting). Underfitting is the problem that the 

model overgeneralizes the example behavior in the log (i.e., the model allows for 

behaviors very different from what was seen in the log). 

• Generalization. The discovered model should generalize the example behavior seen in 

the event logs (avoid overfitting). Overfitting is the problem that a very specific model is 

generated whereas it is obvious that the log only holds example behavior (i.e., the model 

explains the particular sample log, but a next sample log of the same process may produce 

a completely different process model). 

• Simplicity. The discovered model should be as simple as possible. 

 

In Figure 2.7, it is presented the key criteria for evaluating the quality of process models with 

appropriate answers that explain the meaning of each criteria.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Balancing fitness, simplicity, precision and generalization is challenging. This is the reason 

that most of the more powerful process discovery techniques provide various parameters. 

Improved algorithms need to be developed to better balance the four competing quality 

dimensions. Moreover, any parameters used should be understandable by end-users. 

 

2.1.4 Refined process mining framework 
 

A process model is extended or improved using information extracted from event logs. As seen 

before, event logs contain much more information that goes far beyond just control-flow, namely 

information about resources, time, and data attributes, etc. The organizational mining can be used 

to get insight into typical work patterns, organizational structures, and social networks. 

Timestamps and frequencies of activities can be used to identify bottlenecks and diagnose other 

performance-related problems. Case data can be used to better understand decision-making and 

analyze differences among cases.  

Is the event log possible 
according to the model? 

Is the model not underfitting 
(allow for too much)? 

Is this the simplest model? 

Is the model not overfitting (only 
allow for the accidental examples)? 

Figure 2.7: The main quality criteria for process discovery algorithms and the 

questions they raise [3] 
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The different perspectives might be merged into a single integrated process model for the next 

simulation and what if analysis to explore different redesigns and control strategies. In the Figure 

2.8, it is presented an approach to come to a fully integrated model covering the organizational, 

time, and case perspectives [25]. 

 

 
 

Figure 2.8: Connecting event log and model (with extension) [3] 

 

Today, many data are updated in real-time and a sufficient computing power is available to 

analysis events when they occur. Therefore, PM should not be restricted to off-line analysis and 

can also be used for online operational and value stream support. 

Figure 2.9 shows a refined PM framework, which can be extended. A provenance refers to the 

data that is needed to be able to reproduce an experiment. Data in event logs are portioned into 

pre mortem and post mortem. Post mortem – information about cases that have been completed 

and can be used for process improvement and auditing, but not for influencing the cases. Pre 

mortem – cases that have not yet been completed and can be exploited to ensure the correct or 

efficient handling of the cases. 

PM can be seen as the maps describing the operational processes of organizations. Group 

Cartography includes three activities: 

 

• Discover. This activity is concerned with the extraction of (process) models.  

• Enhance. When existing process models (either discovered or hand-made) can be related 

to events logs, it is possible to enhance (extend and repair) these models.  

• Diagnose. This activity does not directly use event logs and focuses on classical model-

based analysis.  

 

Group Auditing obtains a set of activities used to check whether the business processes are 

executed within certain boundaries set by managers, governments, and other stakeholders.   

 

• Detect. Compares de jure models with current pre mortem data. The moment a predefined 

rule is violated, an alert is generated (online).  
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• Check. The goal of this activity is to pinpoint deviations and quantify the level of 

compliance (offline).  

• Compare. De facto models can be compared with de jure models to see in what way 

reality deviates from what was planned or expected.  

• Promote. Promote parts of the de facto model to a new de jure model.  

 

And the last category is Navigation. It is forward-looking and helps in supporting and guiding 

process execution (unlike the Cartography and Auditing). 

 

• Explore. The combination of event data and models can be used to explore business 

processes at run-time.  

• Predict. By combining information about running cases with models, it is possible to 

make predictions about the future, e.g., the remaining flow time and the probability of 

success.  

• Recommend. The information used for predicting the future can also be used to 

recommend suitable actions (e.g. to minimize costs or time).  

 

 
 

Figure 2.9: Refined PM Framework [3] 

 

Using Figure 2.9, we are focusing on the path: historic data → discover a descriptive model→ 

control flow &data/rules perspective → promote → all navigation category. 

Depending on the goals of our analysis, the navigation category plays the main role in the 

work. In terms of operational support, it brings important insights to the process analysis and 

enhances the process model potential. Operational support can be considered in three directions 

[25] and be applicable to the current online data [68]. 
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Detection 

Figure 2.10 illustrates a type of operational support. Users are interacting with some enterprise 

information system. Based on their actions, events are recorded. The partial trace of each case is 

continuously checked by the operational support system, which immediately generates an alert if 

a deviation is detected. The same alarm can be applied for bottleneck detection, which will be 

described in the next section. 

 

 
Figure 2.10: Detecting violations at run-time [3] 

 
Prediction 

Taking the same setting in which users are interacting with some enterprise information system, 

but from prediction part (Figure 2.11). The events recorded for cases can be sent to the operational 

support system in the form of partial traces. Based on such a partial trace and some predictive 

model, a prediction is generated. Further, we will use one additional parameter – context-aware 

information about process variants. 

 
Figure 2.11: Both the partial trace of a running case and some predictive models are used to provide a 

prediction [3] 

 

Recommendation 

The setting is similar to prediction. However, the response is not a prediction, but a 

recommendation about what do next (Figure 2.12). To provide such a recommendation, a model 

is learned from post mortem data. A recommendation is always given with respect to a specific 

goal. For example, to minimize the remaining flow time or the total cost, to maximize the fraction 

of cases handled within weeks, etc. 

 
 

Figure 2.12: A model based on historic data is used to provide recommendations for  

running cases [3] 
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2.1.5 Process Mining tools 

 
The main process mining tool for academics remains to be PROM. It is an extensible framework 

that supports a wide variety of process mining techniques in the form of plug-ins. Availability of 

adding own programming modules, makes this tool flexible and powerful but the same time slow 

and vulnerable. Nowadays already exist 600 plug-ins and this amount grows up.  

The main characteristics of PROM: 

 

• Aims to cover the whole process mining spectrum.  

• Notations supported: Petri nets (many types), BPMN, C-nets, fuzzy models, transition 

systems, Declare, etc.  

• Also supports conformance checking and operational support.  

• Many plug-ins are experimental prototypes and not user friendly. 

 

There is also commercial software Disco that has following characteristics: 

 

• Focus on discovery and performance analysis (including animation).  

• Powerful filtering capabilities for comparative process mining and ad-hoc checking of 

patterns.  

• Uses a variant of fuzzy models, etc.  

• Does not support conformance checking and operational support.  

• Easy to use and excellent performance. 

 

Both these tools were used on the phase of process modelling, especially in parts of process 

exploration, performance analysis and process variants detection.  

New tools are appearing nowadays (Celonis, ProcessGold, myInvenio, PAFnow, Minit, QPR, 

Mehrwerk, Puzzledata, LanaLabs, StereoLogic, Everflow, TimelinePI, Signavio, and Logpickr, 

etc.) [24]. They exploit the same basic algorithms to discover and analyze processes, which were 

described above. Also, process mining functionality is being embedded in more business 

intelligence, business process management, data mining suites, etc. For instance, Qlick add-in for 

Power BI, process mining modules for Knime, SAP systems, 6 Sigma concept (lean 

management), open sources Python scripts8 to develop own software and web applications. 

Figure 2.13 shows commonly used process mining tools in terms of process and data 

perspectives, as well as variety of functions.  

 
Figure 2.13: Spectrum of process mining tools in terms of usability and process orientation [3] 

 

 
8 https://pm4py.fit.fraunhofer.de/ 
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For a quick overview of possible abilities of different tools, Table 2.2 presents advantages and 

disadvantages of some of them. 

 
Table 2.2: Example of process mining tools with analysis of prons and cons 

 

Product name Noted advantages Noted disadvantages 

Reflect One Supported BPM life-cycle, reflect 

user-friendliness, scalability, 

support organizational mining by 

social networks,  

Discovery algorithms: on a genetic 

mining, on a sequential model. 

Not support conformance 

checking and prediction 

Disco Focus on high performance, support 

seamless abstraction and 

generalization using the 

cartography, deal with complex 

(Spaghetti-like) processes, have 

Nitro, that can recognize different 

time formats and automatically 

maps these onto XES or MXML 

notation. Algorithm based on the 

fuzzy mining. 

  

Enterprise 

Visualization Suite 

Focus on analysis of SAP supported 

business processes 

Process discovery algorithm 

inspired by α-algorithm and 

heuristic mining 

  

 

 

 

  
InterStage BPME Not need to install, focus on process 

discovery, able to seamlessly 

abstract from infrequent behavior, 

able to analyze performance using 

indicators such flow time 

Unable to discover concurrency, 

not support prediction, 

recommendation and 

conformance checking  

ARIS Process 

Performance 

Manager 

Focus on performance analysis 

(drilling down to the instance level, 

benchmarking, dashboards), support 

organizational mining 

Not support prediction, 

recommendation and 

conformance checking 

Genet/Petrify 

Rbminer/Dbminer 

Use state/based regions, support 

control-flow discovery,  rely on 

Prom for conformance checking 

  

Service Mosaic Analysis of service interaction logs, 

discovers transition systems, focus 

on dealing with noise and protocol 

refinement 

Unable to discover concurrency  

 

2.1.6 Types of processes 

 
In terms of complexity, structure and representation, processes can be divided to two groups: 

 

1. Lasagna processes are relatively structured, repetitive and regular. The cases flowing 

through such processes are handled in a controlled manner. Therefore, it is possible to apply 

all of the PM techniques presented in the preceding sections. Lasagna process can be defined 

as a process, for which it is possible to create with limited efforts an agreed-upon process 
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model that has the fitness of at least 0.8, i.e., more than 80% of the events happen as planned 

and stakeholders confirm the validity of the model. Figure 2.14 presents the example of 

lasagna process in Petri net and BPMN notations. 

 
 

Figure 2.14: Example of usual lasagna process 

 

The main characteristics of lasagna processes are: 

 

• Easy to discover, but it is less interesting to show the real process. The resulting process 

model will be close to the expectation; however, all deviations will be visible 

immediately.  

• Whole process mining toolbox can be applied.  

• Added value is predominantly in more advanced forms of process mining based on 

aligning log and model. 

 

2. Spaghetti processes (see Figure 2.15) are unstructured, irregular, flexible and variable 

processes, only some of the process mining techniques can be applied. The figure 2.15 shows 

why unstructured processes are called spaghetti processes. There are different approaches to 

getting valuable analysis from this type of process. For example, the method divide and 

conquer (by clustering of cases), which will be described in the next chapter, or showing 

only the most frequent paths and activities. 

 

 
Figure 2.15: Example of spaghetti process [3] 
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The figure 2.16 depicts the overview of the different functional areas in a typical organization. 

Lasagna processes are mostly encountered in production, finance/accounting, procurement, 

logistics, resource management, and sales/CRM. Spaghetti processes are typically encountered in 

product development, service, resource management, and sales/CRM. 

 

 

 
Figure 2.16: Application of spaghetti (white cells), Lasagna (grey cells) processes and both (dark-

grey cells) [3] 

 
Nevertheless, spaghetti processes are very interesting in the view of PM as they often allow 

for various improvements. Highly structured well-organized process analysis is less effective in 

this respect; it is simpler to apply PM techniques but there is also not significant improvement 

potential. However, the practice shows that functional area does not define the process type as 

much as feature selection. Also, choosing different case and process perspectives can radically 

change the whole picture and representation will be more confusing. 

 

2.1.7 Existing issues and challenges 

 
As a quite immature field, process mining currently has a set of challenges, issues and open 

questions. According to [26], the next challenges are still relevant and require more research: 

C1: Concept drift. The term concept drift refers to the situation in which the process is changing 

while being analyzed.  Algorithms need to recognize processes based on additional parameters 

like weather, seasons, economic crisis, epidemics, etc. 

C2: Finding, Merging, and Cleaning Event Data. This issue has a crucial impact on all analysis 

and even best algorithms are not able to give appropriate results without wrong input data.  

 

• Data may be distributed over a variety of sources. 

• Event data are often object centric rather than process centric. 

• Event data may be incomplete. 

• An event log may contain outliers, i.e., exceptional behavior also referred to as noise 

• Events occur in a particular context (weather, workload, day of the week, etc.) 

C3: Dealing with complex event logs having diverse characteristics and cases. If the case is the 

item inside the package in the parcel, how can the model show only the process for the item. 

C4: Balancing between quality criteria such as fitness, simplicity, precision, and generalization. 
Improved algorithms need to be developed to better balance the four competing quality 

dimensions (fitness, simplicity, precision and generalization). Moreover, any parameters used 

should be understandable by end-users. 

C5: Cross-organizational mining and providing operational support. Process mining should not 

be restricted to off-line analysis and can also be used for online operational support. 

C6: Combining process mining with other types of analysis. Both fields (operations management 

and data mining) provide valuable analysis techniques. The challenge is to combine the 

techniques in these fields with process mining. Also, it is desirable to combine process mining 
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with visual analytics. By combining automated process mining techniques with interactive visual 

analytics, it is possible to extract more insights from event data. 

C7: Improving usability and understandability non-experts. The challenge is to hide the 

sophisticated process mining algorithms behind user-friendly interfaces that automatically set 

parameters and suggest suitable types of analysis. 

Moreover, there are prominent issues with process models’ behaviour: 

 

• There are no negative examples. An event log shows what has happened but does not 

show what could not happen. For example, we only know about sick customers that 

complained afterwards. 

• Due to concurrency, loops, and choices the search space has a complex structure, and 

the log typically contains only a fraction of all possible behaviors. In this case, we can 

talk about spaghetti process models, which should be treated carefully in order not to lose 

important deviations.  

• There is no clear relation between the size of a model and its behavior (i.e., a smaller 

model may generate more or less behaviour although classical analysis and evaluation 

methods typically assume some monotonicity property). 

 

Some of these challenges and issues were partly solved, while others are still in progress. As 

a fast-growing area, process mining getting new challenges for academics and analysts. Recently, 

novel process mining capabilities have been identified [27]. These provide new scientific and 

practical challenges (see Figure 2.17). 

 
 

Figure 2.17: Some of the challenges getting more attention in research and thus showing the 

anticipated development of the PM discipline [27] 

 

• Bridging the gap between process modelling and process mining. Many organizations use 

tools for modelling processes. With the uptake of process mining, it becomes clear that 

these models do not correspond to reality. Although such idealized models are valuable, 

the gap between discovered and hand-made models needs to be bridged. For these goals, 

the hybrid process models can be used as a backbone formally describing the parts of the 

process that are clear and stable, and less rigid data-driven annotations to show the things 

that are less clear [28].  

• Incorporating stochastic information in process models to improve conformance checking 

and prediction. Frequencies of activities and process variants are essential for PM. A 

highly frequent process variant (i.e., many cases having the same trace) should be 

incorporated into the corresponding process model. This is less important for a process 

variant that occurs only once. One can view frequencies as estimates for probabilities, 

e.g., if 150 cases end with activity reject and 50 cases end with activity accept, then the 

data suggests that there is a 75% probability of rejection and a 25% probability of 

acceptance. Such information is typically not incorporated in process models.  
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• PM for multiple processes using different case notions. Traditional PM techniques 

assume that each event refers to one case and that each case refers to one process. Since 

the data in event logs need to be flattened, it’s not available to reflect the more complex 

reality [29]. For example, the information system holds information about customer 

orders, products, payments, packages, and deliveries scattered over multiple tables. An 

object-centric process mining relaxes the traditional assumption of process mining each 

event relates to one case. The relation 1 to 1 is quite rare in the world. If we look at the 

supply chain process from relations perspective, it is as follows: 

 
Order → (one-to-many) → Item → (many-to-one) → Package →  

→ (many-to-many) → Route 

 
This challenge is explored more in [30]. 

• Dealing with uncertain and continuous event data. The starting point for any PM effort is 

a collection of events. Normally, we assume that events are discrete and certain, i.e., we 

assume that each event reported has actually happened and that its attributes are correct. 

However, due to the expanding scope of PM, other types of event data are encountered. 

Events may be uncertain, e.g., the time may not be known exactly, the activity is not 

certain and there may be multiple candidate case identifiers.  Future PM tools and 

approaches will need to be able to deal better with uncertain event data and measurements 

that are continuous in nature. 

• Comparative PM to identify differences between process variants over time. Processes 

change over time and the same process may be performed at different locations. This 

requires techniques to support the visual comparison of process variants and machine 

learning techniques using process-centric features. One of the research works [31] 

described the way to make automatically groups/clusters of process variants. 

• Causality-aware PM ensuring correct and fair conclusions. Analytics talk about FACT 

issue (fairness, accuracy, confidentiality and transparency). Data mining and machine 

learning techniques might be able to uncover root causes for performance and compliance 

problems. Such a combination of techniques yields a powerful approach to automatically 

diagnose process-related problems. Relations between process features can be made 

explicit using a mixture of domain knowledge and statistical evidence.  

• Confidentiality-aware PM to avoid unintentionally leaking sensitive information. Event 

data are potentially very sensitive. A few timestamped events are often enough to identify 

a customer or employee. Current research aims at dedicated anonymization and 

encryption techniques. One of possible solution to encrypt data can be found in [32]. 
 

In the case of comparing these two lists of challenges, we can see that the field of PM rapidly 

grows and develops and requires more and more research work. Both of them focus on the 

importance of combining process mining with other types of analysis like statistics, data mining 

and machine learning to improve results, fix issues and overcome some challenges. The aim of 

the work is C6: Combining PM with other types of analysis, considering FACT problematic and 

feature selection. 

 

2.1.8 Context-aware information and feature selection 

 
A context-aware system is a system that is able to provide suitable service or information with 

regard to a user’s requests [33, 34]. There are many authors who define the meaning of context 

differently. We consider the following definition: “Context is characteristics which describe the 

situation of an entity. An entity refers to a person, place, or object which is related to the 

interaction between user and application” [35]. The logistics and manufacturing domains are ideal 

candidates to include context awareness features because industrial and supply chain activities 

happen in very heterogeneous environments with a multitude of information available besides the 
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actual observed process. Context data can be presented as time, location, and frequency of events 

as well as related communication, tools, devices, or operators.  

Feature selection is a time-consuming step and needs to be carefully performed because all 

algorithms are sensitive to input data and the results of the analysis are based on which features, 

we are using from the beginning. Features of the process can be not only selected but created as 

well. We can differ three groups of features for analysis.  These groups can be extended in terms 

of the type of the process. The examples of these types in relation to the logistics process are as 

follows: 

 

• standard features of the logistics process: wind speed, ship size, day of arrival (which 

day in the week), country of origin, traffic jams, SLA (Service Level Agreement) 

measurements (window time for each level of service, cost trade-offs, frequencies), etc.; 

• quantitative features: # of ships/containers/operators/resources on the line; 

• qualitative features: productivity or performance (processed containers/hour, processed 

ships/hour), velocity(activities/hour). 

 

Additional context parameters – information about the system, types of the process (process 

variants), set of risk/weak points, number of operations, start/end operation, source of data, 

rework, deviations, skipped process activities – play an important role in additional advanced 

analysis. Also, such psychological parameters as the operator is concerned and its way of working 

can be considered as features with a high impact on the whole process.  In the Chapter 3, we will 

offer the framework for using context awareness in terms of process mining types. 

 

Summary of the section 
Process modelling is necessary in order to display the entire process from the beginning to end 

with various levels of detail and the ability to enrich the model with additional attributes in the 

future. To date, there are many different methods for advanced analysis of the process. However, 

the process mining approach has a lead role and differs from others by having flexible and 

powerful tools. It provides an opportunity to get a descriptive process model based on raw data 

from different sources like documentation, ERP systems, Intranet, etc. The descriptive type of 

model shows the current process and is made by algorithms based on raw data. The obtained 

model is used for optimization, improvement, and enhancement of the real process and can be the 

basis for recommendation or decision-making systems as well as for process maps.  

In this section, we introduced process mining terminology and insights. The most important 

information about process mining, its types, algorithms, and techniques, which are related to the 

current research, are described here. Based on the type of analysis used for this work, we chose 

Fuzzy mining algorithm and DFG notation. Fuzzy mining is deployed for our use case as it is 

robust to less structured and complex processes. As a result, fuzzy mining is capable of providing 

understandable process models from dynamic logistics processes. Fuzzy mining gives a high-

level view on the process and abstracts from undesired details. In a turn, DFG notation is also 

highly recommended to work with spaghetti models and brings transparent understanding. It’s 

important to note, that both techniques have limitations and should be applied carefully to other 

types of processes. 

In this thesis, we focus more on Discover and Enhancement types of process mining. Once 

modelled behaviour and real behaviour are aligned it gives the opportunity to include other 

perspectives of process mining, what can be beneficial in terms of online prediction, automated 

process improvement, resource recommendation, etc. The current work aims mostly to control-

flow, case, and time perspectives. Talking about the refined process mining framework (see 

Figure 2.9) the path of the work can be defined as follows: historic data → discover a descriptive 

model → control flow &data/rules perspective → promote → all navigation category. 

As a fast-growing area, process mining getting new challenges for academics and analysts. 

Solving issues brings up more perspectives and a deeper view of the process nature, which creates 

more challenges. One of the listed above relevant challenges focuses on the importance of 
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combining process mining with other types of analysis like statistics, data mining and machine 

learning to improve results, fix issues, and create recommendation systems and process maps. 

The aim of the work is the challenge 6: Combining process mining with other types of analysis, 

considering FACT problematic and feature selection – context awareness. In the Chapter 3, there 

will be discussed how to deal with spaghetti models by context awareness in terms of different 

types of process mining. And, after, use the obtained process model to enhance it with the results 

of another analysis.  

Moreover, there is a limited amount of studies regarding process mining in logistics and only 

a few cases in logistics applications. Therefore, this research objective is to discuss the application 

of process mining, its advantages, as well as the challenge in the logistics domain. The next 

section is dedicated to the domain knowledge – logistics processes. 

 

2.2 Current state and development prospects of modern seaport 

logistics 
 

Logistics is an industry consisting of process-oriented business that focuses on managing the flow 

of resources, both material and abstract resources, between the point of origin and the point of 

destination. The process of logistics service providers remains to be highly human-centric, 

flexible and complex, which leads to a set of uncertainties. Standard operating procedures in the 

form of normative process models are commonly developed by logisticians in order to control the 

workflow and keep a high level of service. Hence, research has demonstrated the existence of a 

discrepancy between the procedures in the designed processes and the actual processes [36]. This 

discrepancy might result in serious operational risks. Therefore, logistic companies could benefit 

from acquiring a full insight into the actual process executions in order to enable logisticians to 

improve and revise the designed processes. 

The optimization of the port operations can be archived in two ways:  

 

1. reorganizing currently existing resources of infrastructure or the construction;  

2. developing the new resources/infrastructure.  

 

In the first case, optimality is gained through a set of organizational and technical procedures 

and small investments, which allow speeding up in the shortest possible time, in the second - due 

to large investments, long-term constructions and commissioning of new facilities. For row 

reasons (including economic ones) the first way of optimization is the most acceptable. In 

addition, the share of the transport component in the final product cost reaches 30% or more, as a 

result of which the state is interested in developing ports and accelerating the processing of the 

fleet in order to increase competitiveness in the world market. Reducing the layover time of 

vessels under processing, even with additional costs, can lead to significant fleet savings. 

Contemporary logistics information systems record detailed information about the events 

happening in the environment. These events are occurrences of importance in the context of 

logistics management, e.g. the arrival of a certain ship. Consequently, the collection of events, i.e. 

event log, contains an untapped reservoir of knowledge about the logistics processes [14]. In this 

part of the work, we will present the nature of logistics processes, their members and 

characteristics. Also, problematics and prerequisites of applying advanced process mining 

techniques are shown in detail. 

 

2.2.1 Seaport logistics process description 
 

Seaports are important interfaces in the supply chain between sea and land transportation and a 

component of freight distribution as the entrance of produce, merchandise, and passengers to a 

country. To better understand the place of a seaport in the supply chain, the cargo transportation 

scheme and its important participants are presented in Figure 2.18. Based on Figure 2.18, three 

main roles can be recognized:  
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• Agent is a person/company, who is held responsible for handling shipments and cargo. 

• Freight forwarder – person/company that organizes shipments for individuals or 

corporations to get goods from producer to a market. 

• Customs broking – a profession that involves the cleaning of goods through customs 

barriers. 

 

 
 

Figure 2.18: General Cargo transportation scheme 

 

Every seaport has its own type of operations, but, in common, there are main operations of 

each seaport:  

 

• Processing all kinds of general loading cargo.  

• Reloading processes.  

• Warehouse’s operations.  

• Carriage of passengers.  

• Berthing. 

 

The main task of the harbor is loading, unloading and transshipment of cargo to and from the 

vessels. Reloading processes are the main port activity, which includes all loading and unloading 

operations for different kinds of transport, such as ships, vans, wagons and cars (see Figure 2.19). 

In order to implement freight handling with significant freight traffic, the port is equipped with 

cargo gear that has different load capacity, dock system, warehouses, transport routes net, and so 

on. 

 
Figure 2.19: The operations for container seaport divided for processes parts9 

 
9 www.logistics.gatech.pa 
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Generally, in seaports, it is required considerable acceleration of reloading processes, 

reduction of the transport laytime and decrease of complex costs for ships and port. At the same 

time, the complexity and the particularity of loading and unloading operations require certain 

improvements in reloading process management using information technology, intelligent 

algorithms and methods. When loading and unloading processes, it is important to keep the 

principle of the minimum route and identical time for all transports. Figure 2.20 presents only a 

high-level view of the process inside the port. Most of the time, lower levels of the process with 

detailed information remain to be hidden and represent the so-called black box. 

The ship, standing in the port, is needed to complete reloading processes as soon as possible 

and leave the berth (parking place). In this case, the ship gets a bonus, so-called dispatch money. 

Otherwise, it will be fined (in other words, it gets demurrage). First of all, for the unloading of 

freight flows it is necessary to determine the dock so that its depth would correspond to the ship's 

tonnage. Also, this dock needs to have a port crane, corresponding to a special kind of cargo flow. 

Then, one needs to determine the warehouse for cargo storage, in preference, this warehouse 

needs to be the closest one to a certain berth. Thus, the route will be minimal and, as a result, it 

will be reduced energy consumption and fuel. The most important of reloading operations is to 

organize transport and use every machine with a maximum load capacity. 

 

 
Figure 2.20: Workflow inside the port (including documentation inside the central dispatching office) 

 

Acceleration of processing vehicles at the port and reducing the laytime promote the increase 

in seaport competitiveness. That is why every seaport needs to improve the technology and 

organization of loading and unloading processes. Throughout our study, we focus on the 

loading/reloading process, which can be called the ship-handling process. 

 

 

2.2.2 The urgency of the problem 

 
The growth in container transportation and the limited capacity at the major terminals in the port 

require new approaches for process optimization and control. Nowadays, long waiting times for 

vessels at the major terminals (up to 48 hours) affect the transit times of the containers. The delays 

made barge operators decide to raise their transport tariffs by about 10-20%. A quick solution to 

the problems is not expected so far [37, 38]. 

The lack of coordination and information sharing results in little transparency and a general 

lack of trust between the parties involved. For authorities, the lack or inaccuracy of information 

poses a security risk and an increased workload. Similarly, the inaccuracy of information and 

delays also affect operational aspects along the supply chain. Many of these challenges point to 

issues of governance and business processes for inter-firm coordination that do not properly 

account for the complexity in the supply chain of international trade [39].  

The uncertainty in the sojourn time of a ship in the port nowadays is mainly determined by 

uncertain waiting and handling times at berths. For a terminal operator, it is important to utilize 
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the terminal resources as efficiently as possible. The uncertainty in arrival times of barges implies 

uncertainty in the quay schedules and the risk of idle time of the quay resources. Moreover, 

uncertainty in the quay schedules causes uncertainty in the processes that precede the barge 

handling, e.g., the stacking of containers at the quays. Delays at one operation cause the 

appearance of a number of operations that significantly increase the total handling time and affect 

the operations of other berths. This is a kind of dominoes effect, which is reinforced when barges 

have planned terminal visits close after each other [38]. Current European logistics projects such 

as SmartPort, SwarmPort, Indeep, IoT for Agri keep looking for new methods to structure and 

control nautical processes to choose the most appropriate one.  

One of possible solution can be developing the process map for nautical processes. A particular 

advantage of the implementation of the unified process map is the ability to get instantly access 

to data of any seaport substructures. That makes it possible to promptly respond to current 

challenges and to successfully predict the further operational activities of the port complex. 

Thus, summing up the above, the motivation for logistics processes can be defined as follows:  

Well-organized chain of nautical services → Involvement of port capacities (reduce downtime 

percentage) → Turnaround time reduction → Service price reduction → Improving the quality of 

service → Improving the competitiveness of the transport node. 

 

2.2.3 Data issues and limitations 

 
According to the interview, which was taken with the questionary (see Appendix E) from key 

domain experts of logistics processes, challenges in seaport logistics can be determined as 

follows: 

• Nautical process is a conservative field, where there is strong resistance to the 

implementation of new methods as well as following customs and politics in most 

countries. The example of such situation is following. Of the 40 days containers travel 

from central China to central Europe, they spend around 24 days actually on the move, 

and 16 going nowhere,” says Tim de Knegt of the Port of Rotterdam, the party that 

supplies information and facilitates the logistics process. “One factor is the extensive 

paperwork, with the consignment note as the main registration and control document. But 

it is primarily due to the fact that the parties involved do not share information in real-

time. If a ship enters the port half an hour earlier or later, the lorry driver is unable to alter 

his own process.” 

• The need for investments to adopt new methods and train staff discourages managers who 

are used to working with traditional techniques. 

• Reluctance to share data with other logistics process members because of trade 

competition. “The biggest problem with logistics is interoperability - that is, the sharing 

of data and real-time status between parties,” confirms TNO senior advisor Wout 

Hofman. “A transport operation involves at least 20 to 25 parties: customs, port 

authorities, stevedore, freight forwarder, road carrier, shipper, consignee, bank, and so 

on. And these parties do business not just with Rotterdam, but with other ports as well. 

That is why we would like to move towards having an open environment.”  

• A low level of standardization in some regions. 

• Data is stored in fragmented systems, in various formats and not easily accessible – 

companies will have to aggregate data sets standardize the format for easy analysis and 

make them available to the right people; data ingestion and cleaning is the key process. 

• Combining data analytics knowledge with deep domain knowledge. 

• Interorganizational information sharing systems are outdated and manual processes still 

prevail in large parts of the supply chain. As authorities often do not have all information 

readily available, containers stand still almost half of the time of their journey [40].  
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2.2.4 Research gap in port service systems. Review of relevant logistics process 

modelling 

 
Research on the topic of port service systems is emerging but is developing alongside two separate 

streams.  

 

• The port economics literature has recently provided a formal theoretical model showing 

that collaboration between stakeholders in port service chains is vital to maintaining 

overall port service performance levels [41]. This research on port performance analysis 

departs from a microeconomic perspective and provides an interesting theoretical basis 

to study collaboration within port service chains. As the models include stylized 

behaviour and business models, their applicability to practice is still limited.  

• On the other hand, there is also recent port management research that focuses on design 

approaches for collaborative port planning and management [42, 43]. These approaches 

are closely linked to practice and implementation focused. Although valuable when it 

comes to practicable innovations, the designs are generally not evaluated using rigorous 

frameworks or quantitative models.  

• Agent-based models (ABM’s) for port systems are a recent development and still a scarce 

phenomenon [38]. The approaches presented in the literature have important limitations 

that prohibit studying ports as complex, self-organizing systems. Until now, there has 

been no attempt to represent interconnected port processes in a behaviorally validated 

descriptive model. The emphasis has been on crude, meta-level processes in normative 

models.  

• There are few other types of research which offered to use two-stage stochastic model 

based on Automatic Identification System (AIS) data [44]; self-adapting multi-agent 

systems and swarm intelligence [45]; combining evolutionary game theory and 

Reinforcement Learning [46, 14].  

 

However, further research using descriptive models is needed to extend and improve the 

behavioral validity of the port system analysis, making it amenable for real-life applications. My 

research is aimed at filling this gap. In general, there is no existing literature on the mathematical 

optimization of the structure of the nautical chain of a port. More specifically, the investigation 

of statistics, data mining and process mining techniques with context-aware information leads to 

another level of research. It is important to note that the process mining approach is flexible and 

scalable, so it can be merged with the approaches described above to enhance their results. 

 

2.2.5 Prerequisites for applying advanced mining methods 

 
The reason to take sea-port processes is prevailing recently preconditions, which make it possible 

to apply and examine prominent algorithms of process mining in a new field.  

To apply the algorithms and methods of PM to the logistics domain, the next prerequisites 

were formed recently: 

 

• Digitalization of many process steps and their parameters. Here we can use recent trend 

concepts such as Big data (data that contains greater variety, arriving in increasing 

volumes and with more velocity)10, Industry 4.0 (the current trend of automation and data 

exchange in manufacturing technologies)11, Internet of things (physical objects with 

sensors, processing ability, software, and other technologies that connect and exchange 

data)12, and Smart Cities (a technologically modern urban area that uses different types 

 
10 www.techtarget.com/searchdatamanagement/definition/big-data 
11 www.i-scoop.eu/industry-4-0/ 
12 www.en.wikipedia.org/wiki/Internet_of_things 
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of electronic methods and sensors to collect specific data)13.  The data volumes produced 

by various systems, devices and sensors are continually growing. Databases are collecting 

and storing data from scanners, documents, forms, information systems and emails, etc. 

All these data can impact the accuracy of PM methods as well as enhance the detailing of 

the process map. A great example of this prerequisite is APM Terminals Maasvlakte II 

located in Rotterdam and opened in 2015. It still remains the world's most advanced fully 

automated terminal [47]. Thus, building fully automated terminals/workplaces, 

increasing capacities to collect data and using of last methods to work with Big Data- all 

of this help to apply Process Mining in a more effective way. 

• Search and collecting of relevant data. To build decision-making systems, it is very 

important to have the maximum number of parameters that affect the process. Also, to 

work at the global level, these parameters must be unified and have standards around the 

world. Currently, data collection centers are gaining more and more popularity and 

combine information from urban infrastructure (traffic jams, emergencies, resource 

reduction) and basic process documents like bill of lading or notices. The development of 

such centers, or Port Community Systems (PCS), is facing some obstacles because of the 

issue of confidentiality and trade competitiveness. It affects the ability to share the 

collected data with other process participants. Also, data sets are provided by 

governments and nonprofit organizations via open data portals. Nowadays, local city and 

state governments maintain data portals containing data sets about road networks, urban 

infrastructure, city services, amenities, transportation services, weather conditions, etc. 

Examples of such companies – DNV GL14 in Germany (standardization), DBH15 in 

Germany and Smart Data Factory16 in the Netherlands (collecting data from all possible 

sources).  

• The ability of PM techniques to provide a clear transparent model on different levels and 

information for the process owner. All players involved in the port logistics process (such 

as terminal operators, shipowners, forwarders, port IT, rail, port authority and customs 

operators) are connected in a complex port communications network and exchange 

information with each other. Building the readable process model shows all connections 

and can be presented to all participants of the process. It helps to improve the process 

model by reducing noises and incorrect inputs and defining special types of process 

scenarios. Open-source software PROM17, commercial Disco, Celonics or add-in module 

for Power BI – Qlick – all these products can create a basic process model from raw data, 

which is a start point for our research as well. 

• Stevedoring companies in the port area share the same port resources. Any infrastructure 

improvements require significant capital investment. However, there is an option to 

reorganize and restructure inner processes. At this point, it is mandatory to know not just 

normative processes and subprocesses but also the ones, which reflect reality. It can help 

better plan and share port capacities/resources. An example is an idea to create a board 

game in TNO with seaport operations and to show different participants of the logistics 

process how collaboration and smart sharing of resources can impact profit for all sides 

[69]. 

 

  

 
13 www.en.wikipedia.org/wiki/Smart_city 
14 www.dnv.com 
15 www.dbh-germany.com 
16 www.smart-data-factory.com/ 
17 www.promtools.org 
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2.2.6 Sources for event logs and context-awareness information 

 
We already discussed possible data sources to extract event logs for process mining in Section 

2.1. Here, we want to point out some documents (see Table 2.21), which can be used to obtain 

needed data for analysis or create new features [48]: 

 

1. The commercial invoice (CI) is a banking/transactional document that serves the purpose 

of providing an accounting record and stating the terms of a transaction between the buyer 

and the seller. 

2. The Bill of Lading (BoL) confirms that the goods have been received on board the carrier’s 

vessel. It is a receipt of the goods by the carrier obliging him to deliver the goods to the 

consignee. It contains generic information about the goods and identifies the vessel and 

the port of destination. It also serves as proof of the contract of carriage and title to the 

goods, meaning that the holder of the BoL is the owner of the goods (European 

Commission). The BoL is created with information from the Packing List, which 

essentially holds more detailed information about the goods being shipped. The sample is 

presented in Appendix C1. 

3. Countries have differing trade agreements based on whom they are trading with. The 

Certificate of Origin (CO) serves the purpose of applying for tariff preferential treatment. 

The tariffs depend on the trade relationship of the countries involved in the transaction. In 

some cases, importing from specific countries requires licenses, permits, authorizations 

from other governmental agencies, pre-shipment inspections etc. 

4. Import and Export declarations serve the need of gathering information so that customs 

authorities can perform the three above-described documents. 

5. Statement/Timesheets. Statement of Facts (SOF) is a detailed chronological description of 

the activities of the vessel during the stay in a port: taking the sea pilot onboard, hailing 

in, locking through (if applicable), mooring, preparing the loading and unloading 

operations, the actual loading and unloading operations, the amount of load transfer, 

unmooring and departure). Timesheet is recording all operations with a ship from the 

moment of its entry into port to its departure. Based on this document, all financial 

calculations between ship and port organizations are made. The sample is presented in 

Appendix C2. 

 
Table 2.3: Sources for event log and context-awareness with roles [48] 

 

Document Requestor Issuer Securer 

Commercial invoice Authorities, Importer Exporter Forwarder 

Bill of Lading Authorities, Forwarder Carrier Forwarder 

Certificate of Origin Import Authorities Chamber of 

Commerce 

Exporter 

Export declaration Export Authorities Exporter Forwarder 

Import declaration Import Authorities Importer Inwarder 

 

In this research, we are extracting data from timesheets to create the process model. Chapter 3 

is presenting the way of forming an event log for logistics processes and context-aware 

information to handle complex process models. 

 

Summary of the section 
Logistics companies used to pay attention to the optimization of the business processes within 

their organization – changing infrastructure, dismissal of personnel, reducing investments in 

innovative projects and so on. This way does not bring so appreciable impact on strategic long-

term goals. Some companies already started to integrate the advanced method of process 

modelling, since deviations between the procedures in the normative processes model and the 
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actual processes might result in serious operational risks.  However, the alignment of operations 

of different companies often requires the sharing of information or giving up part of the control 

over the operational processes. For many companies, these are difficult issues since misuse can 

threaten one’s competitive position in the chain [38]. 

Logistics intelligence covers the set of techniques that seek to improve logistical operations 

with their abilities to reduce the uncertainties and risks in logistics. Being aware of the actual 

logistic processes and deviations from the planned processes in a dynamic environment is 

essential for companies in order to gain additional flexibility. Current European logistics projects 

such as SmartPort, SwarmPort, Indeep, IoT for Agri (all references are on the page 4) keep 

looking for new methods to structure and control nautical processes to choose the most 

appropriate one. 

In turn, the logistics sector is quite conservative and there is an opinion that any changes in the 

work process entail unjustified risks, unnecessary waste of time and investments. Nowadays, 

many maritime businesses operate with a set of proven mature tools that are most often highly 

human-centric. Thus, the decision-making process is reduced to expert opinion, intuitive 

assumptions, and a set of available parameters from not connected different information sources. 

The combination of these factors greatly affects productivity and efficiency of work. Combining 

knowledge of logistics processes and modern methods of analytics - process mining, data mining, 

machine learning and statistics – can undoubtedly help improve both fields and adopt algorithms 

to a wider range of process types. After all, process mining is a quite new, flexible, and 

progressive technology. Moreover, there are recent preconditions, which make it possible to apply 

and examine prominent algorithms of process mining in a new field. The results of its use directly 

depend on the settings and understanding of the analyzed process. A prototype decision support 

system can be developed for different participants involved in the interconnected logistics 

processes. Maritime port systems represent a major challenge both from a theoretical and practical 

point of view and require the development of innovative tools for the analysis and synthesis of 

such systems. 

The main advantage of a building process map for the seaport is the possibility of deep analysis 

of the existing statistics within a common standard of the enterprise, as well as the possibility of 

efficient management of the entire system on the basis of predicting the possible problems 

associated with the transport of cargo through the port infrastructure. 

Throughout my study, we focus on the loading/reloading process, which can be called the ship-

handling process. In this research, I am extracting data from timesheets to create the process 

model. Other documents, which we discussed in this part can be the source for additional features 

for advanced analysis. Chapter 3 is presenting the way of forming an event log for logistics 

processes and context-aware information to handle complex process models. 

Benefits of using the descriptive process model for logistics processes are follows: 

 

✓ Discover the real process model of ship handling in the port. 

✓ Setting main attributes significantly affecting this process. 

✓ Time and delay prediction. 

✓ Improving ship scheduling accuracy. 

✓ Using a descriptive process model to strengthen existing MAS (multi-agent systems) and 

operation management. 

✓ Optimization of the ship-handling process by delays detection and causes of them. 

✓ Improving our understanding of the nautical process by examining of the descriptive 

process model. 
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2.3. Bottleneck analysis 

 
Bottleneck detection is the key to improving production efficiency and stability in order to 

increase capacity [49]. The prerequisite for improving the bottleneck is to find the bottleneck in 

the first place – bottleneck detection. Hence, before searching for the bottleneck, it is important 

to first define clearly what a bottleneck is. Some common notions of denoting a bottleneck are as 

follows [50]:  

 

• Bottlenecks are processes that influence the throughput of the entire system. The larger 

the influence, the more significant the bottleneck.  

• The bottleneck is defined as a stage in a system that has the largest effect on slowing 

down or stopping the entire system. 

• A bottleneck in the process is often defined as the operations/resource whose production 

rate in isolation is the smallest among all the operations in the system. In any case, the 

influence of the process on the overall system performance depends heavily on the speed 

of the process.  

 

The bottleneck in the process can limit working hours, information flow, materials, and 

products. Thus, the biggest bottleneck in the process trace significantly impacts the capacity and 

throughput of the whole system. Comparing bottleneck occurrence through the process to the road 

traffic map, we can state that the capacities of the trace before and after the bottleneck are not 

important, the throughput of the process will be defined by the capacity of the bottleneck itself 

(see Figure 2.22). 

 
Figure 2.22: Comparing traffic bottlenecks to process bottlenecks in terms of throughput. The names 

of operations in the process model are not important since the goal is to show the bottleneck. 

 

In terms of the origin, we can differ two kinds of bottlenecks in a process – long-term and 

short-term bottlenecks18.  

Long-term bottlenecks are those that keep on occurring in a company for a long time and have 

not been touched. It can include the postponements that usually occur in financial auditing, 

 
18 https://www.latestquality.com/bottlenecks-in-a-process/ 
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monthly payroll handling, or inappropriate leave management of the organization’s personnel. 

Exploring long-term bottlenecks leads to improving the processes and organizational workflows. 

However, processing long-term bottlenecks takes more time and effort because it requires 

reconsidering and restructuring the usual way of work.  

On the other hand, short-term bottlenecks are those that take place all of a sudden owing to 

inadequate planning and automation deficiency. It can include an official person unexpectedly 

going on leave, inadequate knowledge about a venture or a missing file. This kind is more 

temporal and doesn’t significantly impact the whole process parameters. Also, once it is detected, 

the issue can be fixed promptly. 

Nowadays, automated lines and scanners can help to detect bottlenecks forthwith. Otherwise, 

in the case of not known and hidden processes, bottleneck detection is not so effortless procedure. 

Creating a process model for all processes in an organization and pointing out their time can be 

very useful in the identification of bottlenecks. There is clearly a bottleneck when the duration is 

time-consuming as compared to the estimated time. Timestamps of the event log can be used to 

track and estimate whether a bottleneck has occurred during the process. Having the process 

model as a basis helps to monitor, detect, and predict weak points of the process as well as to 

suggest possible reasons or roots. Once, a system is defined by the weakest place, bottleneck 

detection becomes a crucial part of the analysis. 

 

2.3.1 Theory of constraints and Lean management 

 
In my work, I am using two insights related closely to the process mining approach and bottleneck 

detection – the theory of constraints and Lean management.  

The theory of constraints (TOC) is a management paradigm that views any manageable system 

as being limited in achieving more of its goals by a very small number of constraints. There is 

always at least one constraint, and TOC uses a focusing process to identify the constraint and 

restructure the rest of the organization around it. TOC adopts the common idiom a chain is no 

stronger than its weakest link. That means that organizations and processes are vulnerable because 

the weakest resource or part can always damage or break them, or at least adversely affect the 

outcome [51]. 

A constraint is anything that prevents the system from achieving its goal. There are many ways 

that constraints can show up, but a core principle within TOC is that there are not tens or hundreds 

of constraints. There is at least one, but at most only a few in any given system. Types of 

(considering the system as internal) constraints: 

 

• Equipment. The way equipment is currently used limits the ability of the system to 

produce more salable goods/services. 

• People. Lack of skilled people limits the system. Mental models held by people can cause 

behaviour that becomes a constraint. 

• Policy. A written or unwritten policy prevents the system from making more. 

 

Thus, according to the TOC the detection of the biggest and the most serious bottleneck of the 

process is enough to improve all other parameters. I will use this theory for one of the proposed 

methods for the bottleneck detection. However, it has limitations and can be applied not to 

complex processes. 

Lean is a continuous improvement philosophy focused on eliminating waste while maximizing 

customer value. Lean management is the holistic approach of lean methods, the strategic 

implementation and the consideration and integration of the cultural level [52]. So, it can be 

described as a balanced use of resources, systems and tasks that brings to the whole process the 

best KPI (key performance indicators) like cost, time, risk. 

One of the tools of lean management is DMAIC – a data-driven improvement cycle used for 

improving, optimizing and stabilizing business processes and designs. It is a five-phase method – 

Define, Measure, Analyze, Improve and Control – for improving existing process problems with 



40  

unknown causes.  

Since, the concept of PM is responding to both concepts, DMAIC is presented for process 

mining in the Figure 2.23. 

 

 
Figure 2.23: DMAIC in terms of process mining use [70] 

 

Another comprehensive problem-solving instrument of Lean management is the 5 Whys 

technique. After the bottleneck was detected, this technique helps to track roots and reasons, 

asking domain experts correct questions.  

Both philosophies focus on improvement and advocate techniques to control the process flow. 

Both have demonstrated dramatic results of implementations—profitability skyrockets, 

inventories and lead times are slashed, and operations are drastically simplified. At the same time, 

both movements recognize that in order to achieve and sustain such improvement trends, new 

tools and methods should be involved. As a result, TOC and Lean movements have expanded 

their scope to encompass principles and practices of the entire system to enable continuous 

systemwide improvement [53]. Recently, PM became one of the tools for Lean management since 

its main goal is to reduce waste in the processes and to make them transparent.  

 

2.3.2 Common methods of bottleneck analysis 

 
In this section, I consider widely used bottleneck detection methods, which ideas became the core 

for proposed algorithms in the Chapter 3. 

 

Statistical bottleneck detection 

Statistical metrics are widely used and do not require sophisticated calculations. To detect the 

most common roots of bottlenecks, statistical characteristics like min/max values, data quartiles 

(three values that split sorted data into four parts, each with an equal number of observations – 

25, 50, 75% of data set size), and mean (average) values can be calculated. Working with 

statistics, one needs to inspect the structure of data first. In case of abnormal distribution, there is 

a recommendation to take a median (or 2nd quartile) since this parameter is not impacted so much 

by outliers as a mean value [54]. The time can be considered both for the activity/operation 

(active, elapsed time) itself and for delays between operations in queues (non-active, waiting, 

elapsed in queue time). Reasons for bottlenecks can have different natures – an absence of 

resources, breakdown, unique cases, etc.  Also, the longest time for the operation can indicate its 

complexity and specificity and should not be recognized as a bottleneck without confirmation 

from the process owner. According to the historical data, results can be represented in the next 

view (see Figure 2.24) and the longest active and waiting time can be highlighted in the column 

for each position of the process. 



41  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

The disadvantage of the statistical method. Unfortunately, statistics is a data-centric approach 

and does not consider objects (processes) and their relations. Besides the process flow perspective, 

it also does not include important process parameters such as concept drifts (process changes), 

process variants, loops, and concurrency. This method is not able to follow the flexibility of 

logistics supply chains. Mathematical models are made for common cases and are useless for the 

specific minority of processes. Also, the method strongly depends on historical information, more 

than on expert knowledge. In addition, outliers in data impact result to a great extent and should 

be processed separately. However, historical data analysis can be beneficial for process model 

enhancement.  

 

Bottleneck walk method 

This approach is extensively described in [55]. The bottleneck walk is based on observations of 

different process and resource states. These data are collected during a walk along the flow line. 

The gathered data are evaluated in a systematic process. The result of these two steps is a ranking 

of bottleneck sets that limit the output of the flow line during the period observed (see Figure 

2.25).  

When observing a process, it cannot be determined by one observation alone if the process is 

the bottleneck. If the process is working, it may or may not be the bottleneck. If the process has 

an ongoing breakdown, it may or may not be the bottleneck. If the operator is absent, it may or 

may not be the bottleneck. However, it can be clearly stated when it is not the bottleneck. 

Whenever the process is waiting, it cannot be the bottleneck, since the process is waiting on 

another process. The process could work more but is slowed down by the bottleneck. Furthermore, 

from this observation of a waiting process, it can be determined in which direction the bottleneck 

needs to be searched next. There are three possible system states and the conclusion about the 

bottleneck: 

 

• May be the bottleneck working; breakdown; setup; maintenance; scheduled break, etc.  

• Starved bottleneck is upstream – the inventory is empty or rather empty. 

• Blocked bottleneck is downstream – the inventory is full or rather full. 

 

During the bottleneck walk, the observer walks along the line, writing down the inventory 

levels and process states in one line of the data sheet each round. For practical purposes, the 

process states are abbreviated with W for waiting, P for processing, B for breakdown, and so on. 

Subsequently, for every buffer or process where the direction of the bottleneck can be determined, 

an arrow is drawn on the datasheet in the direction of the bottleneck. The bottleneck then must be 

between the arrows pointing toward each other [55]. 

Figure 2.24: The sample of statistical characteristics for each operation [68] 
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Figure 2.25: Sample of the bottleneck detection walk method for ten observations [55] 

 

The method is suited for practical use by supervisors and operators. The direct observation of 

the bottleneck also gives additional information about the underlying causes of the bottlenecks, 

simplifying the improvement of the system capacity.  

The disadvantage of the method. The method is functional, and it is applied to a flattened 

process. Once, the process is getting complex, the bottleneck walk is confusing. Moreover, it finds 

queues and weak points manually by counting cases/units before and after the operation. In this 

case, another issue occurs, when a manual resource takes out the production line/process trace or 

adds new items in a certain part of the production line to rework. Therefore, items just emerge in 

the production log through the process, and it is hard to follow them. Also, the method is meant 

to be working with a direct flow process, not processing conjunctions and parallel flows, or loops. 

The detection can be automated using sensors, production logs and information about the buffer 

of items before and after the operation. However, the absence of knowledge of the descriptive 

model will require manual work when every little change in the process occurs and measurements 

should be recalculated from a scratch. 

 

Bottleneck analysis with PM and animation 

Once, the adjusted descriptive process model was created, statistical metrics can be added to it 

and give an integrated perspective. In order to get execution times for all steps of the production 

process, both start and completion timestamps in the data set should be identified. 

Performance analysis gives the opportunity to see the mean, median, min/max time, and 

frequency of cases through the process. Filtering by process variants, start/end timestamps, case 

duration, etc. helps to focus on specific cases with a detailed view, and, thus, drilling down in the 

process.  When one wants to intuitively spot and highlight bottlenecks in the process, process 

animation can be applied. Figure 2.26 presents two different views on the same process – 

animation of process flow and performance analysis – on the DFG notation. Each rectangle refers 

to the activity, yellow dots are cases, arches represent connections between operations and start 

and finish are defining the scope of the chosen process accordingly. A lot of cases, which 

accumulate in certain paths, reveal possible weak spots in the process. Real-time monitoring 

shows when many cases pile up on a certain arc and are causing congestion. Process animation19 

groups these cases into larger bubbles (see Figure 2.26 (left)) 

 
19 Animation from Disco tool (www.fluxicon.com)  

http://www.fluxicon/
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Figure 2.26: Process animation to detect bottlenecks in real-time (Disco) – on the left side, Process 

map with Performance perspective – on the right side. The names of operations are not important, since 

the figure shows the sample of different perspectives [68] 

 
Another process map view, which is shown on the Figure 2.26 (right), presents performance 

characteristics for each operation and the paths between them. Red colors detect the longest times 

in comparison with other parts. The process model enriched with information about times makes 

the detection more transparent and comprehensible. Figure 2.26 presents an abstract view of the 

process bottlenecks and the names of operations do not play an important role here. The 

performance view will be discussed more specifically in the Chapter 3 for a proposed bottleneck 

detection method.  Both schemes were obtained from real data and all operation names were 

hidden in compliance with FACT statement – the confidential policy since order and names of 

operations can be easily recognizable by competitors. 

The disadvantage of the approach. Although the process model combined with statistic 

metrics gives a better understanding of the process and possible bottlenecks, the detection in this 

method is relative. All activities and paths are compared with each other based on historical data. 

Therefore, if one operation takes 25 min (and this time is regular for the operation), but another 

one takes 5s, then the first operation will be detected as a weak place in the process. This situation 

can be omitted by time processing and considering each operation as instant. In this case, the 

waiting time between two operations will combine the duration time of the operation (active time) 

and time in the queue (waiting time). However, in this case, it will be problematic to differ 

bottleneck roots – breakdown of a resource or delays on the path between activities. Also, finding 

the root of the bottleneck requires additional analysis and cannot identify the direction of the issue 

as well as guess possible reasons.   

 

Summary of the section 
The bottleneck detection is a crucial part of the continuous improvement of processes. The 

bottleneck in the process can limit working hours, information flow, materials, and products. 

Thus, the biggest bottleneck in the process trace significantly impacts the capacity and throughput 

of the whole system. Two concepts – theory of constraints and lean management – focus on 

detection and reducing possible bottlenecks/weak points by reconsidering process management. 

It leads not just to improving KPIs, but also to knowing risks and threat points in the system.  

The common methods of bottleneck detection – Statistical, Bottleneck walk and Bottleneck 

analysis with PM methods – were discussed in the current section. In spite of their advantages, 

the flexible and appropriate method of bottleneck detection stays relevant. I described the 
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drawbacks of each method. Most of the time present bottleneck detection methods are data-

centric, not aligned with the process model, and do not consider loops and concurrencies. 

However, this situation can be improved by mixing the advantages of each method. Chapter 3 

will present how these approaches can be improved with the help of the process model. There will 

be two bottleneck detection methods proposed. One is effective in terms of the theory of 

constraints. The second one is more detailed and helps with not just bottleneck detection but also 

guessing the reasons. 

 

 

2.4 Predictive models 

 
Prediction of KPI parameters plays an important role in the planning and helps to reduce wastes 

in warehousing, and processes, as well as to improve the quality of service for customers. 

Predictive modelling is a statistical approach that explores data patterns to predict future events 

or outcomes. These outcomes can be used then for recommendation and decision support systems 

or process maps. Predictive models solve various groups of tasks: clustering, classification, 

forecasting, threat predictions, outliers /anomalies identification, and time series models. To 

obtain better results some of them can be combined. Also, each group of tasks can be transformed 

into another one according to the initial request. It is important to note that algorithms are taught 

on historical data and input affects the parameters of the predictive model significantly. Thus, 

data cleaning and selecting features takes usually 70% of the analysis.  

In this part, I describe some widely used predictive models and methods for the evaluation of 

the quality (validation). The problematic of every method is defined at the end of each section. 

All figures from this chapter are presenting an application of the real use case from Chapter 4 and 

are used to show the main parameters of the models. These parameters will be used later in the 

application part. Evaluation metrics with comparison will be described in the last chapter. 

 

2.4.1 Time Series analysis 

 
Most of the time, predictive models are needed to estimate times: flow time, the end time of the 

process, suspend time, delay time, etc. As the name of the analysis suggests, the time series model 

comprises the sequence of data points using time as an input. Using historical data – timeline – 

one can create long- and short-term predictions. Without knowing the process model and its 

changes, it is recommended to create short-term prediction, since for the long-term it gives worse 

accuracy results and is quite sensitive to any possible changes. For instance, in terms of epidemy 

or economic crises, the long-term model will not be useful.  

So, time series (TS) is an ordered sequence of values of a variable at equally spaced time 

intervals [56]. Examples of time series can be found in a variety of fields ranging from medicine 

to economics. The investigation of the time series makes it possible to control the process that 

generates time series, clarify the mechanism, situated in the basis of the process, clear a number 

of outliers, and also make predictions for the future based on knowledge of the past. The main 

characteristics of TS, which make it different from a regular regression problem, are time-

dependence and seasonality trends (i.e., variations specific to a particular time frame). The basic 

assumption underlying the analysis of time series is that the factors, affecting the object, in the 

present and in the past, will affect it in the future. The goal of TS analysis is to find dependencies 

or patterns and express them in the form of mathematical expressions. To achieve this, various 

mathematical models have been developed, designed to study the TS components. Thus, it it 

makes possible to forecast future values according to the historical data that can help in the 

development of plans and development strategy of the organization.  I consider the most important 

components of TS (trend, seasonal variation, cyclic changes, irregular factors) [57] to build the 

most suitable model in terms of our time series. 

The models which are described are exponential smoothing (single, double and triple), and 

two more advanced models – auto-regressive moving average (ARMA) and ARIMA with 
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seasonal component (SARIMA). The choice of a suitable model depends both on the distribution 

of the data and on the useful information that it will bring.  Experiments for every model are 

carried out with different values of the model parameters to find the best fitting ones [71].  

 

Time series components 

Each time-series method requires the understanding and description of the timeline. Prior to 

applying algorithms, it is recommended to conduct the next steps: 

 

• Define the time period and provide an explorative analysis of this timeline to see the 

behavior of the system with different frequencies. 

• Determine the normal distribution by applying specific statistical tests. 

• Identify trend and stationarity. 

• Decompose the time series to see cyclic changes and irregular factors. 

 

Before choosing the method of prediction, it is necessary to provide an explorative analysis of 

the timeline. Often, this part can impact the type of time series analysis as well as coefficients. 

First, time series should be visualized with different frequencies (days, weeks, months) (see 

Figure 2.27). In this work the language Python (in particular library statsmodels) was used for 

time series exploration and visualizations. To get a general idea of the data, time series should be 

visualized (see Figure 2.27).  

 

 
 

Figure 2.27: Ship handling duration time plot with different frequencies (from top to bottom – 

TSd(days), TSw(weeks), TSm(months)) [71] 

 

Figure 2.27 shows two peaks for TSw (January 2013 and 2015) and one peak for TSm (January 

2015), but this figure is not specific enough to discuss whether the data has a distinct trend or 

seasonality.  
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On the other hand, time series should have a normal distribution. This goal can be achieved 

by filtering and preprocessing inputs. Ideally, TSw indicators and histogram should look as it is 

depicted in Figure 2.28. So, the homogeneous TS with a relatively small dispersion is a suitable 

object for the models. It is also evidenced by the coefficient of variation (the ratio of standard 

deviation to average value) that equals 0,199. Moreover, to determine the normal distribution the 

Jarque-Bera test can be conducted, and if the p-value is higher than 0,05 then the null hypothesis 

of the normality is true (in described case p-value=0,11), what means the series has a normal 

distribution [58].  

 

 
 

Figure 2.28: TSw bar chat and its main indicators [71] 

 

After the explorative analysis and normal distribution detection, another four main 

components which can impact the predictive models for time series are: 

 

• trend (long-term change in the mean level),  

• seasonal variation (the periodic fluctuation in the series within each year),  

• cyclic changes (variation across a fixed period due to some physical cause),  

• irregular factors.  

 

These parameters can be defined by the time series decomposition method shown in Figure 

2.29. 

 

 
 

Figure 2.29: Decomposition of TSw [71] 

 

On the Figure 2.29 there is seasonal variation, which can be caused by changes in the process. 

The explored time series is stochastic and discrete, the trend is not significant.  
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Nevertheless, in the first place, time series stationarity should be checked to find out if it is 

suitable for statistical techniques. Besides, the techniques related to stationary series are more 

mature and easier to implement as compared to non-stationary series. TS is said to be stationary 

if its statistical properties such as mean, variance and autocorrelation structure remain constant 

over time. There are two basic methods for checking the stationarity: plotting rolling statistics 

(moving average) and Dickey-Fuller test [59]. 

 

 
 

 Figure 2.30: Moving average and Dickey-Fuller test [71] 

 

According to Figure 2.30, the mean value appears to be varying with time slightly and the test 

statistic is much smaller than 1% critical values so we can say with 99% confidence that this is a 

stationary series.  

In order to ensure TSw stationarity in another way, ACF (Autocorrelation function that 

presents a correlation between different lag functions) and PACF (Partial autocorrelation 

function) are shown in the figure below. For stationary time series, both functions should decrease 

to zero as the lag increases, as evidenced be the presented functions. 

 

 
 

 Figure 2.31: ACF and PACF of TSw [71] 

 

Almost none of practical TS is stationary and, probably, data preprocessing makes it possible. 

If even after data transformation TS stays non-stationary, there are three main approaches to 

change it:  

• detrending (remove the trend),  

• differencing (model the difference of the TS), 

• seasonality.  
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The differencing is also called the integration part in ARIMA model and seasonality is 

SARIMA. 

 

Exponential smoothing 

Exponential smoothing of time series data assigns exponentially decreasing weights for newest to 

oldest observations. In other words, the older the data, the less priority (weight) the data is given; 

newer data is seen as more relevant and is assigned more weight. Smoothing parameters 

(smoothing constants) — usually denoted by α — determine the weights for observations. 

 

• Simple exponential smoothing. It can be represented as the following formula: 

𝑆𝑡 = 𝛼𝑦𝑡−1 + (1 − 𝛼)𝑆𝑡−1     (2.4) 

 

where  

𝑆𝑡  – overall smoothing; 

𝑦𝑡  – observations; 

α –  the smoothing constant, a value from 0 to 1 (when α is close to zero, smoothing happens 

more slowly); 

t – time period. 

This method uses a weighted moving average with exponentially decreasing weights. It is not 

recommended to apply it to TS with trend and seasonality [60].  

• Double exponential smoothing. Here are the two equations, which define the method: 

𝑆𝑡 = 𝛼𝑦𝑡−1 + (1 − 𝛼)(𝑆𝑡−1 + 𝑏𝑡−1    (2.5) 

𝑏𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑏𝑡−1    (2.6) 

 

where 

𝑏𝑡   – trend smoothing; 

β is a constant that is chosen with reference to α. Like α it can be chosen through 

the Levenberg–Marquardt algorithm. 

This method is used for analyzing time series that show a trend. 

• Triple exponential smoothing. This method can be defined as follows: 

𝐼𝑡 = 𝛾 ∗
𝑦𝑡

𝑆𝑡
+ (1 − 𝛽)𝐼𝑡−𝐿    (2.7) 

𝐹𝑡+𝑚 = (𝑆𝑡 + 𝑚𝑏𝑡) ∗ 𝐼𝑡−𝐿+𝑚   (2.8) 

 

where  

𝐼𝑡   – seasonal smoothing; 

𝐹𝑡   – the forecast at m periods ahead. 

 

The resulting set of equations is called the Holt-Winters method after the names of the 

inventors. The method is applied for data that shows a trend and seasonality. All formulas are 

taken from the source [60]. 

The disadvantage of Holt-Winters methods. For this method, the main problem is to determine 

the best coefficients. Finding the appropriate coefficients is calculated based on the error value. 

It requires computer capacity is and very sensitive to process changes. Also, the resulted model 

should not be overfitting or generating.  

 

ARMA model 

ARMA stands for Auto-Regressive Moving Averages and provides a description of the stationary 

stochastic process in terms of two polynomials, one for the autoregression and the second for the 

moving average. This model is used more in practice than simple AR and MA models. The AR 

http://www.statisticshowto.com/timeplot/
http://people.duke.edu/~hpgavin/ce281/lm.pdf
http://www.statisticshowto.com/seasonality/
https://en.wikipedia.org/wiki/Stationary_stochastic_process
https://en.wikipedia.org/wiki/Stationary_stochastic_process
https://en.wikipedia.org/wiki/AR_model
https://en.wikipedia.org/wiki/MA_model
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part involves regressing the variable on its own lagged (i.e., past) values. The MA part involves 

modelling the error term as a linear combination of error terms occurring contemporaneously and 

at various times in the past [56].  

 

SARIMA 

SARIMA is a seasonal autoregressive integrated moving average model. It is an extension of 

ARMA model with a seasonal component. The model can be defined as follows: 

 

ARIMA(p,d,q)(P,D,Q)S     (2.9) 

 

where 

p – order of the AR process (AR terms are just lags of dependent variable); 

q – order of the MA process (MA terms are lagged forecast errors in prediction equation); 

d – order of differencing (in our case, d=0, because TSw is stationary) 

P, D, Q – order of seasonal AR, differencing, and MA respectively. 

Often time series possess a seasonal component that repeats every s observations. For monthly 

observations s = 12 (12 in 1 year), for quarterly observations s = 4 (4 in 1 year). 

 

Disadvantages of time series models. Time series analysis is not multicriteria and could not be 

used for global planning as well as for long-term prediction, since every single process case is 

considered a black box with just one parameter – the time duration. In this type of prediction, 

many significant features of the process like case attributes (size, type, cargo, etc.) are staying 

without needed attention. Context awareness also cannot be applied and enrich the results. The 

forecast can be called short-term because it is based on historical data and any changes in the 

organization of processes or in the infrastructure will lead to a new analysis of the time series. 

The process of the prediction is not transparent and the reasons for predicted values should be 

always discussed with the process owner.  

 

2.4.2 Regression models 

 
Having big data as a source opens new opportunities for predictive models and requires them to 

be multivariate. Exploration of dependencies between different features brings new aspects to the 

creation of decision rules and recommendations. Regression models offer a set of techniques to 

predict and understand dependencies among datasets. 

In statistical modelling, regression analysis20 is a set of statistical processes for estimating the 

relationships between a dependent and one or more independent variables. To define a regression 

model, we can use the formula: 

 

𝑌𝑖 = 𝑓(𝑋𝑖 , 𝛽) + 𝑒𝑖    (2.10) 

 

where  

𝛽 is the unknown parameter, 

𝑋𝑖 – independent variables, which are observed in data ( i is defined by a row of data)- factors, 

which can impact the dependent variables, 

𝑌𝑖   – dependent variables – target variable (the parameter which is planned to be explained or 

predicted), 

𝑒𝑖 – error terms. 

The regression analysis is a quite powerful tool in the combination with other statistical and 

machine learning techniques because it provides information about factors, which affect the 

system. 

 

 
20 en.wikipedia.org/wiki/Regression_analysis 

https://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics
https://en.wikipedia.org/wiki/Linear_combination
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Regression trees 

A decision tree creates regression (or classification models) in the form of a tree structure. It splits 

down a dataset into smaller subsets till the point when an associated decision tree is incrementally 

developed. The final result is a tree with decision nodes and leaf nodes. 

According to professor Saed Sayad21, the main algorithm for building decision trees is 

named ID3 by J. R. Quinlan which conducted a top-down, greedy search through the set of 

possible branches with no backtracking. The ID3 algorithm can be used to build a decision tree 

for regression with standard deviation reduction, which is calculated for each node. It is important 

to note that instances in the decision tree should be homogenous (with a similar types of values). 

Developing a decision tree is about finding the attribute that returns the highest standard deviation 

reduction. In reality, certain thresholds can be defined for nodes. The sample of the decision tree 

regression model is presented below. 

 
 

Figure 2.32: The sample of the decision tree regression model [72] 

 

The advantage of the regression tree method is the possibility to explore a big set of features 

and their dependencies. Also, we can create decision rules and recommendations using context 

awareness, what is not possible with time-series analysis. 

Disadvantage of regression models. According to FACT issue, described in the process mining 

section, even if the correlation between two variables equals 1, it does not mean their strong 

dependency. In fact, there can exist additional hidden variables which were not considered, and 

it impacts two analyzed ones. One should be careful with statistical numbers for nodes and have 

an understanding of the process. Also, the regression model is not connected to the process model. 

Similar to previous methods, it is data-centric and is not able to bring process aspects into the 

analysis. However, it can be fixed with context awareness. Thus, the method can be exploited as 

a part of another model to reinforce the results of the prediction. 

 

 

 

 

 

 
21 www.saedsayad.com/data_mining_map.htm 
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2.4.3 Transition systems  

 
All models which were described before are not process-oriented and are more data-centric. They 

can obtain behavior of the process, but this disconnection requires additional research to be able 

to create a process map further. One of the possible process-centric predictive methods is a 

transition system. 

A transition system is a triplet (S, E, T), where S is the state space (i.e., possible states of the 

process), E is the set of events labels (i.e. transition labels), and is the transition relation describing 

how the system can move from one state to another [61]. A transition (s1, e, s2)T describes that 

the process can move from state s1 to s2 by an event labelled e. A transition has some initial state 

and a set of final states. The set of behaviors possible according to a transition system is given by 

all traces from the initial state to some final states. The naive algorithm for constructing a TS is 

straightforward: for every trace σ a new state should be created (if it does not exist yet). The 

algorithm can be studied in more detail in the paper [61].  

For this study, a set of activities abstraction was chosen as the most suitable. It means that the 

mechanism optionally removes the order or frequency from the resulting trace. Only the fact that 

it occurs makes sense.  

In order to use the transition system for making predictions, it is necessary to annotate it first. 

The system learns from the information collected for earlier process instances that visited the 

same state. This way states are annotated with a set of measurements that are used as a basis for 

predictions. The set contains:  

 

• remaining time (the average time in a current state until completion of the case), 

• elapsed time (the average time to reach a particular state from the initial state),  

• sojourn time (the average duration of a current state) (see Figure 2.33).  

 

It is important to note that in the event log we usually see activities and no states, therefore, 

state information is deduced from the activities executed before and after a given state. 
 

 
 

Figure 2.33: Time measurements for transition system 

 

These measurements can be used for calculating additional time parameters for every state: 

average time, standard deviation, minimum and maximum remaining time until completion. The 

proposed bottleneck method in the third part relies on these metrics.  

Eventually, the transition system can be obtained using the set of abstractions based on all 

activities. With the plugin FSM analyzer in PROM, the transition system might be also reinforced 

with information about times for every operation. The goal is to predict, at any point in time, the 

remaining handling time of a case. The sample of certain parts of the process – initial and finish 

states – is presented below. 

A transition system can provide information about remaining time in every state and, at the 

same time, help with the understanding of control flow, delays detection and reasons for them. 

Thus, the process owner will be aware of exactly how every operation affects the whole process 

and will be able to make arrangements. Such analysis can lead to the creation of decision-making 

rules, and the determination of measures to improve the quantitative and qualitative dimensions 

of the process. 
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Figure 2.34: Annotated transition system for two states (on the left-initial state, on the right-final 

state) [64] 

 

Disadvantages of transition system models. In contrast to statistical methods, the transition 

system is able to indicate deviations and causes for delays, as well as support multicriteria analysis 

for process instances. It is also important to note, that results can be improved substantially by 

increasing input data quality and using other abstractions of transition systems like sequence and 

multisets. However, the transition system predictive method has some disadvantages. The main 

problem is heightened sensitivity to input data. Duplicates, noise, incompleteness, and uncertainty 

in the event log can lead to meaningless results. Before applying the algorithm, the event log 

should be preprocessed to avoid potential mistakes. Furthermore, the final representation of the 

transition system has problems with complex control-flow constructs (see Appendix D). 

Overloaded with many different parameters, the process model loses transparency, usability and 

readability. In order to tackle this problem, a two-step approach (combination transition system 

method with other process mining techniques) [62]. 

 

2.4.4 Evaluating methods 

 
After developing the predictive model based on historical data, one should know its 

performing metrics to use it in future and to compare it to other models. To evaluate the results 

of predictive models data are usually divided into two groups: the training set and test set. The 

first one we need to build the model and the second is used to asset future performance. Most of 

the time, only a limited amount of data is available, so the unbiased estimate can be achieved by 

using cross-validation. This resampling method takes different portions of the data set to test and 

train the model. Since time series have ordered structure and dependencies, the cross-validation 

method here is not so considerable. Data can be separated manually taking last year/quarter/month 

(depending on the dataset and the target variable) as a test dataset. After splitting the data, test 

data can be compared to the results of the predictive model to analyze and find the best fitting 

one. As long as, many target variables are numerical, for model comparison next metrics can be 

useful:  
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• AIC (Akaike Information Criterion) – a function of both the fit, the sum of squared 

residuals, and the number of parameters. 

• MSE (Mean Square Error) – the mean/average of the square of all of the errors,  

• RMSE (Root-mean-square deviation) – the standard deviation of the prediction errors. 

The values between 0.2-0.5 can be evaluated as well-predicted results. 

• MAE (Mean absolute error) – a measure of errors between paired observations expressing 

the same phenomenon. 

• MAPE (Mean absolute percentage error) – is the sum of the individual absolute errors 

divided by the demand (each period separately). The values lower than 20% can be 

evaluated as well-predicted results. 

 

In this thesis, the last four metrics will be used to evaluate the model in the Application part. 

 

Summary of the section 
Predictive modelling is a statistical approach that explores data patterns to predict future events 

or outcomes. These outcomes can be used then for recommendation and decision support systems 

or process maps.  

In this part of the work, I have described three predictive model types: time series models, 

regression models and transition system models.  All of them are widely used in different fields 

and each has its own benefits in comparison to others. To summaries all their strengths and 

weaknesses, the following table is created. 

 
Table 2.3: The comparison of predictive models 

 

Predictive model Advantages Disadvantages 

Time series model • Easy to apply to the 

different systems 

• A lot of samples and use-

cases 

• Algorithms are 

understandable 

• Few parameters to 

estimate 

 

• Ability to model only 

linear relationships 

• Low accuracy in the 

longer-term prediction 

• Statistical and domain 

knowledge needed 

• Sensitive to process 

changes 

• Not multicriteria, no 

connection to the process 

model 

Regression model • Can empower other 

models 

• Multicriteria (possibility 

to use context-awareness) 

• Model also non-linear 

relationships 

• Sustainable to changes 

 

 

• Strong correlation 

between variables can be 

incorrect (hidden 

parameter) 

• Difficult interpretability 

• Requires a lot of 

calculations in case of a 

big amount of parameters 

• Data-centric, not related 

to the process model 

Transition system model • Process connected, shows 

connections in the process 

and delays 

• Multicriteria (possibility 

to use context-awareness) 

• Difficult interpretability 

in case of complex 

spaghetti processes 

• Need to build the process 

model first 
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• Sustainable to changes 

since considering different 

variants 

• Can be used for the 

process map 

 

• Very sensitive to the input 

data and thresholds 

 

 

In the Chapter 3, there will be a proposed two-step predictive model, which considers context 

awareness as an input parameter. The transition system impacted the development of the 

bottleneck detection method. All these three predictive models will be applied to the logistics 

process in the application part and evaluated using the metrics described above. 

 

Summary of Chapter 2 
 

This chapter covers recent research on the main parts of this thesis: Process Mining, Bottleneck 

detection analysis, Predictive models, and Domain knowledge. In the beginning, we defined the 

position of process mining in the data science field, considering also other fields which will be 

discussed in the following sections – statistics, machine learning and domain knowledge. Each 

section has a summary with conclusions about gaps in the research, challenges, weak points and 

advantages of described techniques with a hint for improvements. All this information will be 

used in the Chapter 3 and will help to understand the proposed methods. 

Process modelling is necessary in order to display the entire process from beginning to end 

with various levels of detail and the ability to enrich the model with additional attributes in the 

future. The process mining approach has a lead role and differs from others by having flexible 

and powerful tools. It provides an opportunity to get a descriptive process model based on raw 

data from different sources like documentation, ERP systems, Intranet, etc. The descriptive type 

of model shows the current process and is made by algorithms based on raw data. The obtained 

model is used for optimization, improvement, and enhancement of the real process and can be the 

basis for recommendation or decision-making systems as well as for process maps. In this thesis, 

I focus more on Discover and Enhancement types of process mining. Once modelled behaviour 

and real behaviour are aligned it gives the opportunity to include other perspectives of process 

mining, what can be beneficial in terms of online prediction, automated process improvement, 

resource recommendation, etc. The current work aims mostly to control-flow, case, and time 

perspectives.  

As a fast-growing area, process mining getting new challenges for academics and analysts. 

Solving issues brings up more perspectives and a deeper view of the process nature, which creates 

more challenges. The aim of the work is challenge 6 Combining process mining with other types 

of analysis, considering FACT problematic and feature selection – context awareness. 

In turn, obtained process model brings follows benefits: 

 

• opportunity to look at the real descriptive process model with highways in the process; 

• performance analysis can show bottlenecks in the process and can help to define their 

causes according to the process model; 

• process model can be used for audit (to compare normative and real models, to follow 

rules of standardization), for training new personnel; 

• analysis of additional process characteristics can create decision rules, make predictions 

and recommendations; 

• resource analysis defines overloaded resources. Can be used for the redistribution of 

work. 

 

Moreover, there is a limited number of studies regarding process mining in logistics and only 

a few cases in logistics applications. Therefore, this research objective is to discuss the application 

of process mining, its advantages, as well as the challenge in the logistics domain. Maritime port 
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systems represent a major challenge both from a theoretical and practical point of view and require 

the development of innovative tools for the analysis and synthesis of such systems. Despite the 

fact, that logistics processes should be highly structured, in reality, they constitute spaghetti type. 

There will be offered the framework to work with such processes by help of context-aware 

information. 

The bottleneck detection is a crucial part of the continuous improvement of processes. The 

bottleneck in the process can limit working hours, information flow, materials, and products. 

Thus, the biggest bottleneck in the process trace significantly impacts the capacity and throughput 

of the whole system. Two concepts – theory of constraints and lean management – focus on 

detection and reducing possible bottlenecks/weak points by reconsidering process management. 

It leads not just to improving KPIs, but also to knowing risks and threat points in the system.  

The common methods of bottleneck detection – Statistical, Bottleneck walk and Bottleneck 

analysis with process mining methods – were discussed in the current section. Despite their 

advantages, the flexible and appropriate method of bottleneck detection stays relevant. We 

described the drawbacks of each method. Most of the time present bottleneck detection methods 

are data-centric, not aligned with the process model, and do not consider loops and concurrencies. 

However, this situation can be improved by mixing the advantages of each method and using 

context awareness.  

Finally, the predictive module presents widely used predictive models – time series, regressive 

and transition system models – and their characteristics. All described predictive models will be 

applied to the logistics process in the application part and evaluated using the metrics highlighted 

in the section.  

Combining knowledge of logistics processes and modern methods of analytics - process 

mining, data mining, machine learning and statistics – can undoubtedly help improve both fields 

and adopt algorithms to a wider range of process types. The results of its use directly depend on 

the settings and understanding of the analyzed process. A prototype decision support system or 

process map can be developed for different participants involved in the interconnected logistics 

processes.  

In the next chapter, we will discuss how to deal with spaghetti models by context awareness 

in terms of different types of process mining. And, after, use the obtained process model to 

enhance it with the results of another analysis. It will also present how mixing the advantages of 

bottleneck detection can be improved with the help of the process model. Moreover, the two-step 

predictive model, which considers context awareness as an input parameter, will be proposed. 

  



56  

Chapter 3 

Methodology of applying process mining 

in logistics for predictive analysis 
 

The main aim of this study is to extract knowledge and models from real-world raw event logs of 

interconnected logistics processes and to highlight problems to further improve the processes, 

particularly for further process map development.  

 

As was mentioned in the previous part, additional research is needed for combining PM with 

other data mining and statistical methods as well as applying their techniques to logistics 

processes. This type of process remains to be a black box for analysts as well as for 

business/process owners. There are many simulations and normative models to understand what 

the logistics process is, but most of them do not aim on reflecting the real/descriptive process 

model. In addition, logistics processes were supposed to have a structured type. However, in the 

real world, they are represented by so-called spaghetti models due to their complexity and the 

many parts involved. 

In this part of the work, we can identify several interconnected promising approaches to better 

analyze and synthesize complex processes with their key aspects and attributes. These approaches 

have not been applied rigorously to logistics processes so far. The main difference from other 

studies is a focus on context-awareness of the process and having it as an input parameters for the 

main steps of the research. To have a quick overview, the simplified scheme for the research is 

shown below.  

 
 

Figure 3.1: Simplified roadmap of the methodology part. The figure is taken from [68] with an 

extension for predictive model module 

 

The methodology consists of five distinctive phases:  

 

• logistics event log extraction,  

• data preprocessing,  

• process modelling for complex non-structured spaghetti processes,  

• bottleneck detection analysis  

• and a two-step predictive model, including results of all previous steps.  

 

All steps are interconnected and affect the results of the following ones. Extracting data from 

the information system (IS) combine datasets from work-in-progress (WIP) and operational data 

store (ODS) parts depending on the structure of IS in the company, analysis and required results. 

ODS tables provide storage for data needed for internal and external reporting. WIP refers usually 

to the raw materials, labor, and overhead costs incurred for products that are at various stages of 

the logistics process. Considering Figure 3.1, three parts are impacted by context awareness: 
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• process modelling,  

• bottleneck detection methods  

• and predictive model.  

 

Eventually, it is highly recommended to adjust all obtained results and models with data and 

process owners to avoid wrong interpretations of data or to bring new aspects of knowledge to 

them. 

 

3.1 The main framework for a process mining application in logistics 

 
In order to apply process mining to the logistics processes, we offer the framework presented in 

Figure 3.2. 

 

 
 

Figure 3.2: The main framework for process mining application to logistics processes 

 

Step 1. I consider that IS has already collected and stores all data from different systems 

needed for analysis. Four required parameters of the event log (case id, activities, timestamps, 

and additional parameters) have to be formed already at this point. Dataset’s extraction implies 
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exploring and understanding the data structure and includes: 

 

• Defining logistics process instance – Case ID.  

This step defines which part of the logistics process will be analyzed and shown. As long as 

we focus mainly on the ship handling process, what is part of the loading/unloading operations of 

the seaport, ship ID will be taken as a case. 

• Identifying process activities (operations, steps, resources, etc.) and their timestamps. 

• Defining additional logistics process attributes and features (costs, teams, weather 

conditions, berth number, weekdays, etc.). 

 

The more parameters we have, the higher level of flexibility can be reached in the following 

steps. Here, we already may collect context-aware information about the system, its updates, and 

possible connections with other data sources. In the case of big data, this step can also consider 

regrouping or clustering data to reduce diversity. 

To explore other possible scenarios and perspectives of the logistics processes, Table 3.1 

presents different cases. For example, when using documents as a case, the movement of cargo 

through the seaport infrastructure can be represented as a path (set of nodes), connecting elements 

of the intraport cargo-transferring chain. During the passage of the track, the instalment of cargo 

(token) passes through the different elements of the cargo-transferring process (places) by 

performing cargo handling operations (running of the tokens along arches that connect nodes). 

Any activity can be represented in the form of documents transmitted between their editors on a 

certain scheme in accordance with the prescribed rules. Alternatively, the process model can be 

reached with documents (where it is necessary) directly. 

 
Table 3.1: Scenarios for maritime process management 

 

Case ID 

(name/number) 

Process 

examples 

Activities / 

Operation 

examples 

Timestamps 
Additional 

attributes 

Ship 

Ship handling 

process at the 

terminal 

Ship arrival, 

mooring, loading, 

unloading, 

piloting, 

departure 

Start and end 

time for each 

operation 

Type of cargo, 

amount of cargo, 

type of ship, 

operator, weather 

condition, berth, 

weekdays, costs, 

country of 

consignee/sender. 

 

Can be used for 

further research, 

e.g. defining 

parameters, 

which affect the 

whole process 

and its 

performance 

indicators the 

most. 

Container 

(other types of 

cargo/products) 

Following the 

process of 

container (or 

other types of 

cargo) shipment 

from sender to 

the consignee 

Operations with 

containers/cargo 

at terminals, 

warehouses, 

forwarders, 

railway or aircraft 

transportation  

Warehouse 

Process of 

storage and 

movement of 

cargo 

Cargo arrived, 

cargo was 

replaced… 

Resources 

workload 

(operators, 

cranes, 

equipment) 

Resource 

analysis, 

Network analysis 

Messages 

between workers 

Document 

Document flow, 

administration 

processes 

Document signed, 

the document was 

sent to… 
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Step 2. This step is crucial and highly impacts all results of the analysis. In the previous 

chapter, we already mentioned raw data issues. Without preprocessing, even the most powerful 

algorithms will lead to the wrong not-interpretable models. The algorithms also are not able to 

work with missing values and just skip them in calculations what leads to losing important 

processes and statistical information. Therefore, an event log should be prepared for the further 

steps accordingly: 

 

• Preprocessing data based on the time parameter. 

Choosing an appropriate time frame, calculating end time stamps (if they are absent), process 

the level of granularity in times. Depending on the runtime of a single process case, it can be 

better to consider a one-year interval. For defining the time frame, we use the method which was 

described in the work [63]: 

𝑡𝑖𝑚𝑒𝑓𝑟𝑎𝑚𝑒 = 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 ∗ 4 ∗ 5    (3.1) 

 

The 4 value ensures that at least 4 cases were started and completed after each other. The 5 

accounts to the occasional long-running cases (according to the Pareto principle) and ensures that 

cases that take up to five times longer are included in the extracted time window. 

• Filtering of completed cases.  

It means we should define the first and last activities for each process and subprocess. It will 

cut off incomplete cases and, therefore, the number of variants. Also, it can happen that one wants 

to consider specifically incomplete cases and understand the reason. So, the implementation of 

these steps highly depends on the goal of the analyses and case.  

• Cleaning data from noises, incompleteness, and outliers. Solve uncertainty.  

Missing values should be replaced with mean/median/mode values or according to production 

rules and be deleted just as the last resort. The method for outliers’ detection was described in our 

work [54]. Usually, in the real world, the data distribution is not normative and has an abnormal 

type with left shift. For this type of distribution, we use thresholds which are defined as the 

interval 

𝑄2 ± 𝜎       (3.2) 

where 

𝑄2 is the second quartile (median) and 𝜎 is the standard deviation.  

 

Figure 3.3 shows the distribution of processes’ time duration, and this approach helps to cover 

needed processes for an analysis better than with µ - expected value. 

 
Figure 3.3: The defining thresholds for time duration of the processes [54] 
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Additionally, logistics data often come from different systems and do not have a unified 

standard. For instance, two similar operations Weather conditions and Weather conditions (Other) 

(or NOR tendering-berth and NOR tendering-road) have two different identifications. This 

problem could be tackled by the aggregation of operations according to experts’ knowledge or 

based on an international standard. Meanwhile, we can create additional features to differ 

activities by data source or resources. For example, two different operations Mooring with 

Operator1 and Mooring with Operator2 can be combined into one operation Mooring and adding 

additional resource parameter Operator. Reducing and unifying the number of operations 

improves quality and representation of final process model. 

Another issue of equal importance is uncertainty in the data. There are duplicates with different 

timestamps within a case, which may affect the results of algorithms. For example, we can find 

two the same operations in one case with start and end times (1:00; 2:00) and (1:00; 3:00) 

respectively. This uncertainty can be solved by help process owners or using the common time 

frame that covers both times (for our example, the operation has time (1:00; 3:00))  

• Defining features for cases, including context awareness.  

In the first step, we chose the set of possible influencing parameters of the process, here we 

specify them for the case. 

• Structuring the data according to EL rules and MXML/XES format.  

Existing process mining algorithms work with XES (eXtensible Event Stream) or 

MXML(Mining eXtensible Markup Language) formats. Nowadays, there are many converting 

tools for these formats, but the structure of the event log should respond to the rules which are 

described in the second chapter. For example, the event log should have cases; activities and 

timestamps, activities should be ordered, etc. 

• Provide confidentiality of obtained data.  

According to the FACT issue, even part of the process with names of instances can reveal the 

whole of the process and its parameters for competitors. So, names should be encrypted before 

building the model.  

 

Step 3. After the event log was created, we should conduct a Logistics explorative analysis to 

understand cases and their parameters. At this step, it is possible to find new knowledge about the 

process and, thus, even go back to the previous step for corrections or specifications. This step is 

essential for context-aware information for process variants (a unique trace from the beginning to 

the end of the process or the certain order of activities) and it will be used as an input for proposed 

methods in this research. 

• Investigating process variants.  

Explore the structure of different types of processes, the order of activities, missing operations, 

check data dependencies in the dotted chart and so on. 

• Exploring and creating features for process variants.  

Here we can use all possible statistical measurements and general information for each process 

variant, which comes from the first and second steps. Moreover, additional features can be 

calculated and used as performance or productivity characteristics. 

• Use clustering/grouping for features to determine subprocesses and other perspectives 

based on context-aware information. 

In the first step, we collected possible features for the process and here they can be used to 

build hidden subprocesses, what improves in general the level of the detalization for the resulted 

process model. 

 

Step 4. Process Modelling – building the process model 

• Discover the real process model with various algorithms (alpha miner, fuzzy miner, 

inductive miner, etc.).  

According to the specification of our domain area, we apply a fuzzy miner. 

• Use different resulted notations to avoid their limitations (workflow, BPMN, DFG).  

Taking into account the limitations of DFG, described in [24], we use DFG notation as the 
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most presentable and interactive. 

• Explore the main process flow. 

Once the process model is built, we can explore the most frequent activities, resources, paths, 

relations between operations, loops and concurrencies, possible drill-down levels, and so on. 

Discovering the real descriptive model is essential for further analysis.  

 

Step 5. Logistics process conformance analysis 

This step is needed in auditioning and identifying process deviations. It connects the obtained 

descriptive process model with the normative one, which was created by process owners. There 

are some reasons describing why existing models do not reflect the real situation in logistics: 

• Subjectivity. Depending on the roles and perspectives, everyone has a subjective picture 

of the process. Therefore, interviews, workshops and expert knowledge are not enough to discover 

the real process. 

• Partial view. Processes are usually complex and include the participation of multiple 

people, teams, departments and so on. The challenge is that there is no single person, who 

performs the complete process and knows it from the beginning to the end. 

• Change. Processes are changeable under influence of different causes (seasons, product 

changes, weather conditions, covid lockdown, etc.). The real process model should present 

relevant data, be flexible and actual at the time of analysis. 

• Invisibility. Some cases can be unfollowed because of system breakdown or data issues. 

Also, there are some black-box subprocesses that might be omitted due to their trivial nature, but 

they can impact the results of the analysis later. 

In this case, the comparison is useful to improve the quality of both models and helps to 

connect theory/guesses and reality. Nevertheless, this step is optional and is not considered in the 

application part. 

 

Step 6. Bottleneck detection analysis. 

• Calculating for process variants statistical values of performance indicators, as well as 

capacity. 

Taking the specific process variant, we calculate statistical values for each position of the 

process, both path and activity. Selecting the flow time as a goal performance characteristic of the 

bottleneck analysis, the path will represent the time in queue (waiting time) and the activity will 

show elapsed time (active time). In the case of capacity as a goal performance characteristic, the 

values of the path– items/cases in the queue, and the activity values – item/cases are processed in 

the operation by the resource. It helps to see concurrent processed cases and the amount of waiting 

units that leads to the calculation of additional performance parameters. 

• Creating rules and recommendations for each state. 

Considering thresholds for bottleneck detection and the direction for possible bottleneck roots, 

recommendations can be developed with the help of the process owner, who knows explanations 

for specific issues. 

•  Use weak places as an additional feature for a process variant. 

After we get information about weak places (also called threat/risk spots), as well as 

recommendations for them, we can use it as an additional feature for a process variant.  Thus, this 

data can be taken as input for the predictive model further. 

 

Step 7. Predictive Model 

Finally, we have all source data to utilize them as predictors for the target variable. We offer 

to use a two-step hybrid predictive model that includes feature analysis from one side and timeline 

analysis from another side. 

• Regression analysis of the process features and context-aware information 

• Time Series analysis 
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Step 8. Merging results for the enriched process map. 

The last step will be theoretically described in the work. However, the creation of the process 

map requires more collaboration with current projects and the involvement of process owners as 

well as software engineers. The scope of this thesis does not cover the development of the process 

map and suggests it for future research. Nevertheless, critical elements and methods of the process 

map are connected to the ones, explained in the research. 

 

The framework is the core of the work and the main result of the research. It is adjustable and 

can be easily applied to different kinds of processes. It provides a new ordered way of process 

mining application and brings a full understanding of the current process as well as the nature of 

logistics processes. Knowledge obtained through the framework execution can be further used for 

process optimization, better structuring of work, decision support, recommendations, and 

planning. Eventually, it is highly recommended to adjust all obtained results and models with data 

and process owners to avoid wrong interpretations. Working with the framework helps data and 

process analysts to get a key understanding of the whole process, ask meaningful questions and 

propose particular ways for improvements. Steps 3, 4, 6, 7, 8 are discussed in the following 

sections. 

 

3.2 Process Variants 

 
Step 3 of the framework is devoted mainly to the explorative analysis of process variants and their 

features. 

Process variant - a unique trace from the beginning to the end of the process or the certain 

order of process activities. It defines the type of the process. As a rule of thumb, we can formulate 

the Pareto principle22 for process variants as follows: 20% of most frequent process variants cover 

80% of all cases and the rest 80% of variants cover just 20% of cases. So, the first part shows 

highways, the most common traces and the second part shows unique/specific cases. Thus, we 

can say that behaviour of some most frequent process variants defines the behaviour of all system 

in general. Nevertheless, both groups are needed to be explored depending on the goals of the 

research. The sample of process variants explorative analysis is presented in the figure below. 

 

 
 

Figure 3.4: The sample of process variants. The figure was created by PROM 

 
Figure 3.4 shows three process variants and we can see that the first trace (activities’ order) 

was taken by 55967 different cases. It means that this trace describes the process for almost 83% 

of all analyzed cases from the event log. 

We can define a set of features as: 

 

𝐹 =  {𝑓0, 𝑓1, 𝑓2, … , 𝑓𝑛}     (3.3) 

 

 

 

 
22 www.en.wikipedia.org/wiki/Pareto_principle 
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 where 

 𝑓0 – is a target feature – the feature we want to predict. Depending on the analysis, this feature 

can be changed and set as another performance parameter. For instance, one time we focus on the 

time flow and consider duration time in this feature, another time – the goal is to define the 

resource which will be in charge or the number of bottlenecks and places where they occur most 

of the time.  

𝑆 =  {1,2, . . , 𝑚}  – is a set of situations. In the scope of this thesis, a case ID and a process 

variant can be defined as the situation. 

𝑓𝑠
𝑖 – is the value of the feature 𝑖  (0 ≤ 𝑖 ≤ 𝑛) for situation 𝑠 (1 ≤ 𝑠 ≤ 𝑚) . 

 

Therefore, the feature matrix will be presented as follows: 

 
Table 3.2: Matrix of features 

 

s 𝒇𝟎 𝒇𝟏 𝒇𝟐 … 𝒇𝒏 

1 𝑓1
0 𝑓1

1 𝑓1
2  𝑓1

𝑛 

2 𝑓2
0 𝑓2

1 𝑓2
2  𝑓2

𝑛 

…      

m 𝑓𝑚
0 𝑓𝑚

1 𝑓𝑚
2  𝑓𝑚

𝑛 

 

This feature selection part was already pointed out in the first (the situation is the whole 

process) and second (the situation is the specific case) steps. When the situation is taken as case 

id (e.g., ship – for logistics processes), follows features can be considered: 

 
Table 3.3: Matrix of features for situation=case 

 
s = ship case 𝒇𝟎= flow 

time 

𝒇𝟏 = start 

workday 

𝒇𝟐=process 

variant 

… 𝒇𝒏=country 

of origin 

9997 2 days Saturday I  USA 

9998 3.5 days Monday IV  Singapore 

…      

10100 5 days Tuesday V  Norway 

 

Here we see different sets of features which can impact the target value 𝑓0. It is interesting to 

notice that one of the features belongs to the context-aware information and is generated after the 

process modelling step – process variant. In turn, this feature 𝑓2 can be also represented as a set 

of features related to the specific process variant. 

 
Table 3.4: Matrix of features for situation=variant 

 
s = 

variant 
𝒇𝟎= average 

flow time 

𝒇𝟏 = 

resources 

𝒇𝟐=# of 

activities 

𝒇𝟑= risk 

places 

… 𝒇𝒏=common 

delay (in case 

of repairs) 

I 2.8 days John 10 Activity 4  3h 

IV 3 days Lukas 6 Activity 6  20min 

…       

V 4.8 days Jan 15 Activity 9  3 days 

 

Thus, the matrix (see Table 3.4) presents the sample of context-aware information for different 

types of the process. These features can be obtained only after previous steps of analysis like 

process modelling, bottleneck detection, exploring subprocesses, etc. For example, Variant I has 

the next parameters: {2.8 days, John, 10, Activity 4, …, 3h}. Utilizing these parameters 
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significantly impacts the quality of possible predictive models empowering even simple 

algorithms. Also, one of the additional context-aware parameters for the process variant can be 

similar process variants, which brings a new point for analysis of alternative process ways. For 

instance, if features of two variants are similar but the order or name of activities are different, 

these two variants can be considered as a group/cluster and used for recommending alternative 

trace (activity order) in the risk weak places of the process. This research is out of scope of this 

thesis, but more detailed can be found in the work [31]. 

 

3.3 Approach to process spaghetti models with context-awareness 
 

As we already know that logistics processes are presented by complex not-structured process 

models – spaghetti models. It happens because of many participants, hidden activities and 

perspectives included in the process. The incomprehensible and unreadable model cannot be used 

for representing real process flow to stakeholders or for enhancement with additional process 

attributes. There are methods how to work with these kinds of unreadable and useless models:  

 

• filtering processes,  

• drilling up to get the top view of the main process variant,  

• changing coefficients for process modelling algorithms. 

 

All these steps result in losing crucial processes and their parameters along with different 

perspectives. Our approach can be described by divide and conquer algorithm. We do not need to 

skip the information, but instead, we will add more information for the input. It allows to create 

subprocess models, which can be used after to see the main process from different perspectives, 

as well as drill down to the lower levels revealing hidden unknown operations. 

We offer to use context information according to two main types of process mining – discovery 

and enhancement. As we already mentioned in the second chapter, it can refer to a person, place, 

time, frequency of events, operators, and other attributes of the process, case or process variant.  

For this specific type of process model, we propose a scheme for logistics processes (see 

Figure 3.5) which can help to avoid complexity in process models. Two dotted lines show possible 

solutions for improving process mining techniques in terms of logistics processes. In the 

application part we build common process model and one of subprocess models.  
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Figure 3.5: The scheme of processing spaghetti complex process models in terms of logistics 

processes (extension of the main framework) [67] 

 

As we can see in Figure 3.5, steps 1 and 2 are briefly mentioned and the primary focus here is 

on Step 3. We consider here using context awareness in terms of two types of process mining: 

discovery and enhancement types. 

Discovery type. PM techniques are flexible but strongly depend on input data. Therefore, 

context information can be used to detect sub-processes, find relationships among process 

instances, and enhance the result of discovered models from various perspectives. Then, all the 

sub-process models can be used for making different perspectives of the general process model 

and avoiding spaghetti. Moreover, context information can provide a specific point of view for a 

certain objective of analysis.  

Thus, using Fprocess (s=process) we obtain different perspectives of the process (document 

flow, warehousing connections, resource connections, etc.). It can be information about 

documents type to discover the document-flow process or transitional data. These features might 

be grouped as it is shown in Table 3.5, to obtain different perspectives of the process. The more 

logistics features are presented in Appendix B. 

 Factivity (s=activity), in turn, brings new levels of subprocesses dividing all operations into 

groups. It might be shown as a cluster with the opportunity to drill down. In this way, all activities 

will be hidden (with the opportunity to reveal them), but not skipped. At the same time, the process 

model is not overloaded with all possible activities at once. The main thing here is to find the 

feature which define the subprocess. For example, in our case, we propose to use such additional 

parameter as laytime (i.e., the amount of time specified in a charter party for a vessel's loading 

and unloading) for building the cargo handling subprocess, since just these activities have this 

additional time parameter. 
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Table 3.5:  Feature selected for grouping for complex models [39] 

 

 

Enhancement type. For this type of PM, we can combine context-aware information with 

different statistics, data mining and machine learning techniques. Logistics process activities have 

the multitude of information available behind the observed process. Type of cargo, type of vessel, 

weather conditions, related operators, traffic jams, number of the berth, etc. – all these attributes 

have inner dependencies, which can be utilized for making decision rules, recommendation rules, 

and predictions [64]. Here, not just Fprocess and Factivity can be utilized, but also Fvariant. Fvariant have 

already information about the trace and brings new calculated features for the predictive model. 

Also, once we recognize the process variant for the case, all its parameters can be used for 

prediction without the predictive model. It gives the opportunity to foresee the next activity, 

resources, estimated end time, or possible weak places on the trace. Also, performance and 

productivity characteristics of the process can be obtained, if they were calculated in advance 

(e.g., activities/hour, the capacity of the trace, possible rework/loops, number of units per hour, 

etc. 

After filtering methods applying context awareness is promising approach to decrease 

variability of the processes. Once, we use a cluster of activities it helps to reduce numbers of 

process variants, that in turn leads to more structured final descriptive process model. In the next 

parts we focus more on enhancement type of process mining, especially taking the context 

awareness as an input parameter for bottleneck detection and predictive methods.  

 

3.4 Bottleneck detection with the process model and confidential 

intervals 

 
The bottleneck in the process can limit working hours, information flow, materials, and products. 

Thus, the biggest bottleneck in the process trace significantly impacts the capacity and throughput 

of the whole system. We already mentioned before that the capacities of the process trace before 

and after the bottleneck are not important, the throughput of the process will be defined by the 

capacity of the bottleneck itself. Talking about capacity, we take not just units on the trace but 

also time flow. 

This section aims on finding the most time-consuming places in the process and the reasons 

caused them. We propose two bottleneck detection methods: 

 

1. TimeLag method. It is effective in terms of theory of constraints. It can quickly define the 

biggest constraint on the trace, but reasons are still not traceable.  

2. Confidence interval method. It is more detailed, connected to the process variants and helps 

with not just bottleneck detection but also guessing the roots for a delay. 

 

Using the TimeLag method and the confidence interval method, the workflow will identify the 

bottlenecks from the dataset and add the root cause for the bottlenecks based on the operation and 

delay incurred by downstream or upstream process. The underlying process model makes the 

Transaction info Master Data Cargo info Location info 

- Price per unit 

- Quantity of goods 

- Total value of goods 

- Currency 

- The purpose for export 

- Payment terms (days) 

- Delivery terms (days) 

- Freight charge terms 

- VAT # 

- Full name 

- Address 

- Contact info 

- Code 

 

- Commodity codes 

- Weight 

- Number of packages 

- County of origin 

- Country of departure 

- Vessel ID 

- Positioning on vessel 

- Trailer ID 
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detection more transparent, accurate and valuable.  

To apply both methods, it is necessary to obtain statistical values which were made in Step 2 

and 3 of the framework. Also, we will need measurements of the transition system (see Figure 

2.33): elapsed time, sojourn time and remaining time. Otherwise, we will not discuss the 

remaining time and focus on the two first ones. To connect this terminology to the information 

system we worked elapsed time in the transition system is named elapsed queue time and sojourn 

time from the transition system is elapsed time in the work. Automatically obtained descriptive 

data from the historical dataset and confirmed with the process owner can look like in the Figure 

3.6. They can be also compared to the real manual observations to notice the differences. The 

Figure 3.6 contains next parameters: 

 

• Items in queue (buffer) – cases/unit capacity that can be placed before the operation on 

the trace. 

• Elapsed time (ET) – time is needed for the operation to be completed. 

• Elapsed_queue time (EQT)– time, during which the case waits in the queue before 

starting the operation. 

 

 
 

Figure 3.6: Descriptive parameters for the process trace [68] 

 

For example, for operation A011800 – 3 items can be in queue before this operation, the real 

elapsed time is 5s, the mean elapsed time from event log is 6s, the real time for a SFC in queue 

before this operation (on the way from A011600 to A011800) is 38s and the mean elapsed time 

obtained from event log is 33.5s. 

Figure 3.7 shows descriptive statistical characteristics like min/max values, data quartiles 

(three values that split sorted data into four parts, each with an equal number of observations – 

25, 50, 75% of data set size), and mean (average) values which were calculated before.  The three 

longest operations are highlighted. 

 

 
 

Figure 3.7: The descriptive statistical characteristics for each operation [68] 

 

Figure 3.7 will be useful for the second bottleneck detection method. 
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TimeLag method 

TimeLag method has as an input statistical information from event log and process variants and 

analyse time for a case.  The previous and the next case from the operation where the bottleneck 

happened are observed, and the method searches where the delay happened in first place and 

highlight that operation/resource/activity which played a main role in creating that ripple effect 

(see Figure 3.8). 

It helps in the investigating the operation which caused the delay after segregating the initial 

bottleneck and finding the previous and next case for that incident operation. The inputs can be 

the case or the operation of interest which results in the bottleneck analysis flow. The method has 

following structure: 

 

1. Identifying an operation of interest to calculate the root cause of bottlenecks ensure they 

are clustered and sorted by datetime properly, find the previous and successive case/units, 

identify the big transfer times and isolate them for investigation. 

2. The isolated time span is taken, and the previous 50 case/units processed, and the next 50 

items processed during the datetime period is taken. 

3. During the isolated time range, the operations which are running indicates they were 

functioning good during that time, and the missing operations indicates that it was the first 

operation to break and resulting in bottleneck which resulted in the ripple effect. 

 

 
 

Figure 3.8: The TimeLag bottleneck detection method 

 

According to the theory of constraints, it is enough to get the biggest bottleneck of the system 

to start improvements. However, if the process has a sequence of bottlenecks, the method should 

be readjusted. Also, the TimeLag method is not able to find the roots and directions for 

bottlenecks, what is not efficient for process model. We can apply it for the process variant once 

the bottleneck place should be quickly calculated. The following method is taken as a more 

effective to find root causes and more suitable for process maps. 
 

Confidence interval method 

Confidence interval method combines advantages of statistical, bottleneck walk and transition 

systems methods. Taking process variant as an input and descriptive statistics from historical data 

we can present the method in Figure 3.9. To implement this method, one should follow next steps: 

 

• Calculate median elapsed queue times for all operations/activities. Elapsed time 

considered just in cases when we want to check resource breakdowns as well.  
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In the example here, we take do not consider elapsed time. 

• For each case – real times and previous ones are compared and give status slower or faster 

based on the result. According to expert’s recommendations, it is preferable to add 

additional 6 - 7s to the confidence interval to avoid sensitive calculations. For example, 

if median EQT for operation A12800 is 86s accordingly, then the confidence interval 

might be less than 25s (low threshold is not important, since just longer time is considered 

as a bottleneck) (see Figure 3.7). 

• For all operations with status slower, difference Queue time – Median queue time should 

be compared between previous and next operation. It will show direction of the bottleneck 

root – upstream or downstream. 

 

 
 

Figure 3.9: Confidence interval bottleneck detection method 

 

Whenever a time has a delay that means either one of the three options:  

 

• Either the resource stops working (repairs, breakdown, absence)  

• There are no resources in the queue to be processed (Upstream starvation – lack of 

materials)  

• There is a queue in the next resource (bottleneck in Downstream – impossibility of 

shipment), which results in inability to process the next case in the trace. 

 

The algorithm for Confidence interval bottleneck detection method includes two parts and 

presented below. 

 
Algorithm 1: Bottleneck detection through the process 

 

// the list of EQT median values for each operation in the process based 
 // on historical data, can be chosen upper quartile Q3, mean value or the value 
 // defined be expert group 
 

Median = [value for 1st operation,…value for nth operation] 

diff= [] 

result= [] 

for i = 1 to N do 



70  

// to make calculations not too sensitive, it is recommended to add 8-9 seconds, 

 

// depending on the operation type 

 diff = Median [i] – EQT [i] 

 if diff < 0 then 

    result = “Slower” 

 else 

    result = “No bottleneck” 

 

Therefore, minimum value of difference between median time and EQT – min(diff) – shows 

the longest bottleneck, diff.index(min(diff)) – shows the index of the operation with the longest 

waiting time, and index.result = “Slower” presents all operations with bottlenecks through the 

process.  
 

Algorithm 2: Bottleneck direction 

 

if result = “Slower” then 

 if diff[i] < diff[i-1] then 

    direct = “Downstream” 

 else 

      direct = “Upstream” 

else 

 result = “No bottleneck” 
 

For the last operation in the process if result = “Slower”, then status automatically will be 

Bottleneck-shipping reason. Usually, the process ends with transportation to another location. In 

order to get third possible reason (breakdown of resource), one should compare ET with the 

inspect time interval. As a rule, all machine resources are connected to the information 

management system and detection of bottleneck happens immediately. 
 

Figure 3.10 shows an example of applying the method for a specific process variant. 
 

 
Figure 3.10: Visualization of applying the confidential interval bottleneck method to the one specific 

process variant [68] 

 

Based on Figure 3.10 we can make next assumptions: 

 

• EQT = <5.61, 70.12, 20.23, 12304, 72.95, 30.56, 12.47, 2130.8, 62.9> - elapsed queue 

time for each operation. 

• Median = <13.1, 11.2, 17.3, 4.4, 14.5, 10.6, 5.7, 10.8, 63.9> - median time for EQT was 

taken from the Figure 3.7 with statistics of historical data and shows common time for 

general amounts of cases in the certain position of the process. These times have to be 
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discussed with experts and process owners. It is important to notice here that for more 

realistic median values the main process variant (sequencies of operations) should be 

taken and median values for operations A012800 and A013500 are different than in 

Figure 3.7, since descriptive statistics consider values for all activities and in the analyzed 

process variant we do not have loop/ rework. The term confidential interval was used to 

define correct boundaries for each part of the process. Low thresholds are not so important 

and will be omitted in calculations, because they show faster cases, which are not 

necessary for the analysis. High threshold, in a turn, determines the sensitivity of 

algorithms and the accuracy of results. For example, delay for index = 3 is 3.2s and was 

found as not crucial. 

• Diff = <7.41, -59.12, -3.23, -12264, -58.95, -20.56, -7.47, -21208, 19> – the difference 

between median and real time. 

 

Status Bottleneck is defined for all values in the set Diff that are lower than 0. Checking three 

longest bottlenecks presents next values (index:diff) = <8:-2120; 4:-1226; 2:-59.1>. These 

vulnerabilities were discussed with the process owner later and their influence on the whole 

process was proved. 

Further, using the Algorithm 2, directions for all bottlenecks are identified (ds-downstream, 

us-upstream, nb-no bottleneck): direct = <nb1, ds2, nb3, ds4, us5, us6, us7, ds8, nb9 >. Indexes 

link to operations’ numbers. 

The longest bottlenecks are examined. They can be detected after comparison of differences 

between Median and Real time for each operation.  The last operation of the process A013500 

cannot be compared with the next operation, so if elapsed queue time is higher than median, the 

bottleneck can be marked at that point. The confidence intervals and reasons for bottlenecks must 

be discussed with process experts. Elapsed times can be also included in calculations for further 

analysis. It’s important to notice that one delay has riffle effect and other items ate stuck in the 

line. So, the bottleneck detection for one specific case can prevent from big lines and delays. 

After estimation root causes directions for bottlenecks, it’s possible to make suggestions about 

real reasons for delays. Table below shows the list of possible options to create the reasons for 

each operation in the production line. Based on the algorithm and the list, one can make 

production process rules and offer some probable reasons for delays. Also, this recommendation 

table can be enriched with an information about breakdowns in the production line, that leads to 

making bottleneck reasons more accurate. 

 
Table 3.6: Recommendations for combination (Operation+Direction) 

 
Operation Direction Reasons 

A011600 Downstream 
Operation A011600 stopped working due to 

maintains or queue in downstream 

A011600 Upstream Materials are not available for this operation 

A011800 Downstream 
Operation A011800 stopped working due to 

unavailable shipment 

A011800 Upstream 
Materials are not available for this operation/ 

waiting for materials from another work center 

… … … 

 

The confidential interval method allows to detect bottlenecks in the process variants and define 

set of recommendations/reasons for each operation based on bottleneck direction. These 

parameters can further be used as an input for predictive model. The confidential interval is more 

robust and advanced method that TimeLag, it is also able to detect directions for bottlenecks. In 

comparison to Bottleneck walk method, the Confidential Interval method does not require manual 

work and all calculations can be extracted from event log and process variant variables. 
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3.5 Two-step predictive model 

 
Predictive model 𝑝𝑟𝑒𝑑( 𝑓1, 𝑓2, … , 𝑓𝑛) aims to predict the target variable 𝑓0 regarding to other 

variables – predictors. I propose to use the two-step predictive model: random regression forest 

(ensemble of decision trees) – cover the need to analyze case attributes, context awareness and 

features of the process, and help to find correlations and dependencies between features; and 

SARIMA model – brings seasonality, trends, time distribution, prime time analysis into the 

prediction. The Figure 3.11 shows the algorithm for the predictive model.  

 

 

 
 

 
Figure 3.11: Two step predictive model for context awareness 

 

As an input we have three sets of features for activity, process and process variant. Then, first 

step is analyzing dependencies between features and define the flow time for a single case. After, 

second step brings time perspective from historical statistical data and calculate seasonality as 

well as trends in data. Depending on the target variable of the prediction we can use both models. 

The approach is able to predict along with times, information about next activity, resource, 

possible bottleneck or reworks on the trace.  

It is important to notice that Process variant at first step includes its own parameter, obtained 

with process mining techniques and bottleneck detection method. Fvariant {activity order, 

bottleneck spots, probability, lead time, operations/hour, rework/loops}. In case of an operational 

support, the decision tree model can be applied to define the process variant based on activities 

order.  

For instance, if we have 5 process variants: I = {abef}; II = {abdef}; III = {abcef}; IV = 

{abcdef}; and V = {abf}, then the decision tree to define the process variant at each operation 

will look like: 
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Figure 3.12: Defining process variant with decision tree model 

 
As we can see in the Figure 3.12, there is no need to follow all traces, but just important 

decision nodes (b, c). 

To evaluate the two-step predictive model we use MSE, which is calculated as: 

 

𝑒𝑟𝑟𝑜𝑟(𝑝𝑟𝑒𝑑, 𝑆) =  ∑ |𝑓𝑠
0 − 𝑝𝑟𝑒𝑑(𝑓𝑠

1, 𝑓𝑠
2, … , 𝑓𝑠

𝑛|/|𝑆|𝑠∈𝑆    (3.4) 

 

We try to enrich the predictive model with additional information to make predictions about 

the main performance parameters – risks, costs, times. The multiplicity, dynamism and 

interdependence of the process factors influencing performance parameters and do not allow the 

forecast to be created by traditional linear methods with a sufficient degree of reliability. The goal 

of predictive model is to minimize the error. In contrast with models, which were described in the 

Chapter 2, this model is aligned with the process model, support multicriteria, resistible for 

changes, forecast numeric and categorical target variables and is able to make long-term forecast. 

 

3.6 Process Map 

 
Eventually, the main goal of the framework is to obtain an interactive enriched process model 

with different perspectives in terms of a process map. Process map is the map that reflects a real 

process model (descriptive model) with the possibility of extension (scaling process), 

determination bottlenecks (traffic jam), detecting of deviations for operational response, 

representation of different perspectives (control-flow, resources, performance). Also, the map can 

be an alternative type of recommendation and decision-support systems. Parameters of process 

map can be used to create decision-making rules, define the procedure in a case of threats, to 

determinate the thresholds for main performance characteristics and to improve the quantitative 

and qualitative dimensions of the process. 

The scheme of a process map is depicted accordingly to the existing navigation system – 

google maps – in the figure below. If we consider that all roads represent processes traces, traffic 

jams are bottlenecks, prediction parameters are estimated by performance characteristics for the 

situation, then the process map should look like in the Figure 3.13. 
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Figure 3.13: Process map - navigation for logistics processes 

 
The process map should include next parts: 

 

• Process model with the simulation of cases going through the process and presented in 

different notations, which can be changed according to the user’s knowledge. It can also 

be merged with technological maps and work center locations. This defines the focus of 

analysis and all other parameters.  

• Different perspectives of the process: document flow, cargo flow, dock operations, 

resource interconnections defined by context awareness. 

• Zoom in/out for the process to reveal hidden spots and discover the process in the detail. 

• Input parameters – start and end operations to define the scope of the process and filter 

out unnecessary tracks.  

• Resources needed to complete the process – operators, machines, cranes, trucks, etc… 

• Workload detection based on historical data to define rush hours during the day, most 

overloaded with traffic days, months, and seasons. Also, weather forecast impact. 

• Alternative ways to complete the process with recommendations for choosing resources 

and path, as well as predicted parameters for time, cost, risks/bottlenecks, number of 

operations, etc.  

• Road service here can be considered as a resource, for example waiting in the warehouse 

or raid, when the process time flow is suspended. 

 

The same time, process map should have an interactive mode with updated parameters for 

each case (operational support and online data stream): 

 

• Each case should have speed (calculated performance) and estimated parameters till the 

process completion (time till the end, possible bottlenecks on the way, the estimated time 

when it the process might be completed, etc.). 

• Trajectory – choice of the main trace or alternatives ones (if it is available, because not in 

each point of the process we can choose another option) with recommendation parameters 

about KPI, prediction of the next activity. 

• Repairs on the process trace, weak/threat points, calculation of estimated flow time 

according to delay time and capacity on the road. These points also represent complex off-
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road as well as troubles in the process (accidents, weather conditions). 

• Calculated cost of the trace (optional). 

 

The core of this map is already proposed in the main framework – the process model with 

zoom-in/out and different perspectives (framework to process spaghetti process models with 

context awareness), traffic jam and their causes (bottleneck detection method with process 

variants) and estimation of travel time (predictive models with additional calculated parameters 

from process mining explorative analysis).  

The following recommendations can be carried out in future to maximize the functionality of 

the process map: 

 

• Integrating results of the bottleneck and predictive model to the process mining workflow 

simulation, emulating the process animation. 

• Adding more variants and specific process flows as well as resource analysis to the 

simulation model. 

• Following the production process including manual resources (so-called hidden 

processes, information about which is not digitalized so far). 

• Creating a heatmap (performance) during day/week/year to define prime time in the 

process. 

• Discussing additional metrics, methods and results with process experts to approach the 

real situation and to consider cases, in which data are not reflected in the data sets. 

 

Benefits of using process maps: 

 

• Process maps make the process transparent for customers, stakeholders, authorities, and 

other participants of the process. Everybody can see the position of their part and impact 

of it in the global picture. Process transparency can improve our understanding and create 

the knowledgebase about the process’s nature. 

• Process maps helps in communication between different participants of the process, select 

important perspectives and focus on specific parameters.  

• Performance analysis does not only detect bottlenecks within the process but also 

determines the causes of their occurrence. Predicted values help to make decisions based 

on algorithms and calculated information and be less human-centric. It helps to decrease 

waiting times and the intensity of the exploitation of available port resources and improve 

planning. 

 

Summary of Chapter 3 

 
In this chapter, we discussed and presented the core of the thesis – methodology. At the 

beginning, I proposed the framework to apply process mining to logistics processes. All steps are 

properly described and the Step 2 for data pre-processing shows efficient ways to deal with data 

issues. Then, the framework is extended with the method of dealing with complex unstructured 

process models – spaghetti models – by using context awareness. After filtering methods applying 

context awareness is promising approach to decrease variability of the processes. Once, we use a 

cluster of activities it helps to reduce numbers of process variants, that in turn leads to more 

structured final descriptive process model.  

Here, we point two possible ways of applying context awareness in terms of process mining 

types – discovery and enhancement. Fprocess and Factivities were taken to deal with spaghetti models 

by building subprocesses with different perspectives and abstract levels (e.g. getting just cargo 

operations or building the subprocess for master data only). In turn, Fvariant impacts mostly 

enhancement type of process mining. Bottleneck analysis, from one side, and predictive analysis, 

on the other hand, are enforced with context-aware information, especially with these additional 
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objective process attributes.   

A new-found bottleneck detection method helps to highlight the risk/weak or threat places of 

the model. The method also is connected with a process model by taking a process variant as a 

trace for capacities (time or cases) detection. The advantage of method is that it is automated and 

oriented on the descriptive real process model with hidden spots. Confidential Interval method 

allows to detect bottlenecks in the process variants and define set of recommendations/reasons 

for each operation based on bottleneck direction. Knowing process trace, bottleneck spot and root 

direction (upstream, downstream) make it possible to create recommendations for bottleneck 

reasons. These bottleneck places as well as recommendations for them can be used for the 

predictive model as an extra attribute of process variant and impact the prediction of key 

parameters. Confidential interval is more robust and advanced method that TimeLag, it is also 

able to detect directions for bottlenecks. In comparison to Bottleneck walk methos, Confidential 

Interval method does not require manual work and all calculations can be extracted from event 

log and process variant variables. 

In Step 7, there is another sight on the hybrid two step predictive model with additional 

information to make predictions about the main performance parameters – risks, costs, times. The 

multiplicity, dynamism and interdependence of the process factors influencing performance 

parameters and do not allow the forecast to be created by traditional linear methods with a 

sufficient degree of reliability. I propose to use the two-step predictive model: regression tree – 

cover the need to analyze case attributes, context awareness and features of the process, and help 

to find correlations and dependencies between features; and SARIMA model – brings seasonality, 

trends, time distribution, prime time analysis into the prediction. In contrast with models, which 

were described in the Chapter 2, this model is aligned with the process model, support 

multicriteria, resistible for changes, forecast numeric and categorical target variables and is able 

to make long-term forecast. 

The last step is theoretically described in the work since the creation of the process map 

requires more collaboration with current projects and the involvement of process owners as well 

as software engineers. The scope of this thesis does not cover the development of the process map 

and suggests it for future research. The core of this map is already proposed in the main framework 

– the process model with zoom-in/out and different perspectives (framework to process spaghetti 

process models with context awareness), traffic jam and their causes (bottleneck detection method 

with process variants) and estimation of travel time (predictive models with additional calculated 

parameters from process mining explorative analysis). Also, the map can be an alternative type 

of recommendation and decision-support systems. 

The framework is fully adjustable and can be easily applied to different kinds of processes. It 

provides a new ordered way of process mining application and brings a full understanding of the 

current process as well as the nature of logistics processes. Knowledge obtained through the 

framework execution can be further used for process optimization, better structuring of work, 

decision support, recommendations, and planning. Eventually, it is highly recommended to adjust 

all obtained results and models with data and process owners to avoid wrong interpretations. 

Working with the framework helps data and process analysts to get a key understanding of the 

whole process, ask meaningful questions and propose particular ways for improvements. 
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Chapter 4 

Application – Case study 
 

Since I have graduated from the maritime university and was working with international projects 

related to seaport processes optimization, the case for the work was taken in seaport logistics area, 

specifically a ship-handling process in the harbor. This choice helped to combine expert 

knowledge with PM analytical tools withing data processing and process modelling steps. 

Ports are considered as potential logistics centers and important transport hub in supply chain 

[65]. Logistics intelligence covers the set of techniques that seek to improve logistical operations 

with their abilities to reduce the uncertainties and risks in logistics. Being aware of the actual 

logistic processes and deviations from the planned processes in a dynamic environment is 

essential for companies in order to gain additional flexibility and improve performance 

characteristics. The domain is complex and multivariable, involving a lot of different process 

participants. Even if there is a persuasion that logistics processes are well-organized and 

structured, the reality shows that it is highly human-centric, partially unknown process, not 

transparent process. Most of decisions, which can imply the process and its performance 

parameters globally, are made manually. Advanced research using descriptive models is needed 

to extend and improve the behavioral validity of the port system analysis, making it amenable for 

real-life applications 

Logistics process was chosen for an application case of this work due to recent preconditions, 

which make it possible to apply and examine prominent algorithms of process mining in a new 

field. Moreover, there are just a few works related to a comprehensive methodology for applying 

process mining logistics to provide intelligence support for logisticians.  And as we know, process 

mining techniques require to be applied to new process areas to get better knowledgebase.  

Throughout this chapter, we focus on the loading/reloading process, which can be called the 

ship-handling process. In this research, we are extracting data from timesheets to create the 

process model. I present the way of forming an event log for logistics processes and context-

aware information to handle complex process models. Also, we apply the proposed framework 

from the third chapter and see how it impacts the results. Eventually, we compare predictive 

models which we used for the dataset and make summary. 

 

4.1 Object description 

 
For the application of the framework from previous chapter to logistics, I obtain the collaboration 

of a seaport – Europe’s third largest port operator in terms of cargo turnover. The cargo turnover 

totals of the seaport 105.2 million tons per year, 84 million of them falls to the share of oil 

terminal. The port deals with both containers, liquid and bulk cargoes including oil, grain, steel, 

coat, chemical fertilizer, ore, automobiles, and so on. I focus on oil terminal. The core business 

for the oil terminals concerns the inward and the outgoing oil handling. During the inward 

handling process, liquid cargo transported to the harbor by ships, and then discharged to the port 

storage area or carried away from the harbor by trucks, vessels, or trains. During the outgoing 

cargo handling process, liquid cargo transported from inland are put in the storage area of the port 

and then carried away by ships. Both the inward and outgoing cargo handling process contain 

various types of logistics activities [14].  

Thus, the data used in the work for process modelling is seaport the loading/unloading part of 

the logistics process, specifically ship-handling process at the oil terminal for the port.  
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4.2 Data preprocessing 

 
The analyzed data were obtained from timesheets documents (see Appendix C1) that comprise 

necessary information about full ship handling operations at an oil terminal for subsequent 

financial settlement between ship and a port. Information from this document is digitalized and 

stored in databases as it is presented in Figure 4.1. 

 

 
Figure 4.1: The source for dataset stored in the database. There is a snapshot from database on the left 

side with description in terms of PM parameters on the right side 

 

According to the framework from the Chapter 3, the data was pre-processed in the following 

way:  

 

• The timeframe is calculated by Formula 3.1. The Figure 3.3 shows that usually time 

duration for most cases has interval [149.5h; 167.5h]. So, we take max expected time and 

multiply it by 4 and 5. Timeframe equals 3340hours = 139days = 5months. This 

timeframe is enough for a process modelling. Since we want to apply also predictive 

model with time series analysis, we can take one year to see impact of different seasons. 

• Ship cases with start activity Ship arrival and end activity Pilotage for leaving were 

defined as a process with a normal behavior. Part of processes started with the operation 

Nor-tendered, which by words of process owner cannot be before Ship arrival. Such cases 

can be analyzed separately or filtered out. 

• All ship cases that have duration time not belonging to the confident interval {the median 

value ± standard deviation} = [23.5h; 257.5h] were referred to data as a noise and outliers. 

In this way, incompleteness and partially noise problems were solved.  

• Raw data was obtained from different information systems and collected to database. 

Documents do not have a unified standard for activities names. For instance, two similar 

operations Weather conditions and Weather conditions (Other) (or NOR tendering-berth 

and NOR tendering-road) have two different identifications. This problem was solved by 

aggregation of operations according to experts’ knowledge and new parameter as Method 

was added. 

• Duplicates with different timestamps within a case were merged. For example, we found 

two the same operations in one case with start and end times (1:00; 2:00) and (1:00; 3:00) 

respectively. It was solved by using the common time frame that covers both times (for 

our example, the operation has time (1:00; 3:00)). 
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• Also, the specific of the system is to collect times in standard format. So all-time values 

were converted to certain common format. 

 

Event log. 

An event log usually contains four important parameters:  

 

• case id,  

• activities,  

• and timestamps (start and end time for the activity).  

 

For further analysis, an event log can be enriched with an information about process and 

activity attributes such as costs, operators, ship sizes, weather conditions, etc. In our case, an event 

log (see Table 4.1) is created based on the information from port documents – 

timesheets/statements. 

 
Table 4.1: Event log sample extracted from preprocessed data of timesheets 

 

 
 

The documents gave us a detailed chronological description of the activities of the vessel 

during the stay in a port: arriving, taking the sea pilot on-board, hailing in, mooring, preparing for 

the loading and unloading operations, the actual loading and unloading operations, unmooring, 

departure. For the ship-handling process, every ship case at the terminal is referred to a case. 

While the operations are activities and timestamps are start and end times. Process mining 

techniques simulate process models, extracting necessary information from event logs. For ship-

handling process, every ship case at the terminal is case ID, operations, which were made with 

the ship, are activities, and timestamps are start and end times of each operation. For further 

analysis, an event log will be enriched with an information about resources, a berth number, ship 

sizes, weather conditions and so forth. Process mining techniques as well as bottleneck and 

predictive methods can be applied. 

 

4.3 Process flow modelling 

 
To provide insights into the process structure, a process models will be presented further. The 

event log is composed of 2659 ship cases, 62245 events and 135 different operations/activities 

for an year. I took data for one year to discover the process model. Eventually, there were 324 

cases and 6,405 events which means each ship case has on average approximately 20 events. We 

chose the Fuzzy miner as a suitable algorithm for discovering the logistics process model. The 

notation for model visualization is DFG – an oriented graph where each rectangle refers to the 

activity, arches show the relations between them, start and end of the process are defined 

accordingly. Moreover, nodes of the diagram detect frequency of operations with colors: grey 

nodes are less frequent operations and blue ones are the most frequent. 
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Since the process is complex, we get a spaghetti process model at the first run (it is not 

presented here but looks like in the Figure 2.15. To show the framework concept of working with 

context awareness we compare different views of the process models at once. The figure 4.2 

shows the sample of the process model visualizations and their changes. In Appendixes A and F, 

process models are presented in detail. Disco tool was used to build presented process models. 

The Figure 4.2 presents the models which were obtained based on different inputs. The process 

model on the right has more details and information about frequent and rare activities. To avoid 

unreadable view, algorithm and visualization adjustments were used. The process model in the 

middle shows the scheme after data-preprocessing step and visualization adjustments. Here we 

can see the cluster of cargo activities. At this point, we can apply Factivity = laytime. According to 

the process explorational step, just cargo operations have this additional parameter. In this way, 

we can build the subprocess model just for cargo operations. The right process model presents 

cargo operations and starts with the operation Connecting cargo loading arm and finishes with 

Signing cargo documentation. 

 
 

 

Figure 4.2: Process model comparison: left - model with algorithms and visualization settings, middle 

– with data preprocessing steps plus visualization settings; right – obtained subprocess with applying 

context-awareness.  

 

Using the right process model from Figure 4.2 for cargo operations, the most frequent process 

variants for it can be defined. Since, following calculations are based on real data and will include 

some performance characteristics, I will replace operations’ names with codes like A012800 and 

so on. 

Process variants are presented in the Figure 4.3. We can see variability in the activities order. 

Also, some variants seem to present incomplete cargo processes. I made preprocessing for ship 

handling data, but cargo operations were recognized automatically. Some variants are named 

since they will be used in next steps of the framework.  
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Figure 4.3: Process variants for cargo handling process model (was created with PROM tool) 

 
Once, we explore process variants, we can use the most important of them, which cover higher 

number of all cases, to build last level of the model for certain process variants. The Figure 4.4 

shows the process model for variants I-III. The Figure 4.4 represents the visualization and activity 

names are not important in this case. However, the loop in the process model is visible on all three 

notations. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Choosing process variants as an input for process modelling, we simplify the visualization. 

Thus, it makes it possible to explore model with another notations like petri nets or inductive 

miner to use advantages of these notations as well and to avoid complexity. It is necessary to build 

and check the process model in various notations to avoid the limitlessness of each algorithm. 

 

 

 

Figure 4.4: The process model built for specific process variants and its representation in different 

notations – DFG, petri net, inductive miner (left to right) 
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4.4 Process attribute analysis – process variants 

 
After first three steps of the framework were completed and the process model was built, process 

variants better can be considered in detail. To visualize process variants, I use the Figure 4.5. 

 

 
 

Figure 4.5: Visualization of process variants on the normative process model with new-observed 

paths from the descriptive model 

 

The Figure 4.5 shows a normative process model for the cargo handling process. The 

descriptive model discovered by process mining reveals also two additional connections in the 

process as well as the loop. These relations are shown as dotted red arrows and can indicate 

specific cases or temporal changes in the processes as well as hidden unknown relations. The first 

decision point we see in the picture is in the operation A012800. There are four outputs and one 

input. Based on product configuration or other attributes of the process the further route is defined 

at this point. The roman numbers (I, II, etc.) represent the type of the process or process variants 

(see the Figure 4.5). To process loops and to keep correct calculations we should differ a number 

of transit throughout the operation. In our case, the loop is observed in variant IV. Therefore, the 

second run through the process adds to the process variant the index 2 – IV2.  

Each connection has an assigned probability which was taken from variants of historical data 

and Explorative analysis step. Exploring all possible process variants that happened in recent 

times gives the distribution for activities’ relations. It can be higly beneficial in terms of the 

concept drift (sudden changes in the process behaviour caused by economic crisis, epedemics and 

so on). Once, changes are noticed, an updated explorative analysis for variants of the process can 

be repeated and quickly adopted to the new process variants with their attributes. Thus, based on 

the Figure 4.5 we can make the next assumptions: 

 

• Operation A013500 happens after A012800 in 82.82 % of cases – Variant I. 

• Operation A012900 happens after A012800 in 7.51 % of cases – Variant II. 

• Operation A012850 happens after A012800 in 6.84 % of cases – Variant III + Variant I. 

• Operation A013500 happens after A012800 in 82,82 % of cases – Variant I. Variant IV 

is not calculated in this probability, because it belongs to the second round and should be 

counted with another loop accordingly.  

 

Similar conclusions can be done for other decision points in the process – the mode where we 

have more than one output - A012850, A013500. Probabilities help to predict the next activity in 

the process. Whereas each process variant has not just frequency distribution, but also various 
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quantitative and qualitative parameters.  

Bottleneck analysis has been described in the Chapter 3 and the used example was calculated 

based on the data set from the application. The Figure 3.10 shows the main process variant I and 

all these time parameters. The biggest bottleneck was found in EQT (time in queue) before the 

operation A012800. It can be taken as an additional feature of the process variant I as well as the 

recommendations from the Table 3.6. It is necessary to add, that finding bottleneck for one case 

represents the same bottlenecks for batch of cases depending on buffer size of the process line. If 

process line processes 14 units, then all of them will have the similar time to be completed and 

delays in the different parts of the process according to capacities (items in queue) between parts. 

However, roots of bottleneck for all these units are the same. 

 

4.5 Predictive models 

 
In this work, we try to enrich this model with additional information about context awareness to 

make predictions about one of the main performance parameters – ship handling duration. The 

multiplicity, dynamism and interdependence of the factors influencing this parameter, does not 

allow the forecast to be created by traditional methods with a sufficient degree of reliability. First, 

I describe parameters which are used by applying and building transition systems and time series 

models. 

 

Transition systems 

I used two data sets for construction and evaluation of the transition system. The training data set 

L1 contains all ship cases that were handled at oil terminal within first half of the year. L1 holds 

303 cases, 12480 events and 68 different operations/activities. The test data set L2 has 236 cases 

and 76 operations/activities, occurred within first half of another year. The main operations for 

the ship handling process are common for both data sets, but each has its own operations relevant 

to ship cases specific. Eventually, the transition system was obtained using the set abstraction 

based on all activities. With the plugin FSM analyzer the TS was also reinforced with an 

information about times for every operation. The goal is to predict, at any point of time, remaining 

handling time of a case. The transition system and the annotated TS extracted from event log L1 

are not intended to be readable (also with ignoring unnecessary details). For this reason, result is 

presented with certain parts of process – initial and finish states (see the Figure 2.34). For the 

initial state [[]], the predicted remaining time until completion 4,82 days. The first activity is 

always Arrival and the second activity is NOR tendered. After these two steps, the process is less 

structured (see the Appendix A). The resulted transition system with states is presented in the 

Appendix D. To evaluate the quality of the predictions we use data set L2 and FSM Evaluator 

[64]. Results are presented in the Figure 4.6. 
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Figure 4.6: The results of prediction for transition model. Calculations and the snapshot were made in 

PROM tool [64] 

 

Applying statistical methods 

For time series analysis I use the data set which has 2121 instances and two attributes: Started 

point of ship case handling and Duration (h) of full handling (not just cargo operations). It includes 

period from 2012 to 2015 years. For days, when there were some cases, the mean value was given. 

For example, if at 2.1.2012 four ship cases were handling and their total duration was 542 hours, 

then the value of this day equals 542/4=135.5 hours. The problem with missed data is also 

occurred. The missing values were replaced by the mean of their neighboring values. Thus, the 

frequency for timeseries analysis can be adjusted as daily, weekly or monthly. The one case takes 

an average of 83 hours (more than 3 days), so it is logical to determine weekly frequency. So, 

although the daily one can provide more detailed model, it was decided to compare results of 

models, based on time series with weekly frequency (see the Figure 2.29 TSw).  

Three methods (single, double and triple exponential smoothing) are built for our TSw and are 

depicted on the Figures 4.7 and 4.8. The Figure 4.7 shows the visualization of different 

coefficients, so the most suitable coefficient to make the line close to the actual values is 0.3 for 

single exponential smoothing and (0.9;0.9) for double exponential smoothing.  
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Figure 4.7: Single and double exponential smoothing [71] 

 
Holt-Winters model: the best-found coefficients for this model are: α=0.0066, β=0.0, 

γ=0.0467. The Figure 4.8 demonstrates results of forecasting with confidential interval, with the 

Brutlag’s algorithm of anomalies detection. Training and test data are separated by red line.  

 

 
Figure 4.8: Triple exponential smoothing or Holt-Winters model [71] 

 

ARMA  

Finding appropriate values of p and q in the ARMA (p, q) model can be facilitated by using ACF 

and PACF plots shown in the Figure 2.31. Thus, from the Figure 2.31 it can be observed that both 

functions tend have zero values after lag 3. It means parameters p=q=3 and the model will look 

like ARMA(3,3) or ARIMA(3,0,3). The Figure 4.9 shows the actual time series, which is 

indicated by a blue line and forecast by a red dot line with the ARMA predictive model. 
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Figure 4.9: ARMA (3,3) predictive model [71] 

 

SARIMA 

To choose parameters for this model, additional investigations should be conducted. The grid 

search method might be used for searching of the best parameters. The frequency is monthly for 

the time series so per year s=12. To reduce the number of calculations (p,d,q) remains the same 

as in ARMA, i.e. (3,0,3). The best parameters are reported as SARIMA (3,1,3)(1,1,0)12 and are 

corresponding to the lowest MSE value and to quite low AIC value. Also, the model SARIMA 

(3,0,3)(1,1,3)12 has a good results and it will be added to comparison table (see the Table 4.2). It 

is necessary to note, that the best parameters cannot be found based just on AIC. There were 

iterations with fairly low AIC, but model could not be built. Moreover, it is important to run the 

model results diagnostics to assure that none of the assumptions made by the model was violated. 

The Figure 4.10 allows to investigate any unusual behavior, which in our case is not. 

Forecasts from the ARIMA(3,1,3)(1,1,0)12 model (which has the lowest MSE value on the test 

set) are shown in the Figure 4.11. 

 

 
 

Figure 4.10: Diagnostics of predictive model results [71] 
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Figure 4.11: ARIMA(3,1,3)(1,1,0)12 predictive model 

 

For all the models, Mean Square Error (MSE) is calculated on the training and test data. The 

best results were achieved by ARMA model with weekly dataset frequency. Nevertheless, there 

are some other ways to improve prediction models and to obtain more accurate results, which are 

proposed in the framework. 

To compare results of all developed models, comparative table is presented in the Table 4.2. 

The most accurate model is ARMA(3,3). Although, it shows the lowest MSE with train data as 

well as with test data, it still needs furthermore investigation. To check whether this model can 

be further improved, other forecast errors should be examined. 

 
Table 4.2: Evaluation of statistical predictive models 

 

 

 

 

 

 

 

 

Two-step predictive model 

Using the predictive model from the framework, prediction can be connected to the process 

variants attributes by first step- random regression forest (see Figure 4.12). 

 

 
 

Figure 4.12: Two-step predictive model 

Model 
MSE 

Train data Test data 

Triple smoothing/ Holt-Winters 

(α=0.0066, β=0.0, γ=0.0467) 
299.24 387.35 

ARMA (3,3) 211.34 350.16 

SARIMA (313) (110)12 392.01 422.3 

SARIMA (303) (113)12 399.01 496.82 
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As the predictors for the first step, I use process variants number, descriptive statistics for 

times (flow time, waiting time), the cargo type and the berth number. Second step: coefficients 

for statistical predictive model are taken from the section above (SARIMA (313) (110)12). The 

predictors for second step are total time, start time, season and workdays. Since the goal for the 

use case is to predict total time, I do not use here information about bottlenecks, activities order 

and so on. The results of the two-step predictive model are presented in the Figure 4.13. We can 

see that the graph of predicted times is close to the actual values.  MSE for this predictive model 

equals 152.63, and RMSE =12.3. 

 

 
 

Figure 4.13: Evaluation of two step predictive model – the sample of test dataset and predicted values 

(on the left, made in KNIME tool), the visualization for predictive model, where blue line is the actual 

values and red line is predicted values (on the right, made by python visualization) [66] 

 

Thus, based on all calculations we can admit that transition system showed better result for 

each activity, but for whole process with different variants the two-step model gives better results. 

The two-step predictive model was also applied to manufacturing processes and the detail 

description of the implementation can be found in the work [66]. 

 

Summary of Chapter 4 

 
Since I have graduated from the maritime university and was working with international projects 

related to seaport processes optimization, the case for the work was taken in seaport logistics area, 

specifically a ship-handling process in the harbor. This choice helped to combine expert 

knowledge with PM analytical tools withing data processing and process modelling steps. 

In a turn, the reasons for applying process mining in terms of logistics processes include the 

following: reducing the idle time of ship handling, improving of key performance indicators, 

maximizing the employment of port resources, etc. There are usually basic patterns of work and 

people from industry are not willing to waste their time without previously known results. 

Analyzed process models strongly depend on different scenarios in logistics. In case of transport 

logistics, we can define different cases such as ships, warehouses, containers, documents, 

forwarders, terminals. For my study, the ship handling process was chosen to present possibilities 

of applying process mining techniques. The ship handling process at an oil terminal is supposed 

to be clear and straight. However, it remains a black box for analysts. There are many simulations 

and normative models to understand what the ship-handling process is, but most of them do not 
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focus on reflecting the real/descriptive model. Using algorithms of process mining and data from 

timesheets, the real process model was constructed. The real process model can be used: 

 

• for audit (comparing normative and real models, finding deviations),  

• training new workers,  

• creating ship-scheduling,  

• prediction of threats,  

• detection of bottlenecks and their causes,  

• and also, for recommendation of countermeasures. 

 

The real descriptive model is the basis for valuable types of analysis like conformance 

checking (comparing two models – descriptive and normative, or the real model with event log 

for a new month to find deviations), streaming (monitor the production process in real time), 

performance analysis (bottlenecks, resource analysis), recommendation and decision support 

system (decision rules for KPI – key performance indicators). Each node in the process can be 

enriched with required data like resources, risks, probabilities, productivity characteristics. 

In this chapter, the framework which combine process mining, statistics, machine learning 

techniques with context awareness is applied to logistics processes. I explored the part of the 

seaport process for loading/unloading operations – ship handling process. 

After main data pre-processing steps, I could create event logs with different features and 

context awareness to obtain the process model and activity related statistic information. Using the 

event log, I built process models and optimized the visualization by adding context awareness. 

The Figure 4.2 shows a visible change in the process model visualization, what is valuable to 

work with spaghetti models.  

The bottleneck detection is a crucial part of the continuous improvement of processes. Using 

the TimeLag method and the confidence interval method, the workflow will identify the 

bottlenecks from the dataset and add the root cause for the bottlenecks based on the operation and 

delay incurred by downstream or upstream process. The biggest bottleneck was found in EQT 

(time in queue) before the operation A012800. It can be taken as an additional feature of the 

process variant I as well as the recommendations. It is necessary to add, that finding bottleneck 

for one case represents the same bottlenecks for batch of cases depending on buffer size of the 

process line. Underlying process model makes the detection more transparent, accurate and 

valuable. 

Last part of the framework – prediction model – was applied to the case. Based on all 

calculations we can admit that transition system showed better result for each activity, but for 

whole process with different variants the invented two-step model gives better results. The two-

step predictive model was also applied to manufacturing processes and the detail description of 

the implementation can be found in the work. 
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Chapter 5 

Conclusion and future work 
 

5.1 Conclusions 

 
There is an increasing interest in logistics process modelling research and new directions for 

modeling are developing quickly. A key challenge is to populate the modelling frameworks with 

the descriptive models of logistics decision making behavior. The processes are human-centric, 

diverse, flexible, and complex. That leads to obtaining unstructured unreadable process models 

called spaghetti. Thus, process remains to be unknown black-box and has no influence on further 

analysis. 

The goal of my research was to extract knowledge and models from real-world raw event logs 

from interconnected logistics processes and to identify problems to further improve the processes. 

I propose an approach for modelling hidden and unknown processes and subprocesses in the 

example of a seaport logistics area. Having the underlying process model makes it possible to 

exploit more advanced algorithms since deviations and main paths are becoming visible and better 

controlled. The obtained model is the foundation for the core research of this work and will be 

enriched with key performing indicators and their forecast by applying advanced process mining, 

statistics, and machine learning techniques. Combining these powerful tools expands the 

possibilities of the research and empowers results of each other. The goal was achieved and 

applied to the real data for ship-handling processes, which is the main part of logistics. The model 

was built by applying fuzzy mining and DFG notation. 

The main difference of the approach is that we take as a target variable not any specific value, 

but the object – a process variant or a process type with a set of parameters. Fprocess and Factivities 

were taken to deal with spaghetti models by building subprocesses with different perspectives 

and abstract levels. (e.g. getting just cargo operations or building the subprocess for master data 

only). In turn, Fvariant impacts mostly enhancement type of process mining. Bottleneck analysis, 

from one side, and predictive analysis, on the other hand, are enforced with context-aware 

information, especially with these additional objective process attributes.   

A new-found bottleneck detection method helps to highlight the risk/weak or threat places of 

the model. The method also is connected with a process model by taking a process variant as a 

trace for capacities (time or cases) detection. Knowing process trace, bottleneck spot and root 

direction (upstream, downstream) make it possible to create recommendations for bottleneck 

reasons. These bottleneck places as well as recommendations for them can be used for the 

predictive model as an extra attribute of process variant and impact the prediction of key 

parameters. The advantage of method is that it is automated and oriented on the descriptive real 

process model with hidden spots. 

Furthermore, by closely working with domain experts, the hybrid predictive model based on 

machine learning and statistics was developed for the prediction of time flow. Among input 

predictors we also use context awareness – process variant with its own attributes. Depending on 

requirements, predictive model can be applied to forecast resource needs, activities, operations, 

and potential delays, and deviations. This predictive model shows better results in comparison to 

other models, since it has strong connection with the process and the same time do not overload 

the process model with unnecessary time transitional parameters. 

The work primarily focuses on the design of algorithms and methods for supporting logistics 

data analysis. However, it can be adjusted and be applicable to other areas accordingly, which 

makes the approach flexible and versatile. This analysis of processes with their attributes might 

be used for decision-making systems and process maps in future. Furthermore, the support of the 

descriptive (As is) current process model with certain notation and the integration with relevant 
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bottleneck and predictive methods compromise the advantages of the approach.  

Some challenges still lie in data quality and limitations of event logs and the domain area. I 

offered some robust methods to preprocess and clean data which were applied and helped to get 

higher results in the further analysis. However, the last step of the proposed framework – building 

of process map was described just theoretically in the work. The scope of this thesis does not 

cover the development of the process map and suggests it for future research.  

 

5.2 Theoretical contribution 

 
The results of the work are presented as a consistent set of methods and techniques, which are 

strongly interconnected and depend on each other results: 

 

• the framework to deal with unstructured and unknown complex process modelling using 

additional parameters of the processes, activities and variants. This framework enables to 

rapidly construct a robust, reliable and transparent model to which others, in turn, can 

connect their own services. In terms of process mining, the framework shows the way of 

revealing hidden (also unused and unknown) subprocesses and handling spaghetti (non-

structured, non-readable, poorly regulated and entangled processes) process models as 

well as presenting new perspectives/types of the process. Once it is developed, the process 

model can be used as a foundation and be enriched with additional parameters for 

recommendation or decision-support systems as well as for process maps.  

• Proposal of the combined bottleneck detection method for the defined process model 

using context-aware information to detect weak points. 

• Develop hybrid predictive models based on machine learning, statistics and process 

mining technologies using process variants and results of bottleneck algorithm as 

predictor variables. The operator can get the opportunity not just to better plan schedules, 

but also know risks, times, costs, next possible activity in the process. 

 

Besides these results, the thesis summarizes recent research, technologies, methods, and 

challenges of the current state of process mining, forecast models and bottlenecks detection 

methods as well as logistics domain. 

 

5.3 Practical contribution 

 
In the scope of this thesis, there was proposed a set of methods to develop a complex process 

model, reinforcing it with context awareness, bottleneck detection and predicted values. The 

model with all additional parameters can be merged and added to the process map, which is a 

powerful tool for process monitoring, audition, planning and forecasting. The advantage of the 

method is flexibility, so even if all steps are interconnected between each other and to obtain a 

substantial satisfying result – process map – all steps need to be completed, each step can be used 

independently. For instance, a two-step predictive model can be applied with another set of 

parameters on the input, excluding context awareness. It degrades the results but helps to make a 

fast analysis as well as to see dependencies between parameters in the first step – regression trees. 

The broad method described in the third part was applied partly to logistics processes in the 

seaport (ship handling process) and logistics in manufacturing processes (production line). All 

steps of the framework described in the Methodology part, except for the Enriched process map, 

were executed, implemented, and evaluated. Some of them became part of the usual workflow 

in the ship handling process or production line optimization. Moreover, the web application for 

the prediction model with context-aware parameters was developed based on algorithms 

described in the work. More details of the application can be found in work [66]. 
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5.4 Future work – Interactive process map 

 
Despite the results achieved in this work, this topic still has many open areas for research. The 

part of the research described here has already covered the main pieces of the development of a 

process map for different types of processes. To offer new directions for future research 

(additionally to challenges from the Chapter 2), the process map presentation was created 

accordingly to the existing navigation system – google maps. If we consider that all roads 

represent processes traces, traffic jams are bottlenecks, prediction parameters are estimated 

performance characteristics for the situation, then the process map should look like in the Figure 

5.1. 

 
 

Figure 5.1: Process map - navigation for logistics processes 

 

The core of this map was already proposed in the work – the process model with zoom-in/out 

and different perspectives (framework to process spaghetti process models with context 

awareness), traffic jam and their causes (bottleneck detection method with process variants) and 

estimation of travel time (predictive models with additional calculated parameters from process 

mining explorative analysis).  

The following recommendations can be carried out in future to maximize the impact of this 

work: 

 

• Integrating results of the bottleneck and predictive model to the process mining workflow 

simulation, emulating the process animation. 

• Adding more variants and specific process flows as well as resource analysis to the 

simulation model. 

• Following the production process including manual resources (so-called hidden 

processes, information about which is not digitalized so far like manual operations). 

• Creating a heatmap (performance) during day/week/year to define prime time in the 

process. 

• Discussing additional metrics, methods and results with process experts to approach the 

real situation and to consider cases, in which data are not reflected in the data sets. 

 

The creation of the process map requires more collaboration with current projects and the 

involvement of process owners as well as software engineers. Critical elements and methods of 

the process map are connected to the ones, explained in the research. I have provided a guideline 
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to the logistics analysts in extracting event logs, processing and cleaning data, building the 

descriptive model and performance analysis. All obtained knowledge may weaken previous 

assumptions about the logistics process and the same time give the analysts a powerful tool to 

communicate with process owners/ stakeholders and see new perspectives of research. 

Since the processes can be found everywhere, one possible future development of this work is 

to implement all steps of the proposed framework and to create advanced knowledgebase about 

different kinds of processes (financial, administrative, educational, web, security, etc.) as well as 

to build flexible and easy adjustable process maps templates for each of them.  
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Abbreviations 
 

 

AI – Artificial Intelligence  

API – Application Programming Interface 

ARIMA – Autoregressive Integrated Moving Average 

BPM – Business Process Management 

BPMN - Business Process Model and Notation 

CRM – Customer Relationship Management 

DFG – The Directly-Follows Graph 

DM – Data Mining 

EL – Event Log 

EPCs – Event-Driven Process Chain 

ERP – Enterprise Resource Planning 

FACT challenge – Fairness, Accuracy, Confidentiality, Transparency 

IoT – Internet of things 

KPI – Key Performance Indicators 

MAE – Mean absolute error 

MAPE – Mean absolute percentage error 

MSE – Mean squared error 

MXML – Mining eXtensible Markup Language 

ODS – Operational Data Store 

PM – Process Mining 

RMSE – Root Mean Square Error 

ROC curve – Receiver Operating Characteristics curve 

RPA – Robotic process automation 

SAP – Systemanalyse und Programmentwicklung (eng. System Analysis and Software 

Development) 

SARIMA – Seasonal Autoregressive Integrated Moving Average 

SLA – Service Level Agreement 

TOC – Theory of constraints 

TS – Time series 

UML – Unified Modeling Language 

WF – Workflow net 

WIP – Work-in-Progress 

XES – eXtensible Event Stream 

YAWL – Yet Another Workflow Language Xtensible Markup Language  
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Appendix A 
Complete descriptive process model for a ship-handling process made by Fuzzy miner and 

presented in DFG. 
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Appendix B 
Features description: Loklindt, Christopher & Moeller, Marc-Philip & Kinra, Aseem [39] 
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Appendix C 
 
C1 The sample of timesheet document with all parameters (source: Seaport terminal official 

documentation)  

 
 

C2 The sample of bill of lading document (source: Law office of Seaton & Husk (2017)).  
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Appendix D 
The transition system model, which was created for ship-handling process to explore this type of 

prediction. The model was created by PROM tool. 
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Appendix E 
 

Questionnaire for better understanding challenges and needs of the maritime industry, their 

processes and communications (was used on the interview with logistics companies leads like 

Hapag Lloyd, MSC, DBH). The results were applied for exploring domain area – logistics 

processes. 

 

1. What kind of the process do you work with (which relation on the scheme – supply-chain, 

shipping, ship-handling, etc.)? Which part of the transport logistics process? 

 

 
 

2. What data do you usually have from stakeholders? 

3. What kind of IS are you working with? (SAP, CRM, ERP…). Do you have a process 

model you follow? (BPMN, URL diagrams, WF, etc.). Who use the process model? 

4. What operations/activities do you conduct within transport process (loading, storage…)? 

5. What transport documents are you responsible for? (Bill of lading, Cargo documents, 

Manifest, Certificate of Origin, Customs declarations, Shipping order, etc.)? 

6. Have you ever analyzed data you have? What methods do you use and who make 

analysis? (statistics methods, AI, data mining, SQL, etc.) 

7. What kind of report/knowledge do you usually extract from data you have? (predictions, 

tracking process of the cargo, recommendations for further improving of the transport process, 

etc.) 

8. Which part of logistics process can be improved/optimized in your opinion? (docflow, 

dispatcher work, infrastructure, using new methods of information processing, etc.) 

9. What challenges can occur in business process with implementing of new 

methods/technologies? 
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Appendix F 
 

The complete descriptive process model for a ship-handling process made by Fuzzy miner and 

presented in DFG (after preprocessing data and adjusting visualization). All operation names are 

taken in original language and will be encrypted in the thesis to keep confidentiality. 

 


