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A B S T R A C T

Conventional radiography plays a key role within bone fracture diagnoses, preop-

erative planning, and postoperative evaluations of orthopedic interventions. The

thesis is focused on methods enabling 3D analysis of conventional radiographs,

based on the registration of digital models into pairs of calibrated X-ray images.

The thesis presents a method for reconstruction of complete intact models of

long bones suffering displaced diaphyseal fractures from conventional radiographs

of individual fragments. The reconstruction is achieved using a 2D-3D registration

of a statistical shape model into the fragments with simultaneously performed frac-

ture reduction. The reduction is enabled by accurate estimation of the bone length,

which is achieved by an automatic division of the statistical shape model into in-

dividual fragments. The proposed approach is involved in a software application

intended for preoperative planning of diaphyseal fractures reduction with a focus

on the identification of the best fitting intramedullary nail or bone plate.

The reconstruction adopts a proposed intensity-based revision of non-

overlapping area registration procedure, intended for involvement in model-based

radiostereometry. In contrast with the original contour-based formulation, the re-

vised method is able to handle occlusions or unreliable parts of involved digital

models. Moreover, performed evaluations reveal an order of magnitude higher ac-

curacy in comparison with the contour-based approach, reaching similar results as

the state-of-the-art feature-based approaches, while allowing the involvement of

highly detailed 3D models and straightforward acceleration.

In addition to the non-overlapping area approach, also a density-based regis-

tration pipeline using statistical shape and intensity models was created for recon-

struction of patient-specific bone models. Although reaching slightly lower surface

reconstruction accuracy, the density-based registration is able to estimate the inter-

nal bone structures such as spongy and compact tissues, potentially providing

more information for the planning. For practical aspects, different optimisation

methods and possibilities of statistical shape and intensity models lossy compres-

sion were investigated.

K E Y W O R D S

Model-based 2D-3D registration; radiostereometric analysis; preoperative os-

teosynthesis planning.
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A B S T R A K T

Konvenční radiografie hraje klíčovou roli v oblastech dignostiky zlomenin kostí,

předoperačního plánování a pooperačního hodnocení ortopedických zákroků. Tato

dizertační práce je zaměřena na metody umožňující 3D analýzu konvenčních

rentgenových snímků, založené na registraci digitálních modelů.

Práce prezentuje metodu pro rekonstrukci celistvých modelů kostí, které utrpěly

dislokované zlomeniny diafýzy, na základě konvenčních rentgenových snímků

jejich fragmentů. Rekonstrukce je dosaženo použitím 2D-3D registrace statistic-

kého tvarového modelu do jednotlivých fragmentů a jejich současně prováděné

repozice. Repozice je umožněna díky přesnému odhadu délky kosti, kterého je

dosaženo automatickým dělením statistického tvarového modelu do jednotlivých

fragmentů. Vytvořená metoda byla vestavěna do softwarové aplikace určené pro

předoperační plánování osteosyntézy diafýzy se zaměřením na výběr vhodného

intramedulárního hřebu nebo rekonstruční dlahy.

Rekonstrukce částečně využívá navrženou intenzitní revizi registrační proce-

dury minimalizující nepřekrývající se oblasti, určenou pro radiostereometrii za-

loženou na modelech. Oproti původnímu přístupu využívajcí kontury modelů

je revidovaná metoda schopna pracovat s jejich překrytými nebo nespolehlivými

částmi. Provedené evaluace také vykazují řádově vyšší přesnost ve srovnání s pří-

stupem založeným na konturách a dosahují srovnatelných hodnot se současnými

hranovými metodami, zatímco je umožněno použití modelů s vysokým počtem

polygonů, přímá akcelerace a snadná interpretovatelnost.

Pro rekonstrukci modelů kostí byla kromě přístupu založeném na nepřekrý-

vajících se oblastech vytvořena také registrace založená na hustotách a využí-

vající stastistické tvarové a intenzitní modely. Ačkoliv metoda dosahuje mírně

nižší přesnosti rekonstrukce povrchu, registrace založená na hustotách umožňuje

odhadnout vnitřní struktury kosti tvořené kompaktní a houbovitou tkání a poskyt-

nout tak více informací pro plánování. Pro praktické využití bylo také zkoumáno

nasazení různých optimalizačních metod a možnosti ztrátové komprese statistic-

kých tvarových a intenzitních modelů.

K L Í Č O VÁ S L O VA

2D-3D registrace modelu; radiostereometrická analýza; předoperační plánování os-

teosyntézy.
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1
I N T R O D U C T I O N

Conventional radiography is a key imaging technique for skeletal examinations,

such as fracture diagnose, preoperative planning, or postoperative assessment, and

evaluation of orthopedic interventions, providing 2D intensity images of a patient’s

internal tissues. The thesis is focused on methods enabling 3D analysis of con-

ventional radiographs, based on the registration of virtual models into calibrated

biplanar radiographs. Presented methods are designed for involvement in fields

of preoperative planning of osteosynthesis, used for the digital 3D templating to

identify the best fitting fixation material for fracture treatment, and model-based

roentgen stereophotogrammetric analysis focused on assessment of joint replace-

ment micromotion.

Current systems for 3D preoperative planning based on plain radiographs are

mostly focused on joint arthroplasties. The systems exploit deformable 2D-3D reg-

istration of 3D bone atlases into the radiographs to recover the patient-specific

bone models. The thesis deals with problems related to construction of a similar

solution for preoperative planning of diaphyseal fractures reduction and fixation.

In contrast with the current systems, the main challenge of the proposed solution

is a reconstruction of a complete bone model from radiographs of its individual

fragments, which is in the case of diaphyseal fractures closely related to the correct

estimation of the bone length. The thesis addresses the challenge by proposing a

novel multi-fragment registration method with an automatic splitting of the bone

atlas into the individual fragments.

The multi-fragment registration method extends a revision of the non-

overlapping area approach, proposed within the scope of the thesis, adopted from

the field of model-based radiostereometric analysis. The intensity-based revision

addresses a problem of differences between virtual 3D models and the radio-

graphic images, caused by occlusions, missing parts of the models, or bone degra-

dations, negatively affecting the 2D-3D registration accuracy.

The thesis also focuses on aspects allowing practical application of the preop-

erative planning system, including reconstruction accuracy and time and space

consumption, providing a comparison of intensity-based and density-based regis-

tration approaches, evaluation of different optimization formulations and methods,

and investigating possibilities of the bone atlases compression.

The thesis is written as a compilation of the author’s previous publications, or-

dered ascending by the complexity of the presented registration approach. Selected

1



2 introduction

papers were further extended with appendix sections presenting additional details.

Part i provides a brief introduction into fields of pre-operative planning and ra-

diostereometric analysis with an overview of selected existing solutions. Parts ii

presents published contributions focused on the 2D-3D registration methods. Part

iii provides additional discussions and notes on the results and concludes the the-

sis. Part iv consists of conference abstracts, describing preliminary results of the

proposed methods. Supplementary materials, including technical drawings of cal-

ibration phantoms, markers, and an overview of constructed shape and intensity

models are attached in the final part v.



Part I

C O M P U T E R - A S S I S T E D M E T H O D S I N R A D I O G R A P H S

A N A LY S I S

This part presents a brief introduction to the fields of preoperative plan-

ning and roentgen photogrammetric analysis with a focus on the appli-

cation of digital 3D models.





2
R O E N T G E N S T E R E O P H O T O G R A M M E T R I C A N A LY S I S

Roentgen stereophotogrammetric analysis [105, 103, 104] is a proven method for

high-precision assessment of motion between anatomical structures, bone im-

plants, or joint replacements. The analysis allows observation of spatial move-

ment between objects captured on conventional radiographs. Since its introduc-

tion, the method has become the basis of considerable many clinical studies with

various focuses. The analysis is mainly used for an assesment of joint replace-

ments mechanical stability, evaluating implant fixation within the surrounding

bone, mostly in relation with a hip [83, 25, 128, 31, 75] or knee arthroplasty

[137, 88, 38, 43, 45, 5]. In addition to the lower extremity joints, the analysis is

feasible also for an evaluation of upper limb arthroplasty [20], particularly in cases

of shoulder [116, 77, 115, 93, 85] and elbow joints [126, 123]. Beyond the implant

fixation, the radiostereometry is applied for joint stability [8, 33] and kinematics

[19, 58, 121] observation, or a fracture treatment and stability evaluation [66, 94, 92].

2.1 conventional radiostereometry

For motion evaluation, the conventional radiostereometry uses sets of tantalum

beads marking the observed objects. The three-dimensional poses of the beads are

computed from stereo radiographs.

2.1.1 Stereo Radiographs Acquisition

The stereo radiographs are usually captured using a bi-planar X-ray imaging facil-

ity. Acquisition of stereo radiographs is enabled by the involvement of calibration

cages into the imaging procedure, as shown in Figure 2.1. As the relative patient’s

pose to the calibration box must be the same in both radiographs, the images are

usually taken at the same time using a synchronized imaging machine.

The calibration cages are equipped with tantalum bead markers in several differ-

ent planes. Due to the known spatial placement of the beads within the cage and

their consequent projections in captured radiographs, it is possible to reconstruct a

3D scene capturing the examination set up. As a result of the calibration, 3D poses

of the radiation sources, box, and radiographs are known. In contrast with the orig-

inal method, using fiducial and control planes (FCP) [103], the calibration approach

5



6 roentgen stereophotogrammetric analysis

Figure 2.1: Roentgen stereophotogrammetric analysis set up (left) with a uniplanar cali-

bration box placed under the patient1. Schematic pictures of uniplanar and

biplanar calibration cages provided by RSA Biomedical AB2(right). The top cal-

ibration box is intended for examination of hip joints, the bottom cage is de-

signed for knee, ankles, and elbows. The biplanar design was also adopted for

the custom-made calibration box in the chapters 5 and 9.

involved within the scope of this thesis is based on camera pinhole model [44]. For-

mally, the calibration aims to recover the intrinsic and extrinsic parameters of the

camera model, for both radiographs and respective X-ray sources. The extrinsic pa-

rameters are given by a rigid transformation matrix (R|t), describing rotation and

translation of the camera within the space of the calibration box. Intrinsic parame-

ters, written in matrix C, contain image scaling, given by a source to image distance

and pixel spacing of the detector, and coordinates of the principal point, where the

optical axis intersects the detector. A relation between a pose X of a tantalum bead

within the 3D space and its image x in a radiograph, expressed in homogenous

coordinates, is consequently given as x = C(R|t)X. Having pairs of bead poses and

their respective projections, it is possible to obtain a matrix P = C(R|t) using a

direct linear transformation (DLT) [22]. Using an approach based on QR factoriza-

tion, the P matrix is finally decomposed to the individual rotation and translation

matrices. Although the direct linear transform is feasible with at least 6 pairs of

the beads poses and projections, the higher number increases the accuracy of the

calibration. The calibration box involved in the following studies includes 18 bead

markers for each view.

1 http://www.rsacore.nl/model-based-rsa/about-rsa/

2 https://rsabiomedical.com/

http://www.rsacore.nl/model-based-rsa/about-rsa/
https://rsabiomedical.com/


2.2 model-based radiostereomteric analysis 7

Figure 2.2: Tantalum beads provided by Halifax Biomedical Inc.3 in comparison with the

size of One Dime (left). Commonly used beads are of size 0.8 and 1.0 mm in

diameter. Beads injector provided by the same company (middle). The injector

uses cartridges pre-loaded with 16 tantalum markers of 1.0 mm diameter (right).

2.1.2 High-precission Motion Assessment

The most common application of the radiostereometric analysis is an observation

of joint replacement mechanical stability, when the micro-motion between the pros-

thesis and the surrounding bone is assessed during long-term follow-up examina-

tions [83, 25, 137]. A determination of the relative pose is possible due to sets of

tantalum beads, where the first set of beads is attached to the implant, usually by

the manufacturer, and the second set is injected directly to the bone by a surgeon.

A sample of the commercially available injector and beads is shown in Figure 2.2.

Using the extrinsic and intrinsic parameters of the camera model, it is possible

to reconstruct 3D poses of individual beads attached to the implant or injected

into the bone, captured in radiographs. A pose of an individual bead is obtained

as an intersection of two rays, coming from the radiation sources and falling on

the detectors. The intersection is usually approximated by a middle point of the

shortest distance segment connecting the two rays, as the real data are usually

noisy.

The major drawback of the conventional radiostereometry is its dependence on

the bead markers, that must be attached to the implant, which limits the applica-

bility of the method only to special prostheses.

2.2 model-based radiostereomteric analysis

To overcome the dependence of the analysis on special implants equipped with

beads, a model-based radiostereometry was proposed by Valstar [124], relying on

virtual models of the implants, obtained in form of CAD models of the prosthesis

design, reverse engineering [56] or primitive geometry models [55, 51]. Instead of

3 https://halifaxbiomedical.com/imaging/what-is-rsa/

https://halifaxbiomedical.com/imaging/what-is-rsa/


8 roentgen stereophotogrammetric analysis

Figure 2.3: An implant segmented from a radiograph overlayed by silhouettes rendered

using the digital model (left). Direction codes-based non overlapping area mea-

sure (middle). Differences between CAD model and real implant caused by di-

mensional tolerances (right). Adopted from [124].

markers, the pose of the implant is recovered using registration of the digital model

into the calibrated stereo radiographs. The registration is usually formulated as an

iterative optimization problem, which minimizes reprojection error between the

input radiographs and projections of the digital model.

2.2.1 Contour-Based Non-Overlapping Area

The first published model-based method was based on minimization of the uncom-

mon area between the captured implant and the digital model projection [124], as

shown in Figure 2.3 (left).

For the evaluation of the non-overlapping area measure, the contours of the im-

plant and the model projection are divided into common intervals along the hori-

zontal axis, while the number of intervals is given as a number of model silhouette

nodes minus one. In each interval, individual segments are given an area code

based on the silhouette direction values. The direction value is determined with

respect to the horizontal orientation of the silhouette part. When the silhouette

part has a positive x-direction, it is assigned a direction value equal to 1, other-

wise, the direction value is set to -1. Then, each direction value is assigned to the

area above the corresponding silhouette. In the next step, area codes are obtaibned

by summing up the direction values, as shown in Figure 2.3 (middle). When the

resulting area code is equal to +1 or -1, the part belongs to the non-overlapping

area. The final value of the measure is given by summing the size of all uncom-

mon parts together. During the registration process, the measure is minimized as a

scalar-valued objective function using Feasible Sequential Quadratic Programming

(FSQP) [113] optimization method.
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The contour-based non-overlapping area requires a complete contour of the im-

plant, which is a major drawback with respect to unreliable parts of a prosthesis

or its possible occlusions, as shown in Figure 2.3 (left). The unavailable part of

the contour must be manually estimated by a user, which affects the registration

accuracy.

2.2.2 Feature-Based Methods

In contrast with non-overlapping area approach, feature-based methods minimize

distances between corresponding points of actual and virtual contours. The most

commonly used approaches are Iterative Inverse Perspective Matching (IIPM) [54]

and Contour Difference (DIF) [34] algorithm. Both algorithms estimate the corre-

spondences by finding the closest points on the virtual contour for each vertex of

the actual silhouette, as shown in Figure 2.4. The contour difference algorithm then

minimizes the mean distance of all actual vertices by using DHSAnn or DoNLP2

optimizers [90].

On the other hand, the perspective matching algorithm back projects the virtual

points back on the digital model and estimates poses of the actual vertices within

the model space. The model is then aligned to the estimated actual vertices. The

process based on Iterative Closest Point (ICP) [14] is repeated until the model is

finally aligned.

In practice, combinations of different metrics and optimizers are used suc-

cessively to reach the optimal alignment, usually in IIPM, DIFDoNLP, and

DIFDHsAnn order [114, 91, 39, 84]. The feature-based methods reach higher ac-

curacy in comparison with the contour-based non-overlapping area, as they allow

to drop out the uncertain or occluded parts of involved models.

2.2.3 Intensity-based Non-Overlapping Area

The thesis proposes an intensity-based revision of the non-overlapping area regis-

tration [KNM+
18], which enables drop-outs and thus reaches a similar accuracy

as the state-of-the-art feature-based methods while allowing the involvement of

high-poly models and straightforward acceleration. The revision is subsequently

extended for reconstruction of patient-specific bone models [KKŠZ16a, KMŠ+
18].

2.3 dynamic radiostereometry

Dynamic radiostereometric analysis is used for assessment of joint kinematics, al-

lowing observation of 3D motion reconstructed from fluoroscopic sequences. To
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Figure 2.4: Estimation of correspondences between the virtual and actual contour. For each

vertex Ai of the actual contour, a closest point Ap
i on the virtual silhouette is

found. Adopted from [54].

prevent surgical marking of the bones using tantalum beads, the method exploits

registration of bone models obtained by computed tomography [40, 39, 23]. The

digital model is produced by the volume segmentation followed by marching

cubes algorithm [71] and mesh postprocessing, usually consisting of decimation

and smoothing. Then, poses of bones within each frame of the sequence are esti-

mated by the registration of their digital models, using the methods described in

Section 2.2.2.

2.3.1 Statistical Shape Models

To avoid the need for computed tomography image acquisition, it is possible to

exploit a statistical shape model of the bones [12, 13, 122], to simplify the process

and increase its applicability. The statistical shape model serves as an elastic atlas,

capturing shape variations of the bone within the population. The atlas is con-

structed using a training set of rigid models obtained from computer tomography

images, which are brought into correspondence, mutually aligned using General-

ized Procrustes Analyzes (GPA) [28] and processed using Principal Component

Analysis (PCA) [3], as shown in 2.5. Consequently, the statistical shape model is

deformable with respect to given PCA modes in a such constrained way that it

generates biologically plausible shapes.

During the registration, the shape of the model is optimized together with its

pose. As a result, in addition to the observed motion, also patient-specific models

of the joint bones are recovered without the computed tomography image acquisi-

tion.
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Figure 2.5: Pipeline describing the construction of a pelvic statistical shape model, re-

trieved from [110]. First, polygonal models are segmented from the training

set of volumetric images. Then, the models are brought into correspondence,

aligned using Generalized Procrustes Analyzes (GPA) [28] and processed us-

ing Principal Component Analysis (PCA) [3]. Model instances corresponding

to different values of the shape modes are shown on the right.





3
S Y S T E M S F O R D I G I TA L P R E O P E R AT I V E P L A N N I N G

Preoperative planning based on digital templating takes an essential part in total

joint arthroplasty [47, 9] and is of significant benefit in case of fracture reduction

and treatment [7]. The aim of the templating is a selection of ideally fitting joint

replacement or fixation material for a specific patient.

Conventional planning depends on X-ray film, manually overlayed with acetate

sheet with a printed template of the evaluated implant [67]. However, the con-

ventional templating is usually prone to mismatches between template and radio-

graph magnification, depending on factors as source-to-image distance, patient’s

positioning or physique, difficulting identification of ideal implant dimensions.

Since the advent of digital radiography, the planning is performed using a clin-

ical software application instead of the acetate sheets. Consequently, it is possible

to address the magnification using a calibration marker of known dimensions by

scaling the digital image to the correct size [18, 17]. An example of commercialy

available magnification marker provided by Innomed, Inc. manufacturer is shown

in Figure 3.1.

More precise planning is enabled by 3D templating, exploiting bone models

obtained from computed tomography images [87]. However, the requirement of

computed tomography examination complicates the process, exposes the patient

to higher radiation doses [112] and brings additional costs. Therefore, systems for

3D preoperative planning based on the 2D-3D reconstruction of bone models have

Figure 3.1: Lombardi self-holding X-ray magnification marker. Retrieved from Innomed,

Inc.1.

1 https://www.innomed.net/

13

https://www.innomed.net/


14 systems for digital preoperative planning

Figure 3.2: Reconstructed bone models within the calibrated space of original radiographs

(left) with a screenshot of the preoperative planning software based on the mod-

els (right). Retrieved from [2].

been proposed [2, 1, 136, 46]. Similar to the case of dynamic radiostereometry

described in Section 2.3.1, the reconstruction is performed by performing regis-

tration of a statistical shape model into conventional radiographs. As a result, a

three-dimensional model suitable for the digital templating is obtained.

3.1 total knee arthroplasty

For the preoperative planning of the total knee arthroplasty, systems 3XPlan [46],

3X-Knee [136] and iLeg [2] have been proposed, involving a reconstruction method

based on [135]. Beyond the identification of the best fitting knee prosthesis, the

reconstructed bone models are also used for planning the osteotomy planes, or the

postoperative assessment of the intervention. An illustration of the iLeg system is

shown in Figure 3.2.

3.1.1 Radiographs Acquisition

Opposed to radiostereometry, clinical radiographs for preoperative planning are

usually taken sequentially. During the sequential capturing, the pose between the

calibration marker and the examined bones must remain unaltered. Therefore, it

is necessary to immobilize the joint and ensure rigidity of a marker attachment.

Figure 3.3 shows a solution proposed in [135], where a calibration phantom (left)
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is attached to an immobilization apparatus (right). The phantom design and cali-

bration framework are detailed in [100].

Figure 3.3: Phantom used for sequential acquisition of knee joint radiographs (left), at-

tached to the knee immobilization apparatus (right). Adopted from [135].

Within the scope of this thesis, sequential radiographs are used for the recon-

struction of fractured bones. In this case, the immobilization of individual frag-

ments is performed using a limb vacuum splint, the calibration marker is tem-

porarily fixed to the splint in an adhesive manner. The involved markers and

radiographic examination of dummy with splint are described in Supplement F,

Figures F.1 and F.3.

3.2 total hip arthroplasty

An iJoint [1, 99] system based on similar principles was proposed for preoperative

planning of total hip arthroplasty. The system provided an automatic detection

of the calibration marker within the radiographs, using a CLAHE algorithm [89],

circular Hough transformation (CHT) [29] and a simulation-based verification of

fiducials candidates. The digital models were reconstructed using a hierarchical

registration of femoral and pelvic statistical shape models [98]. A schematic illus-

tration of the system is shown in Figure 3.4.

3.3 diaphyseal fracture reduction

Beyond the joint arthroplasty, also possibilities of statistical shape models in-

volvement in preoperative planning of osteosynthesis surgery have been stud-

ied [101, 35]. Schumann et at. [101] proposed an approach aiming at diaphyseal

fractures of long bones, estimating rotational alignment of proximal and distal frag-

ments. The method was based on the registration of a single shape prior into the in-

dividual fragments [134], initialized by commonly used landmarks [127, 117, 130].
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Figure 3.4: A schematic description of the iJoint system. Retrieved from [1].

However, before the registration, the shape model had to be split into the frag-

ments manually, based on an external measurement of the bone. Therefore, due

to the unability to recover the accurate bone length the method was not able to

reconstruct complete models of intact bones, but only models of individual frag-

ments and their rotational alignment. The method was evaluated using data sets

of virtual radiographs and a mock-up with sawed plastic bone models, as shown

in Figures 3.5 and 3.6.

Figure 3.5: Virtual radiographs of fractured tibial bone with reconstructed models of indi-

vidual fragments. Adopted from [101].

In contrast with [101], the method presented within this thesis [KMŠ+
18] is able

to split the statistical shape model automatically and therefore to produce models

of complete intact bones of accurate length. Consequently, the method [KMŠ+
18]

has been included in the preoperative planning software called TraumaTech2, al-

lowing estimation of intramedullary nail ideal length or selection of best fitting

bone plate. Table 3.1 provides a brief summary on systems focused on 3D preoper-

ative planning based on planning radiographs.

2 https://www.tescan3dim.com/solutions/medical-software/digital-orthopaedics

https://www.tescan3dim.com/solutions/medical-software/digital-orthopaedics
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Figure 3.6: A mock-up with calibration phantom and plastic model of the tibial bone.

Adopted from [101].

Table 3.1: Overview of solutions for 3D preoperative planning using plain radiographs.

Solution Intervention Form Objects in

the input

radiographs

Outcoming

reconstructed

model(s)

iLeg [2] TKA System Uninjured

bones

Intact bones

3XPlan [46] TKA System Uninjured

bones

Intact bones

3X-Knee [136] TKA System Uninjured

bones

Intact bones

iJoint [1, 99] THA System Uninjured

bones

Intact bones

Schumann

[101]

Osteosynthesis Study Fractured

bone

Individual

fragments

Proposed

solution

[KMŠ+
18]

Osteosynthesis System Fractured

bone

Intact bone
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R E S E A R C H O U T L I N E

The thesis is mainly focused on registration methods allowing the reconstruction of

patient-specific three-dimensional models of long bones from conventional radio-

graphs. The state-of-the-art methods focus on a reconstruction of uninjured long

bones, or the reconstruction of individual fragments in cases of their diaphyseal

fractures. The main research question of the thesis is if it is possible, in case of dis-

placed diaphyseal fracture of a long bone, to reconstruct a model representing a

complete intact bone only from radiographs of its individual fragments. The main

scientific contribution of the thesis is therefore verification of the statement: It is

possible to design a method performing reconstruction producing models with accurate

shape and length that overcomes the capabilities of the state-of-the-art reconstruction meth-

ods. The verification is performed by proposing a reconstruction method dealing

with fractured long bones and its experimental evaluation.

The following papers describe individual steps leading to the final design of the

reconstruction pipeline, its evaluation and also consider practical aspects allowing

application of the methods in preoperative planning software.

Paper [KNM+
18] focuses on the revision of rigid registration method based on

non-overlapping area approach, intended for involvement in model-based roent-

gen stereo photographic analysis. The paper presents an intensity-based revision of

the original contour-based approach, involving an effective Levenberg-Marquardt

optimizer with a coarse-to-fine strategy of central-differences approximation of Ja-

cobian matrix and allowing to drop the uncertain or occluded parts of the models

out of the registration. The paper experimentally evaluates to what extent the re-

vised formulation outperforms the original approach and if its accuracy is compa-

rable with the state-of-the-art methods currently used in the field of model-based

radiostereometry. The proposed method, originally designed for rigid 2D-3D reg-

istration of bone implants, is in subsequent papers extended and used for recon-

struction of patient-specific bone models.

Paper [KKŠZ16a] is focused on a reconstruction of uninjured patient-specific

bone models using 2D-3D registration of statistical shape and intensity models into

captured radiographs. The paper proposes a density-based reconstruction, based

on statistical shape and intensity models, normalized mutual information similar-

ity measure, and Levenberg-Marquardt optimisation, and compares it with an ex-

tended approach based on the revised non-overlapping area registration, referred

to as Black&White Pixel Differences method. The paper investigates if a Levenberg-

21
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Marquardt solver is an efficient optimizer for performing deformable 2D-3D reg-

istration in terms of speed and accuracy and how the reconstruction accuracy is

affected by the presence of the density information.

As the reconstruction speed is crucial for real involvement of the methods in

preoperative planning software, the paper [KCZ+
16] investigates if a Levenberg-

Marquardt optimisation, involving a computationally demanding numerical

central-differences approximation of a Jacobian matrix, is within the terms of the

2D-3D registration more effective than the commonly used evolution strategies.

The density information present in statistical shape and intensity models also

usually requires not negligible storage space. Therefore, the paper [KBK+
16] in-

vestigates if it is possible to use lossy compression on the statistical shape and

intensity models to reduce their space requirements and to what extent the com-

pression artifacts affects the 2D-3D reconstruction accuracy.

The main contribution of the thesis is finally presented in paper [KMŠ+
18],

which describes the design and evaluation of the 2D-3D reconstruction pipeline for

long bones suffering diaphyseal injuries. The design involves the intensity-based

revision of non-overlapping area approach, extended to the form of multi-fragment

registration with an automatic splitting of the statistical shape model into the in-

dividual bone fragments, to ensure an accurate estimation of the bone length. The

paper presents evaluations of the design using synthetic and cadaveric data sets,

revealing if the reconstruction of an intact bone model from the radiographs of

individual fragments is feasible and if the reconstruction accuracy is sufficient for

the involvement of the method in preoperative planning software.
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tor: 1.295)

abstract

A model-based radiostereometric analysis (MBRSA) is a method for precise mea-

surement of prosthesis migration, which does not require marking the implant

with tantalum beads. Instead, the prosthesis pose is typically recovered using a

feature-based 2D-3D registration of its virtual model into a stereo pair of radio-

graphs. In this study, we evaluate a novel intensity-based formulation of previously

published non-overlapping area (NOA) approach. The registration is capable to

perform with both binary radiographic segmentations or non segmented X-ray im-

ages. In contrast with the feature-based version, it is capable to deal with unreliable

parts of prosthesis. As the straightforward formulation allows efficient acceleration

using modern graphics adapters, it is possible to involve precise high-poly virtual

models. Moreover, in case of binary segmentations, the non-overlapping area is

simply interpretable, useful for indicating the accuracy of the registration outcome.

In silico and phantom evaluations were performed using a cementless Zweymüller

femoral stem and its reverse engineered (RE) model. For initial pose estimates with

difference from the ground-truth limited to ±4mm and ±4 °respectively, the mean

absolute translational error was not higher than 0.042± 0.035mm. The error in ro-

tation around the proximodistal axis was 0.181± 0.265 °, error for remaining axes

was not higher than 0.035± 0.037 °.

23
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keywords

Radiostereometric analysis, implant migration, pose estimation, intesity-based reg-

istration, OpenGL acceleration

5.1 introduction

Roentgen stereophotogrammetric analysis (RSA), introduced by Selvik [103, 104],

is an established method for an accurate measurement of prosthesis mechanical

stability, indicated in particular in cases of total joint arthroplasty. The analysis

is used for measuring micromotion between the prosthesis and the surrounding

bone. Due to its high precision, it allows to reveal a potential failure of the implant

fixation at early stages, when the prosthesis migration is not recognizable in plain

radiographs nor clinical symptoms occur [82]. The conventional radiostereometric

analysis depends on two sets of tantalum beads. The first set of markers is attached

to the prosthesis, while the second set of beads is injected directly into a bone sur-

rounding the implant. A position of each marker in three dimensional space is

obtained using a triangulation from a stereo pair of radiographs. Commonly, a pa-

tient undergoes several following-up radiographic examinations during a certain

time period after the arthroplasty [125]. A potential failure of the prosthesis fix-

ation is observed when the relative pose between the two sets of markers differs

between the individual examinations.

However, the attachment of tantalum beads to the implant raises several poten-

tial issues. In radiographs, the prosthesis may occlude the attached beads, marked

implants are more expensive and the strength of the prosthesis may be negatively

affected. To overcome these difficulties, model-based radiostereometric analysis

(MBRSA) has been proposed by Valstar [124]. Instead of attaching the beads, the

implant pose is recovered by 2D-3D registration of its virtual model into a stereo

pair of radiographs. Several studies have revealed the model-based radiostereom-

etry reaches lower, but acceptable accuracy in comparison with the conventional

approach [57, 81, 106].

Registration methods used in radiostereometry are typically feature-based, ex-

ploiting edges detected in radiographs and a prosthesis outline obtained from the

virtual model. Valstar [124] proposed an approach based on non overlapping area

(NOA) minimization, which required a complete outline of the prosthesis to be ob-

tained from the radiographs. The major drawback of the method was an inability

to handle unreliable parts of the detected outline, as there were significantly large

dimensional differences between the actual prosthesis and its computer-aided de-

sign (CAD) model involved in the phantom evaluation. A following-up study, pro-
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x

yz

Figure 5.1: The Zweymüller femoral stem attached to the Plexiglas® phantom. The green

arrow shows a proximodistal axis of the implant.

posed by Kaptein [56], enhanced the accuracy by using reversed engineering (RE)

models of prosthesis instead of CAD models provided by a manufacturer and by

improving the registration method to handle the unreliable parts of detected con-

tours, referred to as “drop-outs", which may be caused by metallic objects that are

not included in the virtual model, such as bone screws, etc. The registration was

based on minimization of contour difference, which can be in contrast with origi-

nal non overlapping area evaluated locally and the unreliable parts of the contour,

selected by the user, may be simply omitted from the registration. The minimiza-

tion of contour difference was in broader principle adopted by many subsequent

studies [57, 65, 118, 81].

In this study, we propose an intensity-based radiostereometric method, reviving

the idea of non overlapping area. In contrast with [124], the proposed registration

allows to evaluate the non overlapping area locally. Consequently, the contribution

of this revisited method is the ability to handle the drop-outs and unreliable parts

of the prosthesis captured in radiographs. As the contour detection and a feature

matching are not required by the intensity-based registration, the computation

is much more simple in comparison with the previously published approaches.

Therefore, the method is straightforward for efficient acceleration using graphics

adapters. The study presents in silico and phantom evaluations of the proposed

approach.

5.2 material

The study was performed involving SLR-PLUS Cementless Revision Stem,

Zweymüller system produced by Smith&Nephew, Inc. The femoral stem was at-

tached to a phantom containing 10 tantalum beads of 1 mm diameter provided

by X-medics Scandinavia. The phantom was a box with dimensions 200× 130×
30mm, created from extruded Plexiglas® of 6 mm thickness by Koplast s.r.o. man-

ufacturer. A complete assembly is shown in Figure 5.1. A polygonal model of the
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Figure 5.2: Scanning of the phantom assembly.

implant was generated using ATOS TripleScan II system and ATOS Professional

v8 SR1 software. The final model used for both in silico and phantom evaluations

was formed by 236,053 vertices and 470,337 polygons. A mutual pose of the im-

plant and the phantom box was determined by additional scanning the assembly,

as shown in Figure 5.2. Final positions of the tantalum markers with respect to the

prosthesis were calculated, as their locations inside the phantom were defined by

the CAD model, used for manufacturing the box.

The Carestream Directview DR 9500 System was exploited for sequential cap-

turing of digital radiographs (DR). The phantom assembly was inserted into a

biplanar calibration cage filled with 36 tantalum beads. We used direct linear trans-

form (DLT)[4] for the radiographs calibration, as proposed by Choo [22], instead

of the traditional fiducial-control planes (FCP) approach [104]. The assembly was

rotated approximately 45 °around the prosthesis proximodistal axis to prevent oc-

clusions of the phantom markers by the implant. The complete experimental set

up is shown in Figure 9.6.

For the phantom study, 8 radiographs were captured from each anterior-

posterior and lateral views. Pose of the calibration box within the imaging system

was varied among the individual acquirements. The radiographs were enhanced

using an intensity curve adjustment and histogram equalization. Upon the radio-

graphs, a set of 64 stereo pairs was constructed, an example stereo pair of radio-

graphs is shown in Figure 5.4. Randomly chosen 32 pairs were exploited for a

precise refinement of the mutual pose between the phantom and the implant, the

remaining half was used for the evaluation.

5.3 method

The proposed registration is suitable for usage with both binary segmentations or

enhanced non segmented radiographs.
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Figure 5.3: The phantom with attached prosthesis inside the calibration box, placed into

the uniplanar imaging system. The phantom was firmly fixed to the calibration

box.

Figure 5.4: A stereo pair of enhanced radiographs with the RE model of the replacement.

The model is in the ground-truth pose, determined using tantalum beads inside

the phantom.

5.3.1 Binary Images

As the metallic implants are highly radiopaque, the segmentation is performed

by thresholding the enhanced radiographs; pixels representing the prosthesis are

set to 1. A coarse initial estimate of the prosthesis pose must be provided by the

user. During the registration, binary digitally reconstructed radiographs (DRR) are

rendered from the prosthesis model. Following [124], the non overlapping area is

defined as the area that the segmentations of real and calculated radiographs do

not have in common. The size of the area is equal to the count of different pixels

between the real and virtual segmentations. Since the segmentations contain only
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Figure 5.5: Non overlapping area between the actual and reprojected prosthesis seg-

mentation. The error is set to Rerr = (4.59,−3.68,−2.38)° and Terr =

(−1.31, 1.07,−1.03)mm. The size of non overlapping area is 27.5%.

binary values, the count is computed by summing squares of the pixel differences

(PD):

PD(P, x,y) = DR(x,y) − DRR(P, x,y) (5.1)

NOA(P) =
∑
x,y

∥PD(P, x,y)∥2 (5.2)

where P = (R, T) is a vector formed by a rotation and translation of the prosthesis

model in the space of stereo radiographs. To eliminate different radiograph reso-

lutions or perspective scaling, it is convenient to express the non overlapping area

size in a relative form as NOA(P)
NOA(P)+C(P) , where C(P) is a count of overlapping pix-

els. The metric is schematically depicted in Figure 9.3. The minimization of non

overlapping area for anterior-posterior (AP) and lateral (LAT) views is formulated

as non-linear least squares (NLS) problem:

(P∗) = argmin
P

[
NOAAP,LAT(P)

]
(5.3)

5.3.2 Non Segmented Radiographs

Due to the significant radiopacity, it is assumed the metallic prostheses are objects

with the highest contrast in radiographs, exceeding the brightness of the surround-

ing bone, soft tissues or eventual cement layer, which makes the segmentation

rather a straightforward task. On the other hand, a precise segmentation may de-

mand some additional user interaction and consequently, to decrease the amount

of required user efforts, it is convenient to perform the registration using directly

the non segmented radiographs. In case of the proposed intensity-based registra-

tion, radiographs are preprocessed using the histogram equalization. After the pre-

processing, pixels representing the prosthesis reach approximately the maximum

value of the image intensity range. The digitally reconstructed radiographs con-

tain only two intensity levels. Following the radiopacity assumption, the virtual

model is rendered with the highest contrast, while the background pixels are set
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Figure 5.6: A femoral stem with attached ball head (left), ball head occluded by the acetab-

ular prosthesis (middle), blue colored drop-out area roughly selected by a user

(right).

to the lowest intensity. As the intensity-based non overlapping area registration is

formulated as a least squares problem, it is clearly suitable for usage with gray-

scale images. With respect to the high prosthesis radiopacity and the least squares

formulation of the registration, the equalized radiographs may be considered as a

probabilistic approximation of the prosthesis segmentation. However, in this case

the sum of squared differences does not correspond to the exact size of the non

overlapping area, in contrast with the registration involving only the binary seg-

mentations.

5.3.3 Handling Drop-outs

Drop-outs are especially related with metallic objects, that are not a part of the

prosthesis virtual model, but which are present in radiographs and occlude cer-

tain parts of the implant. In case of hip prosthesis, the ball head attached to the

femoral stem may be occluded by a metallic acetabular implant. In this case, a

user must roughly select the area, where a boundary of the prosthesis, correspond-

ing to the virtual model, is unclear. The situation is schematically illustrated in

Figure 5.6. Consequently, the drop-out areas are discarded from both input X-ray

images and digitally reconstructed radiographs, hence they do not affect the reg-

istration accuracy. The drop-outs are supported by both segmentation-based and

intensity-based registrations. However, they were not supported by the original

contour-based approach [124], as it required a complete and precise outline of the

prosthesis to be extracted from the input radiographs.

5.3.4 Optimization Scheme

During the registration, 6 degrees-of-freedom (DOF) of the model pose are opti-

mized using Levenberg-Marquardt numerical solver [KKŠZ16a]. As the Levenberg-

Marquardt optimization is gradient-based, an evaluation of Jacobian matrix JF is
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required during each iteration [59]. The matrix contains partial derivatives of pixel

differences with respect to the pose parameters:

JF =


∂PD(P, 1, 1)
∂[rx, ry, rz]

∂PD(P, 1, 1)
∂[tx, ty, tz]

...
...

∂PD(P, x,y)
∂[rx, ry, rz]

∂PD(P, x,y)
∂[tx, ty, tz]




wAPhAP +wLAThLAT (5.4)

The number of rows in JF matrix is given by the total count of pixels in both

anterior-posterior and lateral images, the number of columns is equal to the count

of degrees-of-freedom. As it is not possible to evaluate the Jacobian matrix using a

closed-form solution, we use a central differences approximation:

∂

∂p
PD(p, x,y) ≈ 1

2ϵ
DRR(p+ ϵ, x,y) −

1

2ϵ
DRR(p− ϵ, x,y) (5.5)

where p ∈ P is a certain pose parameter and ϵ is a difference spacing. To increase

both capture range and accuracy at the same time, the registration is divided into

five subsequent optimizations where the coarse-to-fine strategy is applied on the

difference spacing ϵ. Stages with ϵ equal to 1e1, 1e0, 1e−1, 1e−2, 1e−3 millimeters

or degrees respectively were used in the study. To speed up the registration and

lower the memory requirements, only regions of interest were cropped from radio-

graphs to form the pixel differences vector, based on bounding boxes of the im-

plant segmentations. To prevent an undesirable cropping of the non overlapping

areas, the bounding boxes were enlarged by certain margins. Due to pixel-wise

formulation of the registration, places containing drop-outs, selected by the user,

were simply discarded from the registration.

5.4 results

5.4.1 In silico Evaluation

As eventual segmentation errors may negatively affect the 2D-3D registration [74],

the aim of the in silico evaluation was to investigate the intensity-based approach

accuracy itself, without external influences. Three data sets containing one hun-

dred virtual stereo radiographs of the implant, differing in resolution, were created

with pixel spacings set to 0.5, 0.35 and 0.143mm. The initial poses were generated

randomly with uniform distribution, the maximal translational and rotational er-

rors were limited to ±5mm and ±5 °respectively. Table 9.2 shows mean values and

standard deviations of absolute pose errors together with corresponding non over-

lapping area size, number of iterations and processing time. A relation between

accuracy and pixel spacing is shown using box plots in Figure 5.7. The accuracy

obviously increases with the radiographs resolution, as the registration is able to
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perform more iterations. However, the rising count of iterations together with in-

creasing length of the pixel differences (PD) vector yields into a trade-off between

the registration accuracy and the processing time.
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Figure 5.7: Distributions of absolute rotational and translational errors in dependence on

the radiographs pixel spacing. The error distributions are shown in logarithmic

scale.

5.4.2 Phantom Evaluation

The model-based radiostereometric analysis monitors possible changes in relative

pose between the bone and the joint replacement among certain time periods. The

prosthesis pose is recovered by the registration of its virtual model into a stereo

pair of radiographs, while the pose of the bone is obtained using a tantalum beads

placed inside the bone. The tantalum beads are inserted using commercially avail-

able injectors, provided for instance by Tilly Medical Products AB or RSA Biomedi-

cal suppliers. A three dimensional pose of the bone markers is easily obtained from

the stereo radiographs by triangulation. In consequence, the prosthesis migration

is measured with respect to the set of markers injected into the bone. During the

phantom study, for the accuracy evaluation purposes, the ground-truth pose of

the implant within the space of stereo radiographs was determined using ten tan-

talum markers inside the phantom Plexiglas box, as the relative pose between the

phantom and the attached prosthesis was known.

The registration was evaluated for both binary and non segmented radiographic

images, with and without user selected drop-outs. A sample stereo pair containing
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drop-outs, chosen from the evaluation data set, is shown in Figure 5.8. The results

of accuracy evaluations with and without drop-outs are shown in Tables 5.2 and

9.2 respectively, their comparison is visualized in Figure 5.9. To investigate a rela-

tion between the capture range and the registration accuracy, the evaluations were

performed for different limitations of maximal errors in initial poses, revealing a

gentle decrease of accuracy and higher number of iterations with rising initial pose

error.

The results show the estimation of proximodistal rotation reaches the lowest ac-

curacy in comparison with other pose parameters. The accuracy of the rotation

around the y axis would be increased by involving a third radiographic image

taken in proximodistal projection, allowing the registration to minimize a non over-

lapping area even in the xz plane. However, in a real clinical environment, it is not

possible to capture a radiographic image from such projection.

Generally, the recovery of the prosthesis pose using its virtual model is possi-

ble due to sufficient asymmetry of the implant, leading to unique projections of

the model [124, 56]. Therefore, dropping the ball head out from the radiographs,

a significantly asymmetric part of the prosthesis, which may be on the other hand

in real situation occluded by a metallic acetabular implant, has rather slight, but

still recognizable influence on the registration accuracy. As the ball head is the

most proximal and the most medial part of the model, a slight decrease of the

accuracy can be seen mainly in the translation along the proximodistal and z axis.

The method also performs for binary segmentations with slightly higher accuracy

than for enhanced radiographs.

Figure 5.8: A sample stereo pair of radiographic images with roughly selected drop-out

areas, chosen from the drop-outs evaluation data set. The selected areas, high-

lighted by blue overlay, are present in the places, where the femoral prosthesis

with the attached ball head may be occluded by a metallic acetabular implant,

as schematically shown in Figure 5.6.
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Figure 5.9: Dependence of the registration accuracy on the initial pose estimation error.

The registration pipeline was implemented using Qt Toolkit 5.8.0 and compiled

with MSVC 2013 64-bit. To speed up the registration, the rendering part of the

pipeline was accelerated using OpenGL 4.3. The evaluations were performed us-

ing a Microsoft Windows 8.1 64-bit desktop machine equipped with Intel Core

i5-6500 CPU processor, NVidia 980 GTX Ti 6GB graphics adapter and 24GB of

DDR4 SDRAM memory.
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Table 5.1: Results of the accuracy and performance evaluations.

Max. initial Spacing Rotational error (mean±stdev) Translational error (mean±stdev) Iters. Time NOA

err. (mm,°) (mm) x (°) y (°) z (°) x (mm) y (mm) z (mm) (s) (%)

In silico evaluation

±5 0.5 0.006± 0.041 0.040± 0.170 0.006± 0.041 0.011± 0.010 0.022± 0.210 0.010± 0.081 24.6 5.2 0.197

±5 0.35 0.001± 0.002 0.005± 0.006 0.001± 0.008 0.001± 0.007 0.001± 0.001 0.001± 0.001 26.7 9.2 0.004

±5 0.143 0.000± 0.000 0.001± 0.001 0.000± 0.000 0.000± 0.000 0.000± 0.000 0.000± 0.000 31.8 44.4 0.000

Phantom evaluation using binary segmentations

0 0.143 0.018± 0.015 0.066± 0.056 0.019± 0.013 0.032± 0.019 0.020± 0.010 0.026± 0.020 25.3 - 1.079

±1 0.143 0.027± 0.021 0.103± 0.070 0.026± 0.016 0.033± 0.019 0.028± 0.011 0.030± 0.023 54.5 - 1.080

±2 0.143 0.029± 0.022 0.117± 0.079 0.026± 0.018 0.034± 0.019 0.026± 0.011 0.033± 0.021 62.7 - 1.081

±3 0.143 0.034± 0.034 0.161± 0.230 0.030± 0.028 0.035± 0.025 0.025± 0.011 0.036± 0.028 71.3 - 1.088

±4 0.143 0.035± 0.037 0.181± 0.265 0.032± 0.030 0.035± 0.026 0.026± 0.011 0.042± 0.035 85.5 - 1.093

±5 0.143 0.041± 0.051 0.228± 0.424 0.038± 0.047 0.038± 0.030 0.030± 0.026 0.039± 0.025 98.5 108.7 1.121

Phantom evaluation using enhanced radiographs

0 0.143 0.014± 0.016 0.014± 0.011 0.010± 0.010 0.028± 0.020 0.013± 0.009 0.022± 0.017 16.8 - -

±1 0.143 0.043± 0.048 0.171± 0.192 0.035± 0.037 0.034± 0.024 0.028± 0.010 0.032± 0.023 43.6 - -

±2 0.143 0.043± 0.062 0.199± 0.284 0.038± 0.056 0.037± 0.033 0.028± 0.012 0.034± 0.022 84.3 - -

±3 0.143 0.046± 0.067 0.237± 0.376 0.039± 0.063 0.034± 0.032 0.031± 0.018 0.036± 0.026 101.4 - -

±4 0.143 0.054± 0.078 0.250± 0.436 0.047± 0.076 0.035± 0.035 0.033± 0.024 0.031± 0.026 113.5 - -

±5 0.143 0.039± 0.069 0.219± 0.403 0.037± 0.068 0.035± 0.036 0.031± 0.023 0.029± 0.020 120.8 188.0 -
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Table 5.2: Accuracy and performance evaluation on phantom data containing drop-outs.

Max. initial Spacing Rotational error (mean±stdev) Translational error (mean±stdev) Iters. Time NOA

err. (mm,°) (mm) x (°) y (°) z (°) x (mm) y (mm) z (mm) (s) (%)

Evaluation using binary segmentations

0 0.143 0.019± 0.015 0.029± 0.031 0.021± 0.014 0.032± 0.018 0.049± 0.015 0.060± 0.033 22.7 - 1.090

±1 0.143 0.030± 0.021 0.195± 0.155 0.027± 0.016 0.033± 0.017 0.052± 0.018 0.049± 0.034 47.0 - 1.108

±2 0.143 0.026± 0.024 0.176± 0.154 0.025± 0.018 0.033± 0.018 0.052± 0.014 0.058± 0.039 60.1 - 1.104

±3 0.143 0.029± 0.024 0.224± 0.174 0.027± 0.017 0.033± 0.019 0.055± 0.020 0.066± 0.058 68.2 - 1.120

±4 0.143 0.034± 0.029 0.273± 0.322 0.029± 0.022 0.033± 0.021 0.055± 0.021 0.069± 0.058 79.5 - 1.150

±5 0.143 0.036± 0.027 0.268± 0.260 0.027± 0.018 0.032± 0.018 0.054± 0.024 0.070± 0.049 93.9 113.0 1.174

Evaluation using enhanced radiographs

0 0.143 0.024± 0.022 0.045± 0.035 0.021± 0.021 0.029± 0.018 0.051± 0.017 0.103± 0.052 17.4 - -

±1 0.143 0.040± 0.030 0.214± 0.201 0.031± 0.024 0.030± 0.019 0.054± 0.022 0.116± 0.064 41.5 - -

±2 0.143 0.051± 0.047 0.310± 0.402 0.045± 0.046 0.035± 0.025 0.061± 0.019 0.108± 0.059 73.7 - -

±3 0.143 0.051± 0.047 0.320± 0.389 0.041± 0.038 0.031± 0.024 0.058± 0.029 0.109± 0.053 90.0 - -

±4 0.143 0.050± 0.049 0.308± 0.404 0.041± 0.036 0.029± 0.021 0.059± 0.028 0.112± 0.054 108.0 - -

±5 0.143 0.042± 0.041 0.244± 0.327 0.036± 0.031 0.031± 0.021 0.056± 0.025 0.117± 0.051 115.0 188.8 -
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5.5 discussion and conclusion

In contrast with 2D-3D registration methods exploiting contour difference min-

imization, non overlapping area does not require feature matching between de-

tected and virtual contours, which is a computationally demanding and error

prone task. Considering theoretical aspects, determining matches between the con-

tours is in principle an ill-posed problem. Strictly speaking, there are no actual

correspondences between the detected and calculated contours until the ground-

truth pose of the model is recovered. In other poses, the virtual contour captures

different places of the prosthesis than the edges detected in radiographs. We there-

fore suggest the non overlapping area has a stronger theoretical basis than the

contour difference registration.

A computation of the intensity-based non overlapping area is more straight-

forward in comparison with the original feature-based formulation. In the feature-

based case, the area was evaluated using non-trivial procedure based on horizontal

directions of both detected and virtual contours [124]. On contrary, the intensity-

based variant exploits plain pixel differences between radiographs and virtual seg-

mentations obtained from the prosthesis model.

As the OpenGL acceleration was focused only on the part of the pipeline, data

transfers between a graphical and operational memory were a cause of a perfor-

mance bottleneck. There is an opportunity for further significant acceleration by

implementing the rest of the registration pipeline using the OpenGL compute

shader programs, eliminating the memory transfers and exploiting parallelization

of the Levenberg-Marquardt algorithm. We believe the shift from the feature to

intensity-based variant is possible due to rapid progress of hardware performance,

as the intensity-based registration feasibility depends on usage of modern hard-

ware resources.

Due to efficient graphics hardware and intensity-based formulation, it is possi-

ble to involve complete high-poly RE models without decimating the mesh, in con-

trast with studies presented by [56, 102]. The registration accuracy is comparable

with previously published feature-based approaches, according to the summary

presented by [118]. However, the comparison is rather tentative, as the accuracy

depends on the shape of involved implants [57] and on the type of imaging system.

An important contribution of the intensity-based revision is the ability to handle

the drop-outs, which are useful for dealing with components that are not a fixed

part of the prosthesis model. We also suggest the relative size of non overlapping

area is a simply interpretable metric, useful for indicating the resulting accuracy

of the registration.



5.6 appendix 37

conflict of interest statement

The authors declare no conflict of interest.

acknowledgements

We would like to thank Pavel Stoklasek and Ales Mizera for capturing the RE

model of the prosthesis and Adela Chroboczkova for designing CAD drawings of

the phantom. This work has been supported by the Internal Science Fund of Brno

University of Technology grant no. FEKT/FIT-J-17-4745 Intermodal Registration of

3D Data in Health-care and by the Technology Agency of the Czech Republic grant

no. TE01020415 V3C - Visual Computing Competence Center.

5.6 appendix

Note on Least Squares Formulation of Non-Overlapping Area Registration

The intensity-based revision of non-overlapping area metric uses binary masks in-

stead of implant or model contours. The measure is evaluated as a sum of squared

differences, as shown in the following equations using a matrix notation. The DR

is a binary mask obtained from the input digital radiograph, DRR is a digitally

reconstructed radiograph capturing the model rendered with respect to the pose

parameters P and PD is a vector of pixel differences. As the following example

shows, the sum of squared differences between the binary masks is equal to the

count of different pixels.
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PD(P) = DR − DRR(P) (5.6)

PD(P) = − = (5.7)

NOA(P) = ∥PD(P)∥2 = trace(PDTPD) (5.8)

NOA(P) = trace

 . phantoma

 (5.9)

NOA(P) = trace


 = 8 (5.10)

Consequently, it is possible to formulate the registration as a non-linear least

squares problem and involve the Levenberg-Marquardt optimizer. In contrast with

the contour-based approach, the optimizer works directly with the residual vector

instead of a scalar-valued objective function, and the non-overlapping area size is

evaluated implicitly by the solver.

5.6.1 Radiographs Acquisition

In addition to the uniplanar DIRECTVIEW DR 9500 Carestream radiographic facil-

ity, a biplanar fluoroscope manufactured by the Innova vendor was tested for the

radiographs acquisition. However, despite the benefit of synchronized radiographs

capturing, the fluoroscopic images were not used due to lower resolution and con-

trast, when compared to the radiographic images taken using the uniplanar DI-

RECTVIEW machine. Capturing the fluoroscopic images is shown in Figure 5.10.

5.6.2 Shoulder Prosthessis

Beyond the femoral stem and radial plate, also a shoulder implant shown in Fig-

ures 5.11 and 5.12 was involved in initial experiments. However, due to a difficult

attachment to a Plexiglass phantom, the implant was not used for further evalua-

tions.
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Figure 5.10: Capturing radiographs of femoral stem using Innova fluoroscope.

Figure 5.11: Scanning of the shoulder implant.

Figure 5.12: Virtual model of the shoulder implant.
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6.1 introduction

In the field of the orthopaedic traumatology, surgical intervention is often preceded

by a preoperative planning. The common aim of the preoperative planning is to

get acquainted with the bone fracture and to at least roughly plan repositioning of

the bone fragments. If the reposition is done virtually using 3D planning software,

precise identification of the best shaped patient-specific bone plate is possible as

well. Typically, the treatment of a traumatized bone requires Radiography (X-ray)

and, in the difficult cases, the computed tomography (CT) examination is needed

as well. The virtual planning is typically based on 3D models of bones or their

fragments usually extracted from CT data sets captured with high level of detail.

However, in comparison to the plain X-ray imaging, in case of CT, the patient is ex-

posed to higher radiation doses during the CT examination [129]. In addition, the

CT imaging is more time consuming and more expensive. Therefore, preoperative

planning based on plain X-ray images has been brought into focus in recent years.

For the purposes of the planning, it is important to reconstruct the 3D patient-

specific anatomy. The reconstruction is usually achieved by a deformable 2D/3D

registration of the shape prior into the set of co-registered X-ray images.

To satisfy requirements of the involvement in clinical planning software, the

2D/3D reconstruction method must be reliably robust and fast. As the registration

is an iterative process, its performance depends mainly on the rate of convergence

of the involved optimisation method. Another important performance factor is the

level of parallelization of the time demanding parts of the registration pipeline.

We propose three considerable fast methods. The first proposed intensity-based

method is capable of recovering the surface and even internal structures of the

reconstructed bone, bringing more benefits to the pre-operative planning. The next

two proposed Black&White (BW) methods focus only on the surface reconstruction,

but outperform the intensity-based method in speed or accuracy, depending on

the global or local formulation of the registration. It is assumed that the bone

background is segmented out from the original X-ray images by the user in a

semiautomatic manner.

The main contribution of the paper is the formulation of the registration in such

a manner that it can be solved using the Levenberg-Marquardt optimisation al-

gorithm [59], which is a well established numerical method with a high rate of

convergence and its involvement leads to a significant speed-up of the registration.

For orientative comparison, Ehlke’s intensity-based method [32] takes 1:41 minutes

on average for one pelvic bone reconstruction, while our intensity-based method

requires only 8.8 seconds on average to reconstruct a femoral bone. The second

contribution is the formulation of the local similarity evaluation, leading to highly
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accurate deformable registration. The last contribution is the acceleration of certain

parts of the registration pipeline using the graphics hardware.

The rest of the paper is organized as follows. There is a brief summary of the re-

lated literature with a particular focus on the intensity-based reconstruction meth-

ods in Section 2. The novel Levenberg-Marquardt based methods are proposed in

Section 3 and their evaluation is reported in Section 4. Section 5 concludes the

paper.

6.2 related work

Two major categories of previously published 2D/3D reconstruction approaches

can be distinguished. The first category comprises of methods based on features,

usually edges or bone silhouettes extracted from the original X-ray images, and

from the statistical shape model (SSM). The second category is formed by intensity-

based methods, which work directly with pixels contained in the original X-ray im-

ages, and pixels rendered from the statistical appearance model. The categories dif-

fer in the anatomy features they are able to reconstruct, involved shape prior and

their performance. The feature-based methods usually use a polygonal mesh SSM

which makes them eligible only for the reconstruction of the bone shape, while

the intensity-based methods involve a statistical appearance model and therefore,

beyond the bone shape, they are commonly capable of reconstructing the bone

densities and consequently the anatomy features such as compact and spongy

bone. On the other hand, it requires considerably less effort to construct a plain

shape model in comparison with training an appearance model. In addition, there

are more stringent requirements for the training data of the appearance model, as

CT data sets must be captured with the same X-ray energy. Also, the extraction

of shape model features is more straightforward and efficient than the extraction

of the bone densities from the appearance model. Methods from both categories

require close manual initialization.

Yao proposed an intensity-based method for the reconstruction of pelvic and

femoral bones. The major contribution of his work was the proposal of novel shape

and appearance prior named statistical shape and intensity model (SSIM)[132]. The

SSIM model is based on a volumetric mesh and describes bone densities using

analytical functions which allow efficient manipulation with the bone geometry in

comparison with the voxel-based appearance models. Yao’s work was continued

by Sadowsky [95], who focused on effective rendering of virtual X-ray images,

also referred to as density reconstructed radiographs (DRR). Sadowsky derived

his rendering approach from the projected tetrahedra (PT)[108] algorithm, replaced

the numerical evaluation of integrals of the rays intersecting the SSIM by the closed
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formula solution and involved the graphics processing unit (GPU) acceleration

of the proposed method. He further extended his approach[96] and exploited it

for the reconstruction of the pelvic bone from X-ray images with limited field

of view [97]. The rendering approach was partially adopted by Ehlke [32], who

focused on the full OpenGL acceleration of the DRR generation from the Yao’s

SSIM. Ehlke reused the closed formula solution for the ray integrals computation,

but proposed novel approach for the tetrahedron thickness calculation instead of

PT based method. He used the method for the single view registration of the pelvic

bone. Gong involved the SSIM based deformable registration for the simultaneous

fractured distal radius reduction and 2D/3D reconstruction [35]. Intensity-based

reconstruction approaches using special appearance models were also investigated.

Lamecker investigated the usability of the thickness images instead of DRRs for

the intensity-based reconstruction of a pelvis [68]. Hurvitz constructed a statistical

appearance model capturing whole CT data sets instead of modeling only the bone

of interest [48]. The registration took advantage from authentically looking DRRs

containing the anatomy of interest including the surrounding soft tissues and bone

joints. Tang proposed a method based on a special shape model comprising of not

intersecting spheres [119].

Beyond the methods listed above, feature-based approaches focused on a

femoral bone reconstruction were proposed by Zheng [133] and Baka [11]. Zheng

presented a reconstruction of the proximal femur using a method based on 3D sim-

ilarity metric and establishment of correspondences between the 2D bone silhou-

ettes and the 3D shape model. He assumed that the bone silhouettes are extracted

from the original X-ray images by the user in a semiautomatic manner. Baka pro-

posed a method combining the 3D similarity metric with the automatic extraction

and selection of the relevant bone silhouettes from the X-ray images.

Yao also investigated factors affecting the deformable registration accuracy [131].

He found out that the best accuracy with respect to the running time is achieved

when using two X-ray images. The experiments we performed revealed that the

reconstruction error is minimal when the X-ray images are orthogonal. On the

contrary, the view angles between the X-ray planes and the captured bone have no

significant effect on the reconstruction accuracy. As expected, the reconstruction

error is highly correlated with the X-ray images noise level, distortion and co-

registration error.

The 2D/3D registration methods generally involve numerical optimisation. Most

methods exploit various modifications of the gradient-descent algorithm [30, 32].

Downhill Simplex optimiser was used by Sadowsky. Gong employed the covari-

ance matrix evolution strategy (CMA-ES) [41].
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Inputs: co-registered X-ray images,
SSIM model, initial pose estimate

Pose and shape transformRendering DRR images from 
the SSIM model

Numerical optimizer

Similarity measure
evaluation between 
X-ray and DRR 
images

Figure 6.1: General scheme of the deformable 2D-3D registration process.

For the proposed intensity-based method, we have adopted Yao’s SSIM appear-

ance model [132] and partially Ehlke’s accelerated reconstruction approach [32].

We replaced the gradient-descent based optimisation by the Levenberg-Marquardt

method. The improved method significantly outperforms the Ehlke’s original ap-

proach in the registration speed. To the best of our knowledge, no Levenberg-

Marquardt algorithm based registration method has been proposed so far.

6.3 method

The pipeline for the 2D/3D registration of the SSIM into the set of calibrated X-

ray images is built as numerical optimisation. In each iteration, DRRs are rendered

from the shape and intensity model. Differences between the original X-ray images

and the corresponding DRRs are evaluated using an image similarity measure.

The initial pose and shape parameters of the shape model are then adjusted to

minimize the dissimilarities between original and rendered images. The patient-

spefic bone model is reconstructed when the similarity between the DRR and X-ray

images is maximal. The registration scheme is depicted in Figure 6.1. Accordingly

to Yao’s investigation of the accuracy factors, we reconstruct the 3D bone model

from two orthogonal radiographs, usually taken from the anterior-posterior (AP)

and lateral (LAT) view.

6.3.1 Statistical Shape and Intensity Model (SSIM)

We have largely adopted the Yao’s SSIM appearance model which describes the

shape variability of femur using a point distribution model (PDM) [24] and a refer-

ence tetrahedral mesh of the femoral bone. PDM is trained from tetrahedral meshes

extracted from 22 CT data sets obtained from virtual skeleton database (VSD)[63].
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The meshes have been brought into correspondence using the Elastix software

[64] and aligned using the Generalized Procrustes Analysis (GPA) with the omit-

ted re-scaling step. The linear model of the following form has been obtained by

applying the Probabilistic Principal Component Analysis (PPCA)[16]:

S = ϕsb + S+ ϵs (6.1)

where S is the volumetric bone model generated according to the given shape pa-

rameters b, S is the mean bone shape, ϕs is the matrix of principal components

and ϵs is a zero-mean Gaussian-distributed noise. The count nb of the shape pa-

rameters, strictly lesser than the number of bones in the training set, can be chosen

arbitrarily. In contrast to Yao, we have created the femoral volumetric mesh follow-

ing the Si’s Delaunay-based tetrahedralization [109]. The constructed tetrahedral

model, illustrated in Figure 6.2 left, contains 104 thousand of tetrahedra and 26

thousand of vertices. According to Yao, the bone density is described in each tetra-

hedron independently using Bernstein polynomials:

D(µ) =
∑

∀i,j,k,l∈Z∧i+j+k+l=n

Ci,j,k,lB
n
i,j,k,l(µ) (6.2)

where D(µ) is a bone density in a certain point inside the tetrahedron, µ is a

barycentric coordinate of that point, n is a degree of the Bernstein polynomial,

Ci,j,k,l are the polynomial coefficients and Bn
i,j,k,l is the Bernstein basis function:

Bn
i,j,k,l(µ) =

n!
i!j!k!l!

µixµ
j
yµ

k
zµ

l
w (6.3)

We have involved polynomials of the 2nd degree resulting in requirement of 10

coefficients per tetrahedron. The coefficients have been obtained by solving an

over-constrained system of linear equations as shown in Ref. 132. The generative

model describing bone densities has been created using PPCA:

C = ϕde+C+ ϵd (6.4)

where C is a vector containing Ci,j,k,l coefficients for each tetrahedron in the bone

model, generated w.r. to the density parameters e, C is a vector of mean coefficients,

ϕd is a matrix of principal components and ϵd is noise.

6.3.2 Digitally Reconstructed Radiographs

The rendering of virtual X-ray images is performed by a projection of the SSIM ap-

pearance model following the Ehlke’s GPU accelerated approach. The X-ray beam

passing through a bone is exponentially attenuated according to the Beer-Lambert

law:

Iout = Iine
−

∫wout
win

α(w)dw (6.5)
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Figure 6.2: A cross-section of a tetrahedral model of the proximal femur (left). Digitally

reconstructed radiographs rendered from instances of the shape and intensity

model. The value of the first principal components of the left and right bone

corresponds to 2σ and −2σ respectively (middle). Binary masks rendered from

the same instances of the PDM (right).

where Iin is the intensity of the beam entering the bone at the Cartesian coordi-

nates win, Iout is the output intensity of the attenuated beam at the point wout

and α(w) is linear attenuation coeffiecient of a tissue. The overall attenuation en-

countered by the beam passing the single tetrahedron is determined by the closed-

form expression:∫wout

win

D(µ)dµ = ∥wout −win∥
n∑

∀i,j,k,l∈Z∧i+j+k+l=n

Ci,j,k,l

∫µout

µin

Bn
i,j,k,l(µ)dµ

(6.6)

where µin and µout are the barycentric coordinates of the ray entrance and exit

respectively. Because the limits of the definite integrals of the Bernstein basis

functions are in barycentric coordinates, the overall sum has to be multiplied by

the actual distance between the win and wout points. The definite integral of

the Bernstein basis function has the following closed-form solution according to

Sadowsky[95]:∫µout

µin

Bn
i,j,k,l(µ)dµ =

1

n+ 1

∑
i ′ĺi,j ′ĺj,k ′ĺk,l ′ĺl

B
i ′+j ′+k ′+l ′

i ′,j ′,k ′,l ′ (µin)B
i−i ′+j−j ′+k−k ′+l−l ′

i−i ′,j−j ′,k−k ′,l−l ′ (µout)

(6.7)

For more details we refer to Ref. 95. The computation of the overall attenuation

is performed using OpenGL fragment shaders as proposed by Ehlke[32]. Sample

virtual X-ray images rendered from the different parts and instances of the con-

structed SSIM model are depicted in Figure 6.2 middle.

6.3.3 Intensity-based Registration

The intensity-based registration is performed by minimizing differences between

the original radiographs and the DRRs rendered from SSIM. As the CT imaging
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is performed with higher X-ray energy than the plain radiography, the X-ray and

DRR images may differ in contrast of corresponding tissues. Therefore, we involve

the normalized mutual information (NMI) similarity measure [52], commonly used

in inter-modal registration.

We set the similarity vector F to be:

F(β) =
(

NMIAP(β), NMILAT (β)

)
(6.8)

where β = (R, T ,b) concatenates the rotation, translation and shape parameters

of SSIM respectively. NMIAP and NMILAT describe the similarity between the

radiographs and corresponding DRRs rendered with respect to the β parameters.

If the radiographs and DRRs are exactly the same images, then F(β) = Fmax =(
2, 2

)
. The optimisation recovers the ideal parameter vector β in non-linear

least squares manner:

argmin
β

=
(
Fmax − F(β)

)(
Fmax − F(β)

)T (6.9)

The least squares problem is solved using the Levenberg-Marquardt algorithm. The

Levenberg-Marquardt method performs local optimisation and therefore the close

initial estimate of the SSIM pose has to be provided by the user. In each iteration,

the change δ of the parameter vector β is obtained by solving the equation:(
JTF JF + λdiag(JTF JF)

)
δ = JTF

(
Fmax − F(β)

)T (6.10)

where λ is a damping factor and JF is the Jacobian matrix containing partial deriva-

tives of the similarity measures with respect to the rotation, translation and shape

parameters:

JF =
∂F

∂β
=


∂NMIAP

∂[rx, ry, rz]
∂NMIAP

∂[tx, ty, tz]
∂NMIAP

∂[b1,b2, . . . ,bnb
]

∂NMILAT

∂[rx, ry, rz]
∂NMILAT

∂[tx, ty, tz]
∂NMILAT

∂[b1,b2, . . . ,bnb
]

 (6.11)

As it is not possible to evaluate the JF matrix using a closed-form solution, the

finite differences approximation is used:

∂fp

∂βq
≈
fp(βq + ϵ) − fp(βq − ϵ)

2ϵ
(6.12)

where p,q denotes the JF matrix row and column respectively. For the pose pa-

rameters, we set the ϵr = ϵt = 1. For the shape parameters b the best value of

ϵb is investigated in Section 6.4.1. In case of pose parameters, the ϵr, ϵt are in

units of [°] and [mm] respectively. For the shape parameters bv, the ϵbv
are in

units of standard deviations σk of the v-th principal component of the SSIM. De-

termining of the approximated JF matrix of size 2× count(β) requires rendering

of 2 ∗ 2 ∗ count(β) DRRs and consequently evaluation of the same number of NMI
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similarity measures. Therefore, the evaluation of the JF matrix is the most time

consuming part of the optimisation. The optimisation stops when the JF is a zero

matrix.

6.3.4 Black & White Registration (BW)

In contrast to the intensity-based registration, the Black & White pixel-based re-

construction involves a plain PDM model instead of the SSIM. In case of PDM,

the DRR images are replaced by binary masks, as shown in Figure 6.2 right. The

binary masks must be extracted from the original radiographs as well. The BW reg-

istration can be formulated in two ways, depending on involvement of the explicit

image similarity measure.

6.3.4.1 Sum of Squared Differences (SSD) Approach

Beyond the binary form of the X-ray and DRR images, this approach differs from

the intensity-based registration by involvement of the SSD image similarity mea-

sure instead of the NMI metric:

SSD(X-ray, DRR) =
∑
x,y

(
X-ray(x,y) − DRR(x,y)

)2 (6.13)

where the x,y are the pixel coordinates. The usage of the SSD measure is advanta-

geous for its straightforward parallelization and consequent acceleration using the

OpenGL fragment shaders.

6.3.4.2 Pixel Differences (PD) Approach

In pixel differences approach the similarity between the X-ray and DRR images is

evaluated directly by the Levenberg-Marquardt method. The vector F is reformu-

lated to contain all pixels from both AP and LAT rendered binary masks, Fmax

contains pixels from the original radiograph masks:

F =



DRRAP (1, 1)
...

DRRAP (wAP,hAP)

DRRLAT (1, 1)
...

DRRLAT (wLAT ,hLAT )



T

, Fmax =



X-rayAP (1, 1)
...

X-rayAP (wAP,hAP)

X-rayLAT (1, 1)
...

X-rayLAT (wLAT ,hLAT )



T

(6.14)
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The Jacobian matrix is reformulated in a straightforward way. Instead of the two

gradient vectors for AP and LAT view, the JF is formed by gradient vectors for each

pixel of the rendered binary masks. Despite the size of the approximated JF matrix

is changed towAPhAP +wLAThLAT × count(β), the number of required rendered

images remains 2 ∗ 2 ∗ count(β) and no evaluation of an explicit similarity measure

is performed.

Instead of the global similarity between the DRR and X-ray images, this formu-

lation enables the optimisation to focus on the similarity of the local bone features.

As more precise similarity information is available for the optimisation, the con-

vergence of the Levenberg-Marquardt method is enhanced and consequently, the

higher accuracy of the deformable registration is achieved.

6.3.5 Optimisation Scheme

For all the methods, the process of reconstruction consists of three subsequent

optimisations.

In the first stage, the rigid 2D-3D registration of the mean shaped bone to

the original X-ray images is performed. As the shape variability is Gaussian-

distributed and the mean shape is a priori the most probable to occur, the prin-

cipal components b are set to zero values. This step is involved to avoid getting

stucked local minima. The vector β is reduced only to the rotation and translation

parameters:

β1 = ([rx, ry, rz], [tx, ty, tz]) (6.15)

The second stage performs reduced deformable registration. As the time consump-

tion caused by the JF matrix evaluation linearly depends on the number of opti-

mised parameters, the main purpose of the stage is to speed-up the registration.

The pose is optimised simultaneously with a reduced subset of the first u < nb

shape parameters:

β2 = ([rx, ry, rz], [tx, ty, tz], [b1,b2, . . . ,bu]) (6.16)

To reach the maximal accuracy, the pose and all the shape parameters are opti-

mised in the last stage:

β3 = ([rx, ry, rz], [tx, ty, tz], b) (6.17)

In case of the intensity-based registration, the bone densities are set to the mean

values during the whole registration.
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6.4 results

The proposed methods have been evaluated on the set of virtual radiographs ray-

casted from segmented CT images of femora. From each CT image, 12 virtual

X-rays were rendered, rotated around longitudinal axis for 0, 30, 60, . . . , 330°, re-

sulting in the data set of 96 images in total. The virtual radiographs were cropped

to the average size of 205× 477 pixels. The initial poses of the shape model were

generated randomly with a uniform distribution. According to Baka [11], the max-

imum difference between the initial and the ground-truth pose was limited to 10°

rotation and 10 mm translation in each direction and along each axis.

Beyond the synthetic data set, the methods were evaluated using real X-ray im-

ages of phantom bones. The images were taken from AP and LAT view, their

relative pose was recovered using a custom L-shaped marker. Sample phantom

images are shown in Figure 6.5.

The optimisation scheme detailed in Section 6.3.5 was involved for each per-

formed reconstruction. The subset of the first 5 principal components (u = 5, see

Equation 6.16) was optimised in the second stage of the registration process. In

case of intensity-based method, the joint histogram of size 64× 64 bins is used for

the NMI similarity measure evaluation.

6.4.1 Accuracy evaluation

To evaluate the registration accuracy, we measured the mean and maximum sym-

metric Hausdorff distance between the surfaces[10] of the ground-truth and the re-

constructed bone model. We employed both leave-one-out and leave-all-in method-

ologies.

We investigated the influence of the parameter ϵb (see Equation 6.12) on the

registration accuracy, the results are shown in Figure 6.3. The best accuracy was

achieved when the value of the ϵb parameter was set between 1 and 1.5 standard

deviation. For the rest of experiments, we set ϵb = 1σ.

During the leave-one-out methodology, the bone model of currently used X-

ray images was always discarded from the training data set of the used shape

model. The shape models used for the evaluation were described by 18 principal

components. Average results for the proposed methods are shown in Table 6.1.

During the leave-all-in methodology, the ground-truth tetrahedral model of the

reconstructed bone was present in the PDM training set. For the leave-all-in eval-

uation, a shape model described by 20 components was used. This methodology

is involved to reveal the reconstruction accuracy without the influence of PDM

generality. Results of the leave-all-in methodology are shown in Table 6.2.
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Figure 6.3: The influence of the ϵb parameter on the BW SSD method accuracy. The de-

pendency of the average mean Hausdorff distance (left) and root mean square

(RMS) (right) on the ϵb. The evaluation was performed using the leave-one-out

methodology.

Table 6.1: Average reconstruction accuracy reached using the leave-one-out methodology,

described by mean and maximal symmetric Hausdorff distance, rotation and

translation error. Corresponding performance results are shown in Table 6.4.

Method type Mean RMS Max. rx ry rz T

[mm] [mm] [°] [°] [°] [mm]

Intensity-based (6.3.3) 1.18 1.57 7.21 0.17 0.29 2.43 0.63

BW SSD (6.3.4.1) 1.23 1.65 7.69 0.25 0.33 2.84 0.78

BW PD (6.3.4.2) 1.02 1.35 7.10 0.16 0.18 1.55 0.55

Table 6.2: Accuracy of the methods reached using the leave-all-in methodology.

Method type Mean RMS Max. rx ry rz T

[mm] [mm] [°] [°] [°] [mm]

Intensity-based (6.3.3) 0.71 0.94 3.99 0.11 0.22 1.83 0.48

BW SSD (6.3.4.1) 0.77 1.02 4.48 0.18 0.18 2.53 0.57

BW PD (6.3.4.2) 0.43 0.51 1.78 0.09 0.09 1.04 0.36

The results reveal that the best accuracy was reached by the BW PD method,

while the accuracy of the BW SSD method was slightly worse than the results

reached by the intensity-based method. The accuracy of the DW PD method is de-

tailed using the graphs of the cumulative distributions of the Hausdorff distances

in Figure 6.4. As the results show, the rotation around the longitudinal axis is

difficult to recover accurately for all of the proposed methods.
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The distal femur of the experimental phantom was reconstructed using the BW

PD (6.3.4.2) approach. The mean Hausdorff distance between the reconstructed

and the ground-truth bone surface was 1.26± 1.66mm, the maximal distance was

6.62mm. The distance between the surfaces is visualized in Figure 6.6. The silhou-

ettes of the reconstructed model back-projected to the original X-ray images are

shown in Figure 6.5.

6.4.2 Speed Performance Evaluation

The speed performance of the proposed methods was evaluated on a desktop ma-

chine equipped with the NVidia 980 GTX Ti 6GB graphics card, Intel i5-4460 CPU

and 24GB of memory. The evaluation was focused on the number of iterations,

rendered images and amount of time needed for the reconstruction.

The rendering of one DRR image and one binary mask took 0.94ms and 0.34ms

on average respectively. We also implemented the image similarity measures com-

putation using the OpenGL fragment programs. The OpenGL implementation was

chosen to minimize the data transfers between the CPU and GPU memory and to

increase the performance by the parallel computation of the similarity measures.

The results of the OpenGL acceleration of the similarity metrics are shown in Ta-

ble 6.3.

The acceleration led to more than twice faster evaluation of the NMI measure

and more than eight times faster computation of the SSD metric. For the whole

pipeline evaluation, we used the CPU implementation of the Levenberg-Marquardt

method provided by the dlib library [62]. The speed performance results for the

leave-one-out methodology are shown in Table 6.4.

The best speed-up was achieved using the BW SSD method. The OpenGL accel-

eration of the similarity measures computation led to the nearly double speed-up
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Figure 6.4: Detailed accuracy of the BW PD method. Cumulative distribution of the mean

symmetric Hausdorff distance (left), cumulative distribution of the maximum

error (right). The average case is highlighted by the red point.
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Figure 6.5: Silhouettes of the shape model fitted to the original X-ray images of a phantom.

Radiographs are capturing distal femur from anterior-posterior (left) and lateral

(right) view. The corresponding model of the reconstructed bone is shown in

Figure 6.6.

Figure 6.6: A comparison between the reconstructed and ground-truth surfaces of the

phantom bone. The red colored ground-truth bone aligned to the reconstructed,

blue colored bone (left). Heat-map visualization of the symmetric Hausdorff

distance (right); the blue color highlights the most accurately reconstructed

parts (0 mm difference), the red color shows the places with the highest regis-

tration error (6.62 mm). The original X-ray images are shown in Figure 6.5.

Table 6.3: Average time needed for a single similarity measure evaluation using the CPU

and OpenGL implementations. The measurements do not include the time

needed to transfer the data between the GPU and CPU memory.

Measure type CPU time [ms] GPU time [ms]

NMI 2.51 1.10

SSD 2.03 0.23

of the evaluated methods. The pixel differences approach faced worse performance

due to the non-accelerated implementation of the Levenberg-Marquardt solver, as
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Table 6.4: Comparison of an average count of iterations, images and time required by the

proposed methods. The total registration time was measured using CPU and

GPU implementations of the similarity measures, including the time needed for

the data transfers between the system memory and a video adapter. The DRR

and binary mask rendering is always performed using GPU. The total GPU

time for BW PD method is not available, as the method does not involve an ex-

plicit similarity measure and the CPU implementation of Levenberg-Marquardt

method is used. Corresponding accuracy results are shown in Table 6.1. The av-

erage convergence graphs of the BW SSD method are shown in Figure 6.7.

Iterations Images Total time

Method st. 1 st. 2 st. 3 st. 1 st. 2 st. 3 CPU GPU

type [s] [s]

Intens.- 23.45 22.11 16.44 668.72 1079.07 1736.08 15.77 8.76

-based

BW SSD 19.56 21.35 14.04 541.09 1041.39 1489.07 6.24 3.19

BW PD 34.89 16.13 13.79 934.42 794.99 1459.71 14.46 -

the matrices F,Fmax and JF have significantly larger dimensions in comparison to

the intensity-based and BW SSD methods (see Section 6.3.4.2).

6.5 conclusions

We have proposed novel methods for the multiview 2D/3D reconstruction of the

femoral bone. The formulation of the registration as a non-linear least squares prob-

lem and consequent optimisation using the well-established Levenberg-Marquardt

algorithm leads to significantly faster and more reliable 2D/3D reconstruction

method that requires a lower number of iterations to converge. Ehlke [32] reported

that, for a pelvic bone reconstruction using his gradient-descent based optimisa-

tion aproach, approximately 6000 digitally reconstructed radiographs were ren-

dered on average during the registration and the whole reconstruction took 1:41

minutes on average. In comparison, approximately 3500 digitally reconstructed ra-

diographs were needed to reconstruct the femoral bone using our intensity-based

approach on average, which results in significant reconstruction speed-up. The

intensity-based registration took 8.76 seconds on average. It should be said that

this comparison is rather sketchy because of the different involved graphics hard-

ware, number of X-ray images, size of the shape model, et cetera.

Due to its straightforward parallelization, the BW SSD method reaches the high-

est registration speed-up, as the average time of the reconstruction is less than 4
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Figure 6.7: Convergence of the objective function (Equation 6.9) in particular stages of the

optimisation: the rigid and reduced deformable registration stages (left), full

deformable registration (right). The vertical axis are in logarithmic scale.

seconds. On the other hand, this method faces less registration accuracy caused

by the global character of the SSD similarity measure which averages differences

among the whole image. In the BW PD method, we overcome this drawback by

the reformulation of the measure and the optimization focusing on similarities

of local bone features. Here, the Levenberg-Marquardt method updates the opti-

mised parameters with respect to derivatives of individual pixels of the X-ray and

DRR binary masks instead of derivatives of the global similarity measures. This

leads to very accurate registration method, the accuracy reached 1.02± 1.35mm,

so the BW PD method outperforms most methods that can be found in a brief sum-

mary of the state of the art methods presented by Baka [11]. Both the BW methods

require precise X-ray images segmentation. Thanks to the presence of intensity in-

formation, the intensity-based method has the potential to work with original not

segmented radiographs and at the same time to reach better accuracy than the BW

SSD method.

Moreover, the least squares formulation of the registration allows straightfor-

ward extension to the multifragment 2D/3D reconstruction. Our future work will

be focused on the simultaneous 2D/3D reconstruction and 3D reduction of a frac-

tured femoral bone. The rendering part and the similarity measures part is dis-

tributed as open-source software and can be found at https://github.com/klepo/

ssimrenderer.

acknowledgements

This work has been funded by the Technology Agency of the Czech Republic grant

TA04011606 Modern Image Processing Techniques and Computer-based Planning

https://github.com/klepo/ssimrenderer
https://github.com/klepo/ssimrenderer


6.6 appendix 57

in Trauma Treatment. We thank the University Hospital in Ostrava for providing

CT and X-ray images of a phantom and bone models. We specially thank Roman

Madeja and Petr Novobilsky for their effort provided during creating the data sets.

We also thank Petr Krupa and Leopold Pleva for their useful advice.

6.6 appendix

The Black&White Pixel-Differences method is also referred to as the intensity-based

non-overlapping area registration. The intensity-based registration approach us-

ing digitally reconstructed radiographs capturing the bone internal structures and

densities is also referred to as the density-based registration. Subsequent iterations

of the density-based registration are illustrated in Figure 6.8.

Figure 6.8: Illustration of the density-based registration. Full video of the density-based

registration is available at https://youtu.be/bkGdJhEbjkA, a video of non-

overlapping area registration is available at https://youtu.be/WjFwkoYojC0.

https://youtu.be/bkGdJhEbjkA
https://youtu.be/WjFwkoYojC0
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2D/3D registration approach based on the Levenberg-Marquardt optimization

with methods exploiting Covariance Matrix Adaptation (CMA) and Covariance

Matrix Self Adaptation (CMSA) evolution strategies. The aim of the registration

is to reconstruct a patient-specific 3D bone model from a small set of plain 2D

X-ray images what is achieved by fitting a deformable bone atlas onto the X-ray

images. The comparison of different optimization methods is focused on both the

robustness and the speed. The results were obtained using a large-scale data set of

synthetic X-ray images. We show that our method is several times faster in compar-

ison with the approaches based on evolution strategies while the robustness of the

reconstruction is preserved. To speed-up the reconstruction process, certain parts

of the registration pipeline are accelerated using graphics hardware. The median

error of our proposed method was 1.12 mm and the median reconstruction time

was 7.2 s. The median time reached by the CMA-ES and CMSA-ES methods was

48.5 s and 138.5 s respectively.
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7.1 introduction

An identification of the best fitting bone plate for a specific patient is a one of com-

mon tasks in the field of orthopedic surgery. The plate shape identification can be

performed during a preoperative planning stage. The planning process typically

exploits a 3D model of the injured bone which is usually derived from a Computed

Tomography (CT) scan of the patient. In recent years, the possibilities of a preoper-

ative planning based only on plain 2D X-ray images have been brought to focus, as

the plain X-ray imaging exposes patients to lower doses of ionizing radiation and

it is less expensive in comparison with the CT examination. The key moment of

such planning is a reconstruction of the 3D bone model from a small count of 2D

X-ray images. This reconstruction is achieved by a non-rigid 2D/3D registration of

a deformable 3D femoral atlas onto the images. The 2D/3D registration is solved

as a numerical optimization. The accuracy of the reconstruction depends on the

choice of the optimization method. The registration speed is crucial, especially for

use in clinical cases, and is closely related to the convergence rate of the chosen

numerical optimization approach.

In [KKŠZ15, KKŠZ16a], we have proposed a 2D/3D registration method based

on the Levenberg-Marquardt algorithm which is a highly effective non-linear least

squares problem solver, see [59]. In this study, we compare the performance of

our previously proposed method against approaches based on Covariance Matrix

Adaptation Evolution Strategy (CMA-ES), see [42], which is frequently used for

the purpose of 2D/3D registration, and its Covariance Matrix Self Adaptation Evo-

lution Strategy (CMSA-ES) variant proposed by [15]. The results reveal that our

Levenberg-Marquadt based method is several times faster than the methods using

the evolution strategies while reaching the same reconstruction accuracy.

7.2 related work

Most of previously published 2D/3D registration approaches can be classified as

feature-based or intensity-based methods. Feature-based registration methods rely

on bone edges, or silhouettes detected in the original X-ray images. The pre-trained

bone atlas is usually a deformable Statistical Shape Model (SSM) which is capable

to learn bone surface variations within a population. Consequently, such feature-

based methods reconstruct only a shape of a bone. In contrast, intensity-based

methods proposed by [132, 97, 35, 32] work with original X-ray images and use

Statistical Shape and Intensity Model (SSIM). In addition to the bone shape, ap-

pearance models capture the bone densities. Hence the anatomical structures such
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as a compact and spongy bone can be reconstructed as well. In this study, we focus

on the intensity-based methods.

Previous 2D/3D registration approaches use various optimization methods, i. e.

modifications of the gradient-descent algorithm [32]. Strong attention is currently

paid to the gradient-free CMA-ES method involved by [36, 35, 37, 61, 86, 60, 27].

The main benefit of the CMA-ES method is no requirement of the Jacobian matrix

numerical approximation during the registration.

Many previously published comparisons of various atlas-based 2D/3D registra-

tion methods were only tentative. The main reason was the evaluation data sets

were not shared between the authors and typically consisted only of a small num-

ber of cases. Moreover, the evaluations were performed on different hardware con-

figurations and the experimental implementations were not equally sophisticated.

The main contribution of this paper is a fair comparison of the mentioned methods

on a reasonably large evaluation data set.

7.3 method

Approaches evaluated in this study reconstruct bones from two co-registered or-

thogonal X-ray images. The background of the bone must be segmented out from

the original X-ray images and a rough initial estimate of the appearance model

pose must be provided interactively by a user. The rest of the registration pipeline

is built as an iterative process. Virtual X-ray images, refered as Digitally Recon-

structed Radiographs (DRRs), are rendered from the appearance model in each

step of the registration using our OpenGL-based GPU implementation, proposed

in [KKŠZ16a]. The dissimilarities between original and virtual X-ray images are

evaluated using Normalized Mutual Information (NMI) image similarity measure,

detailed in [52]. Due to performance reasons, evaluation of the NMI similarity

metric is accelerated using GPU as well. The pose and the shape parameters of the

appearance model are adjusted in each iteration until the dissimilarities are mini-

mized. Finally, the bone is reconstructed as a specific instance of the 3D appearance

model.

7.3.1 Statistical Shape and Intensity Model (SSIM)

We adopted SSIM appearance model based on volumetric meshes proposed by

[132]. Tetrahedral meshes of femoral bones derived from CT scans were brought

into correspondence using Elastix toolbox created by [64]. Registered meshes

were aligned using Generalized Procrustes Analysis (GPA), while the size of

models remained unchanged. A linear model describing the shape variability of
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Figure 7.1: A digitally reconstructed radiograph of a femoral bone rendered from the in-

volved SSIM model.

femoral bones was obtained after applying the Probabilistic Principal Component

Analysis (PPCA):

S = ϕb + S+ ϵ (7.1)

where S is a vector formed by concatenated coordinates of tetrahedral model ver-

tices, S is a mean shape vector, ϕ is a matrix of principal components, b is a vector

of independent shape parameters and ϵ is a zero-mean Gaussian noise. The bone

density is described in each tetrahedron using Bernstein polynomials:

D(µ) =
∑

∀i,j,k,l∈i+j+k+l=n

Ci,j,k,lB
n
i,j,k,l(µ) (7.2)

where µ are barycentric coordinates of a point inside the tetrahedron, D(µ) is a

bone density at that point, Bn
i,j,k,l is a Bernstein basis for n-th degree polynomial

and Ci,j,k,l is the corresponding coefficient. For more details about the SSIM mod-

els and their training we refer the reader to works published previously by [132],

[KKŠZ16a].

For the rendering of DRR images from the SSIM model, the OpenGL accelerated

approach originally proposed by [32] has been adopted. The integrals of Bernstein

polynomials along the virtual rays intersecting the appearance model are evaluated

using a closed form solution proposed by Sadowsky [97]. A sample virtual X-ray

rendered from the SSIM model is illustrated in Figure 7.1.

7.3.2 2D/3D Registration

We formulate the double-view 2D/3D registration as a non-linear least squares

problem:

x∗ = argmin
x

1

2
F(x)TF(x) (7.3)
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where x = (R, T , b) is a vector containing rotation, translation and shape parame-

ters of the appearance model respectively and F(x) is a column vector of residuals

to be minimized defined as follows:

F(x) =

 NMI1(x) − 2

NMI2(x) − 2

 (7.4)

where NMI{1,2}(x) is a similarity between the original X-ray image and the DRR

image rendered according to the parameters x, evaluated for the views 1 and 2

respectively. If the corresponding X-ray and DRR images are the same, the value

of NMI similarity measure is equal to 2.

The speed of the reconstruction is determined by the total number of images

rendered during the optimization, as the rendering and the similarity measure

evaluation are the most time-demanding parts of the registration pipeline. The

total number of images depends on the convergence of the chosen optimization

method and on the amount of virtual X-rays rendered in a single iteration.

The Levenberg-Marquardt method requires evaluation of the Jacobian matrix

JF. Size of the matrix is given as Nviews ×Nx, where Nviews is the number of

X-ray views and Nx is the number of optimized parameters. As a closed formula

solution of the JF does not exists, the central differences approximation of the

matrix is typically used. In consequence, two images are rendered for each JF

element. Because the study is focused on the two-view reconstruction, the count

of images NLM rendered in each iteration is approximately given by:

NLM ≈ 4Nx (7.5)

In our experiments, we use implementation of the Levenberg-Marquardt algorithm

provided by the dlib library, proposed in [62].

The CMA-ES and CMSA-ES methods require to set parameters describing pop-

ulation size λ, parents count µ and an initial step size σ. We use the estimations

λCMA = max [5, min(Nx, 4+ 3⌊logNx⌋)], σCMA = N
− 1

2
x for the CMA-ES method

and λCMSA = 4Nx, σCMSA = 1 for the CMSA-ES method. The µ =
⌊
λ
2

⌋
is same for

both the methods. Consequently, the number of images rendered during a single

iteration NCMA and NCMSA is equal to:

NCMA ≈ 2λCMA (7.6)

NCMSA ≈ 8Nx (7.7)

The reference implementations of the CMA-ES and CMSA-ES methods from the

Shark library by [49] were adopted in this study. The optimizations are terminated

when the values of the objective function in two subsequent iterations are equal.

Comparison of the number of images is shown in Figure 7.2.
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Figure 7.2: A growth of the number of images rendered in a single iteration with respect to

the number of optimized parameters. The vertical axis is in a logarithmic scale.

7.3.3 Optimization Scheme

The whole reconstruction process comprises of 3 subsequent registrations:

1. Rigid registration - only the pose of the mean shaped SSIM model is being

optimized.

2. Reduced deformable registration - the pose of the appearance model is opti-

mized together with a subset of the first shape parameters.

3. Full deformable registration - all shape parameters are optimized together with

the pose.

The first and the second stages are involved to prevent the registration from getting

stucked in a local minima and to speed-up the process by reducing the amount of

simultaneously optimized parameters. The last stage is performed to reconstruct

fine details of the bone. During the registration, the bone densities are set to mean

values.

7.4 experimental results

The evaluation was focused on the accuracy and time consumption of the registra-

tion procedure. We involved leave-one-out and leave-all-in evaluation methodolo-

gies. During the leave-all-in evaluation, the reconstructed bone was present in the

training set of the appearance model and consequently, the accuracy of the regis-

tration was not affected by the appearance model generalization ability. In contrast,

during the leave-one-out methodology, the reconstructed bone was discarded from

the SSIM trainig set so the results reflect the real-world usage situation.
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Figure 7.3: A proximal part of a femoral bone reconstructed with mean error of 1.12 mm.

The reconstructed bone highlighted by a red color is aligned to the ground-

truth bone model obtained from CT image (left). The reconstruction error is

visualized by a heatmap, the red color shows places with the highest error of

5.68 mm (right).

7.4.1 Evaluation Data Sets and Measurements

We used SSIM models created from 21/22 CT images obtained from Virtual

Skeleton Database, proposed by [63], for leave-one-out/leave-all-in evaluations

respectively. The reference tetrahedral mesh contained 26, 000 vertices and 104, 000

tetrahedra. The density was described using Bernstein polynomials of the 2nd

degree, resulting in 10 density coefficients per tetrahedron. The appearance mod-

els were described using 19/20 shape parameters for leave-one-out/leave-all-in

methodologies respectively.

Table 7.1: Summary of time consumption in seconds.

Method Minimum Q1 Median Q3 Maximum

Leave-one-out evaluation

Levenberg-Marquardt 3.54 5.84 7.15 8.88 15.49

CMA-ES 14.61 39.95 48.51 61.07 137.59

CMSA-ES 38.06 111.54 138.47 172.01 331.90

Leave-all-in evaluation

Levenberg-Marquardt 4.11 7.79 8.92 10.74 16.49

CMA-ES 13.04 42.23 51.42 66.05 133.33

CMSA-ES 32.72 119.39 145.14 179.05 344.07

The methods were evaluated on a data set containing 100 orthogonal pairs of

virtual X-ray images, ray-casted from CT images of 8 individuals. An average size
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Figure 7.4: Distributions of the reconstruction time. The vertical axis is in logaritmic scale.

of X-ray images was 201× 474 pixels. The initial poses were generated randomly

with a uniform distribution. The maximum error of initial pose was limited to

±10mm in translation and ±10 ° in rotation.

The evaluations were performed on a desktop machine equipped with NVidia

GTX980Ti 6GB video adapter, Intel i5-4460 processor and 24GB of RAM.

As the evolution strategies are stochastic, we repeated CMA-ES and CMSA-ES

reconstructions 10 times resulting in 1000 test cases for each evolution strategy.

The reconstruction accuracy was evaluated using the mean symmetric Hausdorff

distance, proposed by [10], measured between the reconstructed surface and the

ground-truth bone models obtained from CT images. We considered the recon-

struction successful when the RMS error between the surfaces was less than 3.

Except two cases for the Levenberg-Marquardt optimization and three cases for

CMSA-ES leave-all-in evaluation, all reconstructions were successful. The unsuc-

cessful cases were discarded from the following plots.

In the first stage, only 6 parameters describing the appearance model pose were

optimized. In the following stage, the pose parameters were optimized together

with the first 5 shape parameters of the appearance model. During the full de-

formable registration, 25/26 parameters were optimized in total.

The measured number of iterations is shown in Table 7.2, number of images ren-

dered per iteration and in total are shown in Table 7.3. The average time for one

image rendering and for one metric evaluation was 0.94 ms and 1.10 ms respec-

tively. The resulting reconstruction times are shown in Figure 7.7 and Table 7.1.
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Table 7.2: Average number of iterations per stage.

Leave-one-out Leave-all-in

Method Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

Levenberg-Marquardt 24 22 16 25 22 24

CMA-ES 310 191 641 310 196 694

CMSA-ES 154 109 272 153 111 280

Table 7.3: Number of images rendered in each iteration and average total number of im-

ages for leave-one-out/leave-all-in evaluations.

Images per iteration Total images

Method Stage 1 Stage 2 Stage 3 Stages 1 - 3

Levenberg-Marquardt 24 44 100 / 104 1144 / 1452

CMA-ES 6 11 13 / 13 8195 / 8700

CMSA-ES 48 88 200 / 208 23822 / 25107

Table 7.4: Summary of the mean Hausdorff distance distributions (values in millimeters).

Method Minimum Q1 Median Q3 Maximum

Leave-one-out evaluation

Levenberg-Marquardt 0.84 0.99 1.12 1.25 2.02

CMA-ES 0.81 0.98 1.09 1.20 1.72

CMSA-ES 0.81 0.99 1.09 1.21 1.76

Leave-all-in evaluation

Levenberg-Marquardt 0.34 0.56 0.64 0.78 1.87

CMA-ES 0.28 0.47 0.56 0.63 1.08

CMSA-ES 0.22 0.50 0.59 0.69 1.48

The corresponding results for reconstruction accuracy are shown in Figure 7.5

and summarized in Table 7.4. The case of Levenberg-Marquardt leave-one-out re-

construction, that reached a median accuracy, is visualized in Figure 7.3.

We also investigated a correlation of the results reached by the methods.

The correlation of reconstruction accuracy is illustrated in Figure 7.6, the time-



68 a study on performace of l .-m . and cma-es optimization methods

 0.25

 0.5

 0.75

 1

 1.25

 1.5

 1.75

 2

L-M CMA CMSA

M
ea

n 
sy

m
m

et
ric

 H
au

sd
or

ff 
di

st
an

ce
 (

m
m

) Leave-one-out eval.

L-M CMA CMSA

Leave-all-in eval.

Figure 7.5: Distributions of the symmetric mean Hausdorff distance.

consumption correlation is shown in Figure 7.7. The corresponding coefficients are

summarized in the Table 7.5.

7.4.2 Discussion on results

The results reveal that reconstruction based on the LM optimization is several

times faster than CMA-ES and CMSA-ES based methods while reaching similar

accuracy.

Table 7.5: Correlation coefficients for leave-one-out/leave-all-in evaluations of reconstruc-

tion accuracy and time consumption.

Methods Hausdorff distance Time

Levenberg-Marquardt CMA-ES 0.5440 / 0.5002 0.3397 / 0.2764

Levenberg-Marquardt CMSA-ES 0.5828 / 0.5762 0.3463 / 0.2834

CMA-ES CMSA-ES 0.8321 / 0.7324 0.4207 / 0.3491

The median time of the registration using the LM method was more than 16-

19 times lower in comparison to the CMSA-ES method and approximately 6-7

times lower in comparison to the CMA-ES method (see Table 7.6). Although the

number of images rendered in a single iteration scales the best in case of CMA-
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ES method, the rate of convergence was significantly lower in comparison with

the Levenberg-Marquardt algorithm. On average, the CMA-ES based registration

required approximately 6-7 times more image renderings and metric evaluations

to converge and consequently the registration time was proportionally longer. We

also observed that the most iterations were spent on the refinement of fine details

of the reconstruction.

Table 7.6: Speed-up factors between Levenberg-Marquardt and ES-based methods.

Time Images

CMA-ES CMSA-ES CMA-ES CMSA-ES

Leave-one-out 6.78 19.37 7.16 20.82

Leave-all-in 5.76 16.27 5.99 17.29
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Figure 7.6: Correlation of the mean Hausdorff distance. The results of CMSA-ES are visu-

alized using heatmap.
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Figure 7.7: Correlation of the time consumptions. The heatmap shows CMSA-ES values.
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The correlation was high in case of accuracy results and significantly lower in

case of time consumption. This was caused by the stochastic nature of the evolution

strategies, when the most while random amount of time was spent on a refinement

of fine details, while the accuracy gain of fine details tuning was always low.

7.5 conclusion

Although the CMA-ES optimization is more convenient for the usage in the 2D/3D

registration, as the method does not require a non-trivial approximation of the Ja-

cobian matrix, the Leveberg-Marquardt method provides several times faster reg-

istration and consequently is more suitable for the cases when the reconstruction

time is crucial.
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be compressed several times without significant influence on the reconstruction
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8.1 introduction

In recent years, a statistical shape and appearance modeling became an essential

part for a number of medical systems for computer assisted interventions, such as

surgical navigation, preoperative planning, bio-mechanical simulation and others,

as summarized by [80]. The ever increasing number of produced shape and ap-

pearance models capturing variations of human anatomy gave rise to attempts for

the unification of the shape models file format and construction of databases for

the shape model sharing within the research community. A unifying framework

Statismo was proposed by [72]. A platform Virtual Skeleton Database for the

shape model sharing was created by [63].

With respect to the rising amount of emerging shape models, we propose a

method for a lossy compression of statistical appearance models and investigate

the influence of the induced distortion on the appearance model quality. For the

compression we exploit the JPEG 2000 standard, originally designated for the nat-

ural image compression. We also investigate the usability of distorted appearance

models in terms of 2D/3D reconstruction.

8.2 related work

With respect to our previous work on 2D/3D reconstruction of femoral bones, pro-

posed in [KKŠZ16a, KCZ+
16], we focus on the compression of the statistical shape

and intensity model (SSIM) proposed by [132], which has been largely adopted

for the purposes of the atlas based 2D/3D non-rigid registration. The aim of the

2D/3D registration is a reconstruction of a patient-specific bone model from a

small count of X-ray images. Similar approaches based on the SSIM model were

proposed by [37, 35, 36, 32, 97].

JPEG 2000 is an image coding system based on the wavelet compression tech-

nique. The Discrete Wavelet Transform (DWT) is a signal-processing method suit-

able for decomposition of a signal into several scales. It is often used as a basis

for sophisticated compression algorithms. The JPEG 2000 format has wide applica-

tion, especially with professional use cases. For example, Digital Cinema Initiatives

(DCI) established uniform specifications for digital cinemas in which JPEG 2000 is

the only accepted compression format. Other applications include medical imag-

ing, meteorology, image archiving (printed books, handwritten manuscripts), or

aerial documentation.

This work is based on our previous works in [BKZ16a, BKZ16b], where we have

proposed DWT transform engine for JPEG 2000 encoders. We have also integrated
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Figure 8.1: A cross-section of a proximal part of a femoral bone tetrahedral model (left) and

two digitally reconstructed radiographs rendered from the statistical shape and

intensity model (right).

this engine into OpenJPEG library (the reference JPEG 2000 software). In this paper,

we build on these works and extends the compression chain to medical data.

8.3 appearance model compression

The statistical shape and intensity model describes a shape variations of bone

anatomy within the population. It consists from a reference tetrahedral model,

point distribution model (PDM), and a set of Bernstein polynomials describing the

bone density. The point distribution model, proposed by [24], describes poses of

the tetrahedral model vertices. It is obtained from a set of bone models using a

generalized Procrustes analysis (GPA) followed by a probabilistic principal com-

ponent analysis (PPCA), detailed in [16], which results into a linear model of the

following form:

S = ψb + S+ ϵ, (8.1)

where b is a vector of orthogonal shape parameters, S is a vector containing coor-

dinates of the tetrahedral vertices, S is a vector of mean vertices, ψ is a matrix of

principal components, and ϵ is a zero-meaned Gaussian noise.

The reference tetrahedral model is illustrated in Figure 8.1. The density is de-

scribed in each tetrahedron independently using Bernstein polynomials of the n-th

degree:

D(µ) =
∑

i+j+k+l=n

Cα
i,j,k,lB

n
i,j,k,l(µ), (8.2)

where µ is a barycentric coordinate inside the α-th tetrahedron, D(µ) is the bone

density in the point, Cα
i,j,k,l are coefficients learned from a CT image, and Bi,j,k,l is

a Bernstein basis defined as:

Bn
i,j,k,l(µ) =

n!
i!j!k!l!

µixµ
j
yµ

k
zµ

l
w (8.3)
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The number of coefficients Nc describing the density in a single tetrahedron de-

pends on the degree of Bernstein polynomial and is given by:

Nc =

(
n+ 3

n

)
(8.4)

Sample X-ray images rendered from two instances of the appearance model are

shown in Figure 8.1 right.

We focus on the compression of both shape and density information of the Yao’s

appearance model. The tetrahedral net of the model is not suitable for the lossy

compression due to the discrete nature of the data and thus is beyond the scope of

this paper.

8.3.1 Density Coefficients Compression

Data describing density in the whole tetrahedral model have a form of Nt ×Nc

matrix, where Nt is a count of tetrahedra:

MD =


C1
i1,j1,k1,l1 C1

i2,j2,k2,l2 · · · C1
iNc ,jNc ,kNc ,lNc

C2
i1,j1,k1,l1 C2

i2,j2,k2,l2 · · · C2
iNc ,jNc ,kNc ,lNc

...
...

. . .
...

CNt

i1,j1,k1,l1
CNt

i2,j2,k2,l2
· · · CNt

iNc ,jNc ,kNc ,lNc


(8.5)

Elements of the MD matrix have a single float precision. Columns of the matrix

are compressed separately. Using a linear passage, each column is reshaped into

a square 2D matrix with some padding. In the next step, data are rescaled to 16

bit unsigned integers. As illustrated in the left bottom picture in Figure 8.2, these

square matrices have a form of noise when treated as images. The important step

before the compression is a reduction of the noise by rearranging the elements in

the images, as the quality of JPEG 2000 compression is affected by the amount of

present noise.

The key observation enabling the effective rearrangement is that the order of

rows in MD matrix can be arbitrarily changed on assumption that the order of

tetrahedra in the tetrahedral model is changed the same way, with no influence on

the appearance model quality. Consequently, no additional information describing

the original tetrahedral order has to be stored with the compressed model. The

second important observation reveals there is a significant correlation between

the columns of the MD matrix. Therefore, we propose to sort the MD rows with

respect to the summation of their elements:

f(Tα) =
∑

i+j+k+l=n

Cα
i,j,k,l (8.6)

Tα ĺ Tβ ⇔ f(Tα) ĺ f(Tβ) (8.7)
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1

original rearranged distorted

Figure 8.2: Rearrangement of the z coordinates (top row) and Ci1,j1,k1,l1 density coeffi-

cients (bottom row) into 2D images. Each image contain data from a single

column of the mean shape matrix z or the density matrix MD respectively.

The unsorted images are shown in the left, rearranged image is in the middle.

The distortion induced by the the lossy compression is illustrated in the right

column.

where Tα, Tβ are α-th, β-th rows respectively. The final step is the compression of

the sorted images using the OpenJPEG library. The sorting-based reduction of noise

and the distortion induced by the lossy compression are shown in the middle and

right pictures in Figure 8.2.

8.3.2 Point Distribution Model Compression

A similar pipeline as described in Section 8.3.1 is used for the compression of the

mean shape vector S, as there is a significant correlation between the x,y, z coordi-

nates in case of long bones. The rows of matrix ψ must be sorted correspondingly

to rearrangement of vector S. The effect of rearrangement on the z coordinate is

illustrated in the top row in Figure 8.2.

However, there is no correlation between the columns of matrix ψ. The matrix

ψ is only reshaped to a square size and values are rescaled to 16 bit unsigned

integers.
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8.4 results and discussion

For the evaluation of the compression chain we created a shape and intensity

model of femoral bone from a data set of 22 CT images. The shape was described

using 20 principal components, the size of matrix ψ was 65031× 20 elements. The

model contained 104473 tetrahedra and 21677 vertices. We also created mean den-

sity matrices MD for Bernstein polynomials of the degrees n ∈ {0, 1, 2, 3}.

8.4.1 Density Compression Accuracy

We measured the distortion of the bone density with respect to the reached bitrate,

which also depends on the degree of the Bernstein polynomial. For a ground-truth

density we used the 3rd degree Bernstein polynomials representation with bitrate

640 bits per tetrahedron (bpt). To evaluate the distortion, we computed the density

in each vertex of the model for various bitrates and polynomial degrees n. The

distorted density was compared with the ground-truth values using the root mean

squared error (RMSE), measured in Hounsfield Units (HU). The results are shown

in Figure 8.3. Tables 8.1 and 8.2 show the distortion values in significant points for

the individual polynomial degrees.
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Figure 8.3: Dependency of the density distortion on the bitrate.

The results reveal that the bitrate of the density data can be several times low-

ered while inducing only a small distortion. When a larger distortion is acceptable,

highly effective compression can be achieved, as summarized in Table 8.3.
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Table 8.1: Significant bitrate points of density compression.

degree maximal [bpt] mean [bpt] optimal [bpt]

0 2.166 0.500 0.011

1 59.028 1.992 0.045

2 146.907 4.988 0.109

3 289.703 9.937 0.222

Table 8.2: Density distortion in the significant bitrate points.

degree maximal [HU] mean [HU] optimal [HU]

0 428.737 428.736 436.557

1 385.644 386.915 405.760

2 239.132 303.178 418.921

3 0.703 221.820 385.415

Table 8.3: The bone density compression ratios.

degree min. ratio max. ratio

0 14.773 2909.091

1 2.168 2844.444

2 2.178 2935.780

3 2.209 2882.883

8.4.2 Digitally Reconstructed Radiographs Distortion

As the rendering of virtual X-ray images is an essential task related to the SSIM

model within the scope of 2D/3D reconstruction, we investigate the influence of

the density distortion on the quality of the rendered radiographs. The digitally re-

constructed radiographs are rendered from the Yao’s appearance model using the

approaches proposed by [97] and [32], exploiting the OpenGL acceleration. We sam-

pled the appearance model randomly with normal distribution. For each sample,

we rendered a virtual radiographs using density representations of various bitrates

and polynomial degrees. We evaluated the similarity between the radiographs and

corresponding reference X-ray images rendered using the ground-truth density

representation. The similarity was evaluated involving the joint histogram based
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normalized mutual information (NMI) measure. The NMI metric, detailed in [52],

is largely adopted for tasks of medical image registration. A value of the NMI met-

ric for two identical images is equal to 2, the minimal value the metric is equal to

1. The results for the 64× 64 bins large joint histogram are illustrated in Figure 8.4

and Table 8.4.
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Figure 8.4: Dissimilarities between the reference and distorted radiographs measured us-

ing the NMI metric.

Table 8.4: Dissimilarities in the significant bitrate points evaluated using the NMI measure.

degree maximal [–] mean [–] optimal [–]

0 1.6706 1.671 1.6493

1 1.7361 1.682 1.6728

2 1.8612 1.725 1.6846

3 1.9694 1.746 1.6861

As might be expected, the dissimilarities are proportional to the results pre-

sented in Section 8.4.1. Artifacts induced into the radiographs due to the density

distortion are shown in Figure 8.5. Even with the lowest bitrate reached by the

OpenJPEG library, the anatomical structures as spongy and compact bone are still

clearly distinguishable in the rendered X-ray images. This is the contribution of

the tetrahedral model rearrangement. Without the rearrangement, the radiographs

rendered from models with lower bitrate would have a form of thickness images,

illustrated in [68], as the 2D arrays depicted in Figure 8.2 would be distorted to

images of a uniform color.
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maximal bitrate mean bitrate optimal bitrate

degree
3

289.703 bpt 9.973 bpt 0.222 bpt

degree
2

146.907 bpt 4.988 bpt 0.109 bpt

degree
1

59.028 bpt 1.992 bpt 0.045 bpt

degree
0

2.166 bpt 0.500 bpt 0.011 bpt

Figure 8.5: Density artifacts for various polynomial degrees and bitrates showed on the

detail of a lesser trochanter.
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8.4.3 Mean Shape Compression

We involved the distortion of the mean bone shape S using the symmetric Haus-

dorff distance, proposed by [10]. The distance was measured between the ground-

truth mean shape and the mean shape compressed with various bitrates. The bi-

trate of the ground-truth bone was 96 bits per vertex (bpv). Reached Hausdorff

distances are shown in Figure 8.6. Dissimilarities between the X-ray images ren-

dered using the reference and distorted mean shapes are evaluated in Table 8.5.

Only bitrates with Hausdorff distance RMS lesser than 1 mm are taken into ac-
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Figure 8.6: Dependency of the mean and maximal symmetric Hausdorff distance between

the ground-truth mean shape S and the distorted mean shapes.

count. Artifacts induced into the mean bone shape and rendered X-ray images are

illustrated in Figure 8.7.

Table 8.5: The mean bone compression bitrates with corresponding shape distortion errors.

bitrate [bpv] NMI [–] mean error

[mm]

RMS [mm] max. error

[mm]

46.22 1.79 0.03 0.05 0.23

19.15 1.60 0.18 0.21 1.32

12.19 1.31 0.81 0.99 5.41

The results reveal that while the global shape of the mean bone is preserved

even for lower bitrates, the smoothness of the model surface is rapidly distorted

with the increasing compression ratio.
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46.22 bpv 19.15 bpv 12.19 bpv

Figure 8.7: Shape artifacts affecting the bone surface smoothness (top row) and density

artifacts caused by the shape distortion (bottom row). The heatmap visualizes

differences from the ground-truth mean shape. The blue color marks no distor-

tion, the red color show places with the highest error, corresponding distance

values are in Table 8.5.

8.4.4 2D/3D Reconstruction Accuracy

We used the intensity-based 2D/3D reconstruction method proposed in [KKŠZ16a]

to evaluate the influence of the compression artifacts on the 2D/3D reconstruction

accuracy.

To investigate the influence of the distorted mean bone shape S, we performed

a set of hundred 2D/3D reconstructions for each tested bitrate. The accuracy of

the reconstruction was evaluated using the mean symmetric Hausdorff distance

between reconstructed and ground-truth bone models. During the registration, we

used the ground-truth principal component matrix ψ and density matrixMD, only

the mean bone shape vector Swas distorted by the compression. For the evaluation,

we used a leave-all-in methodology, as the model of the reconstructed bone was

always present in the training set of the involved SSIM model. The results are

plotted in Figure 8.8 and Table 8.6.

We used a similar approach to evaluate the influence of the principal compo-

nents matrix ψ compression. The results are shown in Figure 8.9 and Table 8.7.

The bitrate of the ground-truth ψ matrix was 2080992 bits per component (bpc).
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Figure 8.8: Dependency of the 2D/3D reconstruction accuracy on the bitrate of the com-

pressed mean shape vector S. The boxes show distribution of the mean sym-

metric Hausdorff error.

Table 8.6: The mean bone compression bitrates with corresponding shape distortion errors.

bitrate [bpv] compression

ratio

mean error

[mm]

RMS [mm] max. error

[mm]

46.22 2.07 0.74 0.96 3.98

19.15 5.01 0.77 0.99 4.41

12.19 7.87 1.09 1.36 6.70

Table 8.7: Bitrates of the compresses matrix ψ and corresponding average 2D/3D recon-

struction accuracy.

bitrate [bpc] compression

ratio

avg. mean er-

ror [mm]

avg. RMS

[mm]

avg. max. er-

ror [mm]

1001980 2.07 0.71 0.91 3.76

230320 9.04 0.86 1.08 4.75

127860 16.28 1.84 2.27 10.55
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Figure 8.9: Accuracy of the 2D/3D reconstruction with respect to the bitrate of the com-

pressed principal components matrix ψ.

The comparison in Figure 8.10 shows that the lossy compression of principal

component matrix ψ is more efficient than the compression of the mean shape

vector S, as the reconstruction error rises faster with the compression ratio for the

mean shape.
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Figure 8.10: Dependency of the 2D/3D reconstruction accuracy on the ψ, S compression

ratios.
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We also investigated the influence of the density matrix MD distortion on the

reconstruction accuracy. Surprisingly, the accuracy was not affected by the induced

artifacts for the evaluated bitrates, shown in Figure 8.3.

The results show that it is possible to compress the matricesψ,MD and the mean

shape vector S with negligible influence on the 2D/3D reconstruction accuracy.

8.5 conclusions

We have proposed a method for the lossy compression of the statistical shape and

intensity model. The method is suitable for both density and shape compression.

The results show the density compression can be highly effective while preserving

an acceptable quality of virtual X-ray images for the involvement in 2D/3D recon-

struction. The distorted models with lower bitrate can be conveniently shared as a

shape model thumbnails for trial purposes.
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abstract

Computer-assisted 3D preoperative planning based on 2D stereo radiographs has

been brought into focus recently in the field of orthopedic surgery. To enable plan-

ning, it is crucial to reconstruct a patient-specific 3D bone model from X-ray images.

However, most of the existing studies deal only with uninjured bones, which lim-

its their possible applications for planning. In this paper, we propose a method for

the reconstruction of long bones with diaphyseal fractures from 2D radiographs

of the individual fracture segments to 3D polygonal models of the intact bones. In

comparison with previous studies, the main contribution is the ability to recover

an accurate length of the target bone. The reconstruction is based on non-rigid

2D-3D registration of a single statistical shape model onto the radiographs of in-

dividual fragments, performed simultaneously with the virtual fracture reduction.

The method was tested on a syntethic data set containing 96 virtual fractures and

on real radiographs of dry cadaveric bones suffering peri-mortem injuries. The

accuracy was evaluated using the Hausdorff distance between the reconstructed

and ground-truth bone models. On the synthetic data set, the average surface error

reached 1.48± 1.16mm. The method was built into preoperative planning software

designated for the selection of the best-fitting fixation material.
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Preoperative planning, Fracture reduction, Fixation devices, 2D-3D registration,

Statistical shape model
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9.1 introduction

Plain radiography plays a key role in bone fracture diagnosis and treatment. In

the case of surgical intervention, plain radiographs enable basic preoperative plan-

ning, such as bone fracture classification and the determination of an appropriate

fixation technique for its stabilization. More advanced, computer-assisted planning

of the osteosynthesis provides a virtual simulation of the intervention, which typ-

ically includes situating the fracture segments into anatomically correct and me-

chanically stable poses, measuring the bone morphology, or placing fixation de-

vices [53]. The virtual simulations rely on 3D polygonal models of individual bone

fragments, which are conventionally obtained from volumetric images provided by

computed tomography (CT). However, during the CT examinations, the patients

are exposed to substantially higher doses of radiation in comparison with plain

radiography. Therefore, the indication of CT examinations is generally restricted

only to cases of severe or complex fractures, while the treatment of rather com-

mon cases depends on plain radiographs. Nevertheless, computer-assisted plan-

ning can be still beneficial even for rather routine fractures, especially for long

bone fractures of the lower limbs. One important contribution is the possibility of

preoperative measurement of patient-specific bone morphology with aim of deter-

mining the features of the best-fitting fixation devices, such as the length of the

intramedullary nail [50], the size of the bone plate, or the number and placement

of bone screws. Therefore, a reconstruction of a 3D patient-specific anatomy based

only on plain, clinically available radiographs instead of volumetric images is of

great importance for the application of virtual planning in a broader spectrum of

bone fracture treatment procedures.

In this paper, we propose a semi-automatic 3D virtual fracture reduction method,

which is able to reconstruct a polygonal model of an intact bone from stereo ra-

diographic images of the individual fracture segments. The method is focused on

displaced diaphyseal fractures of the simple or wedge type.

9.2 related work

In the field of orthopedic surgery, a somewhat similar challenge of computer-

assisted 3D preoperative planning based only on plain radiographs was recently

addressed by several projects [2, 1] focusing on total hip arthroplasty (THA), to-

tal knee arthroplasty (TKA), and lower extremity osteotomy. Other studies were

focused on observing 3D joint kinematics from fluoroscopy sequences without the

requirement of CT image acquisition [12, 111, 122]. Instead of CT scans, a non-rigid

registration of 3D bone atlases onto the stereo radiographs was exploited to recon-
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struct polygonal models of the bones. As proposed in works such as [76], statistical

shape models were involved as the atlases to perform a shape-constrained 2D-3D

registration. With respect to the statistical shape models, this reconstruction ap-

proach is straightforward when the target bone is not suffering any injuries, which

is fulfilled for the total joint arthroplasty or observation of joint kinematics. How-

ever, arbitrarily shaped fracture segments make reconstruction based on statistical

shape models a challenging task.

The first attempt to reconstruct injured bones using statistical atlases was pro-

posed in a study focused on the reduction of multi-fragment fractures of the distal

radius [35]. The goal of the study was to obtain a polygonal model of an intact bone

from plain radiographs of the fracture segments. The reconstruction, together with

the fracture reduction, were achieved at the same time by a 2D-3D registration of

a single statistical appearance model of an intact distal radius into individual frac-

ture segments. Splitting the statistical appearance model into fracture segments

was performed automatically by the registration. The method was evaluated in sil-

ico using simulated fractures, concluding that the atlas-based reconstruction may

provide a more accurate distal radius template than the conventionally used mir-

rored model obtained from the contralateral limb.

A later study, using a similar principle of a multi-fragment 2D-3D registration of

a statistical shape model, focused on diaphyseal fractures of the long bones of the

lower limbs [101]. In contrast with the previous work, its aim was to determine the

rotation alignment between the proximal and distal fragments along the longitudi-

nal axis. In addition to the rotation angles, the study considered the reconstruction

of surface models of the individual fracture segments. However, the approach was

unable to perform virtual fracture reduction and to provide a model of the intact

bone, as the method was unable to determine the correct length of the target bone.

Moreover, the shape model had to be divided into fragments in advance, without

further refinement during the registration process. The bone length also had to

be provided manually in a study focused on automatic fracture reduction using

statistical atlases, working with mesh models of fracture segments obtained from

CT scans [6].

In this paper, we address the challenge of accurate bone length recovery. Unlike

[101], the division of the statistical shape model into segments is performed auto-

matically by the registration, enabling optimization of the shape model length. In

consequence, the proposed method is able to perform virtual fracture reduction

and provide a 3D model of the intact bone.
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Table 9.1: Characteristics of involved statistical shape models.

Statistical shape model Size of

training set

Modes of

variation

Tetrahedral

vertices

Tetrahedra

Femur 43 bones 41 20,843 93,480

Tibia 42 bones 40 22,003 106,436

9.3 method

The method is based on a multi-fragment registration of a statistical shape model

into stereo radiographs of individual fracture segments, extended by simultaneous

optimization of the shape model length.

9.3.1 Statistical Shape Models

The statistical shape models involved in this study work as elastic tetrahedral mod-

els of bones. As their elasticity is shape-constrained, it is ensured the models al-

ways represent anatomically reasonable bones. The shape models involved were

created using a procedure detailed in [KKŠZ16a]. As the models are based on

probabilistic principal component analysis (PPCA), they are represented by the

following generative model:

S = ϕb + S+ω (9.1)

where S is a vector containing tetrahedral vertices of the model, the shape of which

is determined by independent modes of variation b; S is a tetrahedral model of

the mean bone; ϕ is a matrix of the principal components; and ω describes zero-

meaned Gaussian noise.

Two statistical shape models, representing the femur and tibia, were created

using CT images of intact bones, provided by the University Hospital in Ostrava.

The characteristics of the models are shown in Table 9.1. Both tetrahedral models

include a polygonal surface, formed by 19, 996 faces and by a subset counting

10, 000 tetrahedral vertices.

As previously described in [6], the length of the femoral or tibial shaft is rel-

atively independent of the shape of the joint regions. Considering the statistical

shape models of the involved bones, the length of the shaft is controlled mainly by

the first mode b1, while features such as the size or shape of the joint regions are

modeled in particular by the rest of the modes b2 . . . bn (Fig. 9.1). Therefore, it is

impossible to determine the length of a bone based only on the shape of its distal

and proximal parts.
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b1 = ±2σ b2 = ±2σ

Figure 9.1: Statistical shape model of the tibia. The instances were generated by setting the

first (left) and the second (right) parameter to ±2σ. The rest of the modes were

set to zero.

9.3.2 Reconstruction

The reconstruction outcome comprises a model of a patient-specific intact bone, de-

scribed by shape modes b, and poses pprox,pdist of both fracture segments, forming

a vector P = (b,pprox,pdist). The results are obtained by minimization of the repro-

jection error, evaluated using a non overlapping area (NOA) measure, together

with a length criterion (LC):

(P∗) = argmin
P

[
NOA(P) + LC(P)

]
(9.2)

Both terms are evaluated using the input radiographs, though with different

regions of interest (Fig. 9.2).

9.3.2.1 Nonoverlapping Area

The measure is evaluated between binary segmentations of the input digital ra-

diographs (DR) and digitally reconstructed radiographs (DRR)[KKŠZ16a] with a

reprojected statistical shape model, using only the intact regions of the bones. The

nonoverlapping area is defined as the area that the segmentations do not have in

common (Fig. 9.3). As shown in [KNM+
18], it can be evaluated as a sum of the

squared pixel differences (PD) between the input and virtual segmentations:

d(P, x,y) = DR(x,y) − DRR(P, x,y) (9.3)

PD(P) =
(
d(x1 . . . xn,y1 . . . ym)

)
(9.4)

NOA(P) = ∥PD(P)∥2 (9.5)

Instead of a count of different pixels, it is convenient to express the size of the

nonoverlapping area relatively as NOA(P)
NOA(P)+OA(P) , where OA(P) is the size of the

overlapping area. The measure is an intensity-based similarity metric in the sense

that the evaluation is perfomed directly with the input and reprojected pixels, lead-

ing to correspondence-free registration [KNM+
18]. In contrast, the feature-based
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Regions 1 Regions 2 Regions 3 Regions 4

Anterior-posterior view Lateral view

Figure 9.2: The input radiographs are divided into different regions of interest. The re-

gions related to nonoverlapping area evaluation (orange) border the maximal

intact parts of the bones. The boundaries of regions for length estimation (blue)

are determined with respect to the detachement point of the bone fragments.

The regions are estimated as scaled-up bounding boxes of the fragment seg-

mentations, except the sides nearest to the fracture, which are set interactively

by the user.

Anterior-posterior view Lateral view

Figure 9.3: Nonoverlapping area between the input (red) and virtual (green) segmentations.

The size of the depicted nonoverlapping area is 28.5%.

methods [11, 12] usually require establishing correspondences between the shape

model vertices and the contours detected in the radiographs, which is a challeng-

ing and error-prone task.

9.3.2.2 Bone Length Recovery

As the method works with simple or wedge fractures, the injured bone is split into

two main fragments. Each fragment is captured in two regions of interest forming

a stereo pair, as shown in Fig. 9.2. The key idea of the recovery is to assign each

vertex of the shape model to only one of the main fragments. In consequence,

each vertex should be reprojected in precisely two regions, which is achieved by

minimizing the length criterion:

RV(P) =
(
r(P, v1 . . . vn) − 2

)
(9.6)

LC(P) = ∥RV(P)∥2 (9.7)

where r(P, v) is the number of reprojections of the current vertex v. The relation

between misassigned vertices and bone length is shown in Fig. 9.4. The regions of

interest for the length recovery must be set with respect to a point of detachement

(Fig. 9.2).
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Too long Too short Correct length

Figure 9.4: Relation between vertex assignment and resulting bone length. No assignment

of the vertices in the middle of the shaft to any of the fragments leads to a bone

that is too long (left). Assignment of the vertices to both fragments results in a

bone that is too short (middle). The correct length is ensured by assigning each

vertex to exactly one fragment (right).

9.3.2.3 Optimization Scheme

The registration is solved as a non-linear least squares (NLS) problem, using a

numerical Levenberg-Marquardt optimizer [59]. Although a computationally de-

manding approximation of the Jacobian matrix is required, due to its high rate

of convergence, the optimizer is able to outperform stochastic gradient-free meth-

ods [KCZ+
16]. The Jacobian matrix JF has the following form:

JF =


∂PDprox(P)/∂pprox 0 ∂PDprox(P)/∂b

0 ∂PDdist(P)/∂pdist
∂PDdist(P)/∂b

∂RV(P)/∂pprox
∂RV(P)/∂pdist

∂RV(P)/∂b

 (9.8)

where the partial derivates are approximated using central differences as ∂f(t)/∂t ≈
f(t+ϵ)− f(t−ϵ)/2ϵ.

The reconstruction is divided into three subsequent optimizations. At first, only

poses pprox,pdist are considered. Next, the first five shape modes b1 . . . b5 are op-

timized together with the poses. Finally, all modes b are involved in the last stage.

Before the optimization, a rough initial pose of the statistical shape model together

with the regions of interest must be set interactively by the user, or estimated from

the segmentations, as described in the following sections. The binary segmenta-

tions of the input radiographs are performed manually. The modes of variation of

the shape model are initialized to zeros.

9.4 results

The accuracy and performance of the proposed method were evaluated on syn-

thetic X-ray images of simulated fractures and on real radiographs of dry cadaveric

bones suffering perimortem injuries. To evaluate the accuracy, the differences be-

tween the polygonal models reconstructed by the proposed method, and ground-

truth surfaces obtained from CT data sets were measured using the symmetric

Hausdorff distance [10]. The CT data sets of ground-truth bones were never in-
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cluded into the training sets of the statistical shape models. Following the recon-

struction convergence criterion stated in [11], the method converged in each eval-

uated case, as the RMS error was always lower than 3 mm. The ϵ for the Jacobian

matrix approximation was set to 1 mm or 1° in the case of pose parameters and to

1 standard deviation σ for shape modes b, as previously proposed in [KKŠZ16a].

The evaluations were performed using a 64-bit Windows 7 desktop machine,

equipped with an Intel i5 processing unit, NVidia GTX 980Ti 6 GB graphics adapter

and 24 GB DDR4 RAM.

9.4.1 Simulated Injuries

For the in silico evaluation of the fracture reduction, we adopted a data set of virtual

X-ray images, previously presented in [KKŠZ16a]. The virtual radiographs were

ray-casted from 8 already segmented CT images of femoral bones obtained from

the Virtual Skeleton Database (VSD) [63]. From each CT image, 12 virtual stereo

pairs of orthogonal radiographs were created, resulting in 96 cases in total. As the

bones were rotated 30° along the longitudinal axis between the individual render-

ings, the data set contained X-ray images captured even from arbitrary views, in

addition to standard anterior-posterior and lateral radiographs. The source-image

distance (SID) was set to exactly 1 meter; the pixel spacing of the radiographs was

set to 0.75 mm. To simulate transversal fractures of the femoral shaft, each radio-

graph was split into proximal and distal parts. A sample test case chosen from the

evaluation data set is shown in Fig. 9.5.

Initial poses of the statistical shape model were generated randomly, with uni-

form distribution and maximum difference to the ground-truth poses limited to

±10mm and ±10°, respectively.

Fig. 9.5 shows the result of the virtual fracture reduction of the sample test case.

As the virtual radiographs and the reference polygonal models were obtained from

the same CT images, the reconstructed bones were compared directly with ground-

truth surfaces. The accuracy evaluation for each bone, together with the size of

the nonoverlapping area, the number of misassigned tetrahedral vertices, and the

length error, as well as the performance evaluation, including the overall recon-

struction time, number of iterations in each stage and a total number of rendered

images, are shown in Table 9.2. The results for each bone were averaged from 12

evaluations using different stereo radiographic pairs.

The virtual reduction method extends the Black & White Pixel Differences (BW-PD)

approach proposed in [KKŠZ16a], designated for a single-fragment 2D-3D recon-

struction of the uninjured bones. Evaluated on the same synthetic data set, the

BW-PD method reached an average accuracy of 1.02± 1.35mm when reconstructing
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Figure 9.5: A sample test case of stereo radiographs with simulative transversal fracture of

the femoral shaft, chosen from the virtual data set (top). Accuracy of the sample

case reconstruction (bottom). The heatmap shows the differences between recon-

structed and ground-truth surfaces, evaluated using the symmetric Hausdorff

distance.

the uninjured bones, while the proposed method reached 1.48 ± 1.16mm when

performing virtual reduction of simulated shaft fractures.

9.4.2 Dry Cadaveric Bones Study

The cadaveric study involved archeological bones, two femoral and one tibial, suf-

fering peri-mortem diaphyseal fractures. A sample bone from the study is shown

in Fig. 9.6. The radiographs of individual fragments were taken sequentially, using

a Kodak Carestream Directview DR 9500 System imaging system. Two computed

radiography (CR) X-ray cassettes with dimensions of 35 × 43 cm and 0.168 mm

pixel spacing were exploited for the captures. The source-image distance was set

to approximately 1 meter. The radiographs were calibrated using a custom made

radiostereometric biplanar calibration box, described in detail in [KNM+
18]. The

complete experimental set up for capturing radiographs is shown in Fig. 9.6. In-

dividual bone fragments, sealed in a foil sleeve, were placed approximately in

the center of the box, on Styrofoam underlays. Contrary to the synthetic data set,

the radiographs were taken only from the anterior-posterior and lateral views. Af-
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Figure 9.6: Physically reduced dry cadaveric femur involved in the study (top-left), captur-

ing an anterior-posterior radiograph of the experimental setup (right), taking a

lateral radiograph (bottom-left).

ter capturing the radiographs, the fractures were actually reduced and fixed by

gluing individual fragments together. Then, the reference polygonal models were

obtained from CT images of the reduced bones. The poses of the statistical shape

model were initialized interactively in a custom viewer.

In contrast with the in silico study, rigid registration of the reconstructed bones

onto the reference models had to be performed before the Hausdorff distance eval-

uation. The results of the evaluation are shown in Table 9.2, revealing a slight

decrease in accuracy for the cadaveric bones. The accuracy was affected by the

manual segmentation and the real-world calibration of the radiographic images;

the higher RMS error in comparison with the simulative data set was caused by

certain degradations of the archeological bones involved. The higher number of

misassigned tetrahedral vertices was related to a user estimation of the separation

spot, which was, by contrast, ideal in the case of the in silico study.
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Table 9.2: Results of the reconstruction accuracy and performance evaluation.

Bone Nonoverlapping Misassigned Length Mean RMS Overall Iterations Renderings

area (%) vertices error Hausdorff error time Stage 1 Stage 2 Stage 3

(mm) dist. (mm) (mm:ss)

VSD identif. Simulated fractures

226 2.34 11.0 0.57 1.28 0.99 1:54.4 55.6 16.3 12.9 9,609

230 2.38 6.3 1.06 1.23 0.95 1:59.0 48.8 21.7 14.8 10,454

238 2.60 10.3 0.49 1.61 1.27 2:15.2 63.3 21.1 15.0 11,248

254 2.56 13.3 2.16 1.54 1.20 3:55.2 84.0 79.6 22.5 20,550

5900 2.85 6.7 4.07 1.31 1.02 3:04.5 80.2 66.3 12.7 15,387

5953 2.60 3.7 2.77 1.41 1.09 2:11.1 56.5 20.1 15.9 11,149

6009 2.85 8.1 1.44 1.70 1.35 2:57.6 66.1 58.5 16.3 15,343

5939 3.33 15.0 0.94 1.78 1.43 2:11.9 67.9 40.3 10.6 11,583

Perimortem fractured dry cadaveric bones

Femur 1 3.41 86 3.8 1.89 2.16 3:49.3 11 48 38 19,752

Femur 2 2.33 50 3.1 1.38 1.70 2:16.7 42 24 21 12,684

Tibia 3.50 131 2.0 1.73 2.16 1:13.0 17 34 13 9,160
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Figure 9.7: A virtual simulation of intramedullary nailing of a tibial shaft fracture (top),

and a virtual placement of a distal tibial bone plate (bottom). The bone model

was reconstructed from radiographs of a real traumatology case.

9.4.3 Preoperative Planning Software

The method has been built into preoperative planning software, which provides

a large database of 3D models capturing bone plates and intramedullary nails.

The user is able to select the intended device from the database, place it interac-

tively onto the reconstructed bone model, possibly to perform a virtual bending

of the bone plate, and finally refine its pose using an automatic procedure. The

application also provides the cutting planes of the obtained polygonal model as a

tentative approximation of the fracture detachment sites, or measurements of re-

quired screw lengths (Fig. 9.7). A mutual pose of stereo radiographs is determined

using a calibration marker, which is usually attached to a lower limb splint. The

shape model is initially aligned with the longitudinal axes of fragments, which are

reconstructed in 3D from the binary segmentations.

9.5 discussion and conclusions

In this paper, we proposed a method for a virtual 2D-3D reduction of shaft frac-

tures of the lower limbs. To the best of our knowledge, no other method con-

sidering multifragment 2D-3D reconstruction with a focus on accurate length es-

timation has been proposed so far. The accuracy of the method is comparable

even with single-fragment reconstruction approaches, presented in a brief sum-

mary in [11]. The results revealed that the accuracy and performance are suffi-

cient for involvement in preoperative planning software designed for the selec-
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tion of the best-fitting fixation material. To omit the manual segmentation of in-

put radiographs, which is a time-consuming and subjective task, the future work

will focus on replacing the nonoverlapping area measure with density-based reg-

istration. We assume that the length estimation based on assigning the statisti-

cal shape model vertices to individual bone fragments is straightforwardly gen-

eralizable, even for application in virtual fracture reduction using 3D models of

the fragments obtained from CT images, as proposed e.g. in [6]. The reconstruc-

tion method is distributed as open-source library and front-end application at

https://github.com/klepo/libmultifragmentregister.
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9.6 appendix

9.6.1 Details on Cadaveric Data Set Evaluations

Cadaveric bones from archeological research of the Slavkov gallows [26], with ev-

idence of non-healed long bone fractures originated perimortem, were used for the

reconstruction evaluation. A brief summary of involved bones is shown in Table 9.3.

The bones suffered transverse or oblique diaphyseal fractures, the second femur

had also degraded greater trochanter, as shown in Figure 9.8 (right). The parts

of radiographs related to the degraded trochanter were treated as drop-outs and

omitted from the registration to prevent affecting the reconstruction accuracy. For

the evaluation of the fracture reduction and length estimation, the bones were

equipped with tantalum beads and packed into the foil sleeve, as illustrated in

Figure 9.9. Radiographs of the individual fragments are shown in Figure 9.10, re-

sulting models of reduced intact bones with accuracy visualisation are depicted in

Figure 9.11.

https://github.com/klepo/libmultifragmentregister
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Table 9.3: Summary on cadaveric bones used for the evaluation.

Bone Fracture type Bone length (cm) Laterality

Femur 1 Oblique 47.5 Sinister

Femur 2 Transversal 47 Sinister

Tibia Transversal 36 Dexter

Figure 9.8: Transverse diaphyseal fractures of cadaveric bones (left and middle). Degraded

greater trochanter of the second femur (right).

Figure 9.9: Marking the bone fragments with tantalum (left) beads and packing into the

foil sleeve (right).
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Figure 9.10: Captured radiographs of the cadaveric bones used for the evaluation. The

corresponding reconstructed models are shown in Figure 9.11.

Figure 9.11: Reconstructed models of cadaveric bones femur 1, femur 2 and tibia. The re-

constructed bones (blue) aligned to the ground-truth models obtained from

computed tomography images (red). Differences in the shape are visualised

using heatmaps. The maximal differences, highlighted with red color, were

9.69, 8.83 and 6.24 mm respectively. The degraded trochanteric parts of the

second femoral bone were discarded from the reconstruction.





Part III

S U M M A RY

This part contains further discussions and concludes the thesis.
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The main scientific contribution of the thesis was experimentally verified by de-

signing a method for the reconstruction of intact bone models from radiographs

of individual fragments, which overcomes the capabilities of the state-of-the-art

reconstruction methods. Individual proposed steps were described and evaluated

in the papers included above.

10.1 revision of non-overlapping area registration

The proposed intensity-based non-overlapping area approach [KNM+
18], formu-

lated as a nonlinear least squares problem and optimised using a Levenberg-

Marquardt solver, clearly outperforms the original contour-based solution [124],

reaching similar accuracy as the state-of-the-art methods [54, 90] used in the field

of the model-based radiostereometric analysis. On the other hand, in contrast with

the feature-based methods, the revision does not require decimation of high poly

models [56, 102], offers straightforward hardware acceleration and simple interpre-

tation of the optimized objective function. The key factors influencing the registra-

tion accuracy are the ability to handle the drop-outs, the pixel-wise minimization

of the uncommon area, and the coarse-to-fine strategy of the Jacobian matrix ap-

proximation.

The effect of the coarse-to-fine approximation strategy is visible between the

preliminary results in Appendix A and the final study, presented in Chapter 5.

Although slightly affected also by the different shape of the femoral stem and the

radial plate, the involvement of the coarse-to-fine strategy [KNM+
18] brought an

order of magnitude improvement of the accuracy in contrast with the preliminary

results [KCK+
17]. Studies involving state-of-the-art methods usually use several

subsequent combinations of the similarity metric and the optimization approach,

while the coarse-to-fine strategy allows reaching the fine accuracy only by gradu-

ally increasing the resolution of the numerical approximation.

The effect of the pixel-wise optimization was experimentally verified in terms

of patient-specific bone model reconstruction. The non-overlapping area, referred

to as Black&White Pixel-Differences, was compared with Black&White Sum of Squared

Differences method, which is a modification using a scalar-valued objective function.

The pixel-wise formulation clearly outperformed the scalar-valued modification

103
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in terms of the registration accuracy. The evaluation revealed the pixel-wise non-

overlapping area takes into account local features differences, while the scalar-

valued approach minimizes only a global similarity.

Results presented in Section 5.4.1 reveal a relatively high capture range of the

method, however, the resulting accuracy is correlated with a proximity of the ini-

tial estimation to the ground-truth pose, which is usual for optimization based

registration. The non-overlapping area is in contrast with other approaches easily

interpretable, thus the resulting value of the optimized objective function may be

used for an estimation of the reconstruction accuracy. As based on least squares

formulation, the method is usable even without segmentation of the input radio-

graphs in the case of highly radiopaque objects. However, with the non-segmented

X-ray images, the objective function loses its uncommon area interpretation and

the accuracy slightly decreases, while still reaching reliable values. The method

is also quite robust, as within the scope of the performed experiments the opti-

mization never failed when given a reasonable initial pose guess. To lower the

resources consumption during the optimization, it is possible to crop the input

X-ray images. However, it is necessary to preserve certain margins to keep space

for the non-overlapping areas, taking into account the initial pose estimates.

10.2 reconstruction of models of uninjured bones

The intensity-based non-overlapping area approach is suitable for the reconstruc-

tion of patient-specific 3D anatomy models [KKŠZ16a]. In contrast with feature-

based methods, the non-overlapping area is computationally straightforward, as

it does not require feature matching between the detected contour and the model

silhouette or surface. The method also does not require a complete contour of the

bone, as it supports drop-outs, which may be caused by occlusions, limited field

of view, or pathologies However, the non-overlapping area is not capable of recon-

structing the internal bone structures, such as spongy and compact tissues, which

may also contribute to the preoperative planning, indicating the minimal required

length of the bone screws for instance. Moreover, the density-based registration

may be advantageous for usage with non-segmented radiographs, reducing the

amount of user interaction during the process, although the user must still prepro-

cess the input radiographs by providing the model initial pose estimation, which

must be generally close to the ground-truth solution in such cases. On the other

hand, the involvement of density information does not improve the accuracy of

the reconstructed surface, when the segmentation is available, as shown in Sec-

tion 6.4.1. The higher accuracy of the non-overlapping area approach is given by

its sensitivity to local features, achieved by a pixel-wise resolution of the residual
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vector and the corresponding Jacobian matrix. The experimental evaluations also

reveal the Levenberg-Marquardt solver is for its high rate of convergence effective

optimizer in terms of reconstruction speed.

In contrast with other studies [11, 133], the optimization does not include a

regularizer term increasing the probability of the shape model instance, reached

by favoriting shapes close to the mean. The penalizer term, formulated as
∑

i s
2
i ,

where si are shape modes of the involved atlas, is of importance for the model

regression on a sparse feature set, for instance consisting of raw edges detected in

radiographs, as proposed by [11]. The purpose of fitting the model to the edges is

to avoid the manual assistance required during the contour detection, allowing the

method to be used automatically, in case of [11, 12, 13] for fluoroscopic sequence

analysis focusing on joint kinematics observation. On the other hand, evaluations

suggest the contour or segmentation provides sufficiently dense information for

accurate reconstruction itself, therefore the regularizer term is not necessary. More-

over, experiments involving a sufficiently large data set reveal the penalizer tends

to shrink the shape variability to the average, negatively affecting the reconstruc-

tion accuracy.

10.2.1 Comparison of Levenberg-Marquardt Solver with Evolution Strategies

The evaluation of registration methods using different optimizers reveal the

Levenberg-Marquardt optimisation outperforms the Covariance Matrix Adapta-

tion and Covariance Matrix Self Adaptation Evolution Strategies in terms of the

registration speed, although the stochastic methods do not require computation-

ally demanding numeric approximation of the Jacobian matrix. The computation

of the Jacobian matrix is compensated by the high rate of convergence of the

Levenberg-Marquardt method, leading to its higher effectivity in comparison with

the evolution strategies.

10.2.2 Lossy Compression of Statistical Shape and Intensity Models

The evaluations also revealed that the density information involved in the statisti-

cal shape and intensity models may be effectively compressed with only a slight

effect on the reconstruction accuracy.

10.3 reconstruction of fractured long bones

The proposed method for a 2D-3D reconstruction with simultaneous reduction

of injured long bones, suffering dislocated diaphyseal fractures, was experimen-
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tally verified using virtual X-ray images and real radiographs of cadaveric bones.

The evaluations clearly show the reconstruction of fractured bones is feasible

and sufficiently accurate for purposes of digital 3D templating. The presented ap-

proach was built into an experimental preoperative planning application, focused

on patient-specific identification of the best-fitting fixation material, with a focus

on intramedullary nails and bone plates. In contrast with similar existing preoper-

ative planning systems, the presented application is focused on osteosynthesis of

fractured bones, instead of joint arthroplasties.

The main challenge related to fracture reduction is a correct estimation of the

bone length. As the length is independent of the morphology of proximal or distal

fragments, the estimation is based on the idea that every piece of the statistical

shape model must belong to exactly one of the fragments. The idea is implemented

in the form of a regularizer term, which penalizes vertices of the model assigned

to none or both fragments at the same time. Thus, the penalizer performs splitting

of the statistical shape model into the individual fragments, ensuring accurate

estimation of the bone model length. Beyond the non-overlapping area approach,

the length regularization is feasible also within the density-based method.

As the first shape mode of the long bones statistical models describe mainly

the bone length, it is also possible to initiate the model to a certain length, previ-

ously measured in the radiographs. However, since the first mode has an essential,

but not exclusive influence on the length, the optimization approach provides sig-

nificantly better results. Also using the externally provided length estimate for a

shape model initialization has limited benefits, as the length is optimized within

the first iterations of the optimization and most of the time is spent for tuning

the fine details and local features. In conclusion, the optimisation-based length

recovery provides the most accurate estimation and does not require any special

initialization of the statistical shape model.
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The thesis presented novel model-based registration methods for the analysis

of conventional radiographs in terms of preoperative planning and roentgen

stereophotogrammetry.

The main research question of the thesis was focused on the verification if it is

possible to reconstruct a three-dimensional model of a complete and intact bone

only from radiographs capturing its proximal and distal fragments. The verifica-

tion was performed by designing a novel method, based on automatic splitting of

the statistical shape model into the individual fragments, leading to an accurate

estimation of the bone length. The evaluations including virtual and cadaveric in-

juries revealed the resulting reconstruction accuracy is sufficient for involvement

in preoperative planning with a focus on 3D digital templating. Designing the re-

construction pipeline required additional contributions, including revision of the

non-overlapping area registration approach leading to significant improvements

of its accuracy, comparison with a density-based registration revealing the higher

accuracy of the non-overlapping area approach, and selection of effective optimi-

sation method.

The method designed for reconstruction of fractured bones was included in the

experimental part of the preoperative planning application called TraumaTech, in-

tended for clinical evaluations. The application is focused on the digital 3D tem-

plating for the identification of the best-fitting fixation material for the treatment of

the femoral, tibial, radial, and humeral fractures. The proposed method allows per-

forming the templating without the necessity of previous computed tomography

examination. Further descriptions of the application are available at the TraumaT-

ech product website1 and in the Youtube video2. The appearance models involved

in the application for the patient-specific anatomy reconstruction are summarized

in Supplement G.

Main possibilities for further development aim at reducing the amount of user

assistance required during the registration process by using emerging deep learn-

ing methods. A straightforward solution to partially automatize the registration

process is to perform the X-ray image segmentation using approaches based on

convolutional neural networks [21, 107]. Another way is to exploit directly a

1 https://www.tescan3dim.com/solutions/medical-software/digital-orthopaedics

2 https://youtu.be/GJvV7M2ksvQ
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learning-based registration method instead of the conventional optimization-based

approach [69, 79, 120, 70, 78]. Current learning-based studies present mostly rigid

2D-3D registration methods focused on fitting computed tomography volumes or

virtual models of instruments into fluoroscopic sequences for usage within the

fields of computer-assisted procedures or navigation. In addition to the real-time

performance, the learning-based approaches also offer a high degree of automati-

zation, omitting the dependency on the initial pose estimation and its influence on

the resulting accuracy. Thus, a formulation of a non-rigid learning-based method

for shape-constrained atlas 2D-3D registration would be of great impact. In an

ideal case, the whole system should work without the dependency on any calibra-

tion marker to be able to analyze a usual clinically available radiographs, perform

in real-time, and with minimal contributions provided by the clinician.



Part IV

A P P E N D I X

This part consists of conference abstracts presenting the preliminary re-

sults of tge papers included above. The short paper [KCK+
17] presents

an evaluation of intensity-based non-overlapping area using a radial

bone plate. In contrast with [KNM+
18], the evaluation was performed

without the coarse-to-fine strategy of the Jacobian matrix numerical

approximation, thus reaching significantly lower accuracy. Abstract

[KKŠZ15] is focused on the density-based registration pipeline con-

struction and acceleration using graphics hardware. Extended abstract

[KKŠZ16b] is focused on a fracture reduction using a statistical shape

and intensity model, evaluated on a synthetic data set.
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abstract

Model-based radiostereometric analysis (MBRSA) methods exploit, in most cases,

feature-based 2D/3D registration. In this paper we focus on a feasibilty of the

intensity-based 2D/3D registration approach applied in MBRSA. To evaluate the

feasibility, we created a data set containing stereo pairs of both synthetic and real

radiographic images of a metallic radius bone implant. Evaluation, we performed

and present, reveals sufficient accuracy of the intensity-based registration pipeline

and its robustness to image artifacts. The results obtained using synthetic radio-

graphs show comparable accuracy with the feature-based non-overlapping area

(NOA) approach. The registration process using real X-Ray images did not require

preprocessing of the input radiographs neither was significantly affected by the

presence of the metallic bone screws. This study presents an introductory part of

an ongoing research.
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Abstract

Model-based radiostereometric analysis (MBRSA) methods exploit, in most cases, feature-based 2D/3D registration. In this paper
we focus on a feasibilty of the intensity-based 2D/3D registration approach applied in MBRSA. To evaluate the feasibility, we
created a data set containing stereo pairs of both synthetic and real radiographic images of a metallic radius bone implant. Evalua-
tion, we performed and present, reveals sufficient accuracy of the intensity-based registration pipeline and its robustness to image
artifacts. The results obtained using synthetic radiographs show comparable accuracy with the feature-based non-overlapping area
(NOA) approach. The registration process using real X-Ray images did not require preprocessing of the input radiographs neither
was significantly affected by the presence of the metallic bone screws. This study presents an introductory part of an ongoing
research.

Keywords: Radiostereometric analysis, Implant migration, 2D/3D registration, Levenberg-Marquardt optimization

1. Introduction and Related Work

Radiostereometric Analysis (RSA), proposed by Selvik [1],
is a method for monitoring the fixation of an implant within
a bone [2]. The analysis allows an identification of a micro-
motion between the implant and the bone. The RSA method
is indicated especially in cases of total joint replacement, such
as total knee (TKA) or total hip (THA) arthroplasty [3, 4, 5].
The method is based on pairs of stereo radiographs. The tra-
ditional approach exploits tantalum markers injected into the
bone together with markers attached to the implant. The tanta-
lum markers are shown in Figure 1. Markers positions in the 3D
space are obtained by triangulation from the radiographic stereo
pair. The patient commonly undergoes several following-up ex-
aminations during the two years after the intervention [6]. The
implant migration is revealed when the relative pose between
the bone markers and the implant markers differs among the
examinations.

However, several issues exist related with attaching mark-
ers to the implant. The markers attached to the implant may be
occluded in the radiographs by the implant itself, the marked
implants are significantly more expensive, and moreover, the
implants may be weakened by the markers [2]. These issues
are addressed by the model-based radiostereometric analysis
(MBRSA), proposed first by Valstar [7]. The method is based
on a 2D/3D registration of a virtual implant model into the ra-
diographic stereo pair instead of marking the implant, while the
bone markers remain involved.

∗Corresponding author. Tel.: +420 54114-1402
Email address: iklima@fit.vutbr.cz (Ondrej Klima)

Figure 1: A tantalum bead of 0.8 mm in diameter glued to a dry cadaveric bone
(left). A packing of two hundred tantalum markers (right).

Most of the model-based RSA methods depend on feature-
based registration, exploiting the edges detected in the radio-
graphs [7, 2, 4]. We have recently proposed an intensity-based
method for the 2D/3D registration of a bone atlas into the X-
Ray images [8]. The main goal of this preliminary study is to
verify that the intensity-based registration is feasible in terms
of the model-based radiostereometric analysis using the previ-
ously proposed approach.

2. Intensity-based Registration Method

The aim of the registration is to recover an accurate pose
of the implant model within the 3D space of the stereo radio-
graphic pair. A rough initial pose estimate provided by a user is
required. The proposed method is designed for binary images.

The registration is performed as an iterative optimization.
Digitally reconstructed radiographs (DRR) are rendered from
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the implant model in current pose in each iteration. A similarity
between the DRR images and the radiographs is evaluated using
the mean square error (MSE) measure. The rotation and trans-
lation of the model are consequently adjusted to minimize the
differences between the real and the virtual radiographs. The
resulting pose of the implant model is obtained when the dis-
similarities are minimal.

The registration is formulated as a non-linear least squares
(NLS) problem:

p∗ = arg min
p

1
N

F(p)T F(p) (1)

where p = (R,T ) is a pose vector formed by the rotation and
translation of the implant model, N is a count of pixels con-
tained in the radiographs and F(p) is a vector of residuals be-
tween the original X-Ray and DRR images:

F(p) =

(
vec(DRRAP (x) − XRayAP )
vec(DRRLAT (x) − XRayLAT )

)
(2)

where |F(p)| = N. The optimization is solved using the Le-
venberg-Marquardt algorithm [9], which is a highly effective
method in terms of 2D/3D registration [10]. The accuracy of
the method strongly benefits from the optimization on a pixel
level [8]. The optimization can be interpreted as a minimization
of a non-overlapping area (NOA) between the real and virtual
radiographs, similarly to the approach proposed by Valstar [7].

3. Experimental Results and Discussion

3.1. Synthetic Radiographs

The accuracy of the intensity-based method was evaluated
using synthetic radiographs. The radiographs were generated as
binary images from a polygonal model of a radius bone implant
consisting of 71, 689 vertices and 143, 762 faces. The virtual
X-Ray images were of size 849 × 206 and 873 × 277 pixels
respectively with horizontal and vertical pixel spacing equal
to 0.143 mm. Consequently, the vector of residuals F(p) was
formed by 416, 715 elements. The registration was repeated
10 times, initialized with various randomly generated pose esti-
mates. The differences between the initial and the ground-truth
poses were limited to ±9 mm in translation and ±9 ° in rotation.
The registration took 55 iterations on average.

Table 1: Distributions of translational errors (n = 10).
Tx [mm] Ty [mm] Tz [mm]

Mean 0.033 -0.010 -0.068
Std. Dev. 0.139 0.013 0.106

Table 2: Distributions of rotational errors (n = 10).
Rx [°] Ry [°] Rz [°]

Mean -0.107 -0.406 -0.009
Std. Dev. 0.133 0.566 0.231

Figure 2: Illustration of the experimental setup placed in the X-Ray machine
(left). The actual calibrated radiographs capturing the bone model with attached
implant (right). In front of the radiographs there is a virtual model of the im-
plant, highlighted by a blue color.

The results are shown in Table 1 and Table 2 as translational
and rotational error distributions with respect to individual axis.
The highest rotational and the lowest translational errors oc-
curred in case of the y axis, which corresponds to the longitu-
dinal axis of the implant model. This is an expected result as
the virtual X-Ray images were taken approximately in xy and
yz planes in the space of the implant model.

Table 3 shows comparison between the intensity-based regis-
tration pipeline and the feature-based NOA approach. The in-
tensity-based method has slightly larger rotational error, but on
the other hand is more accurate in translation. However, this
comparison is rather tentative according to a different nature of
evaluation data sets and a different kind of involved implants.
The radius bone implant is not significantly asymmetric in com-
parison with implants dedicated for THA and TKA interven-
tions.

Table 3: The largest standard deviations for translation and rotation.
T [mm] R [°]

NOA (Valstar [7]) 0.221 0.524
Proposed approach 0.139 0.566

3.2. Real Radiographs
An illustration of the experimental setup is shown in Fig-

ure 2 left. The radiographs were taken using the X-Ray cas-
settes of size 35 × 43 cm and calibrated using a custom made
biplanar RSA cage. The captured object is placed on the Sty-
rofoam inside the Plexiglas calibration cage. For the real-world
evaluation of the method we used a plastic model of a frac-
tured radius bone with a metallic bone plate. The bone plate
was attached to the plastic model using metalic screws. Radio-
graphs of the model were taken serially from anterior-posterior
and lateral views and calibrated using the DLT approach [11].
The actual radiographs are shown in Figure 2 right.

A rough initial pose of the implant model in the 3D space
was set interactively. The initial pose is shown in detail in Fig-

2
Spring Conference on Computer Graphics 2017 32



Figure 3: Initial pose of the implant provided by the user (top). The resulting
pose recovered by the proposed 2D/3D registration method (bottom).

ure 3 in the top row. The original radiographs are visualized
by a red color and overlayed by green shaded DRR images ren-
dered from the implant model. The overlapping area is empha-
sized by a yellow color.

Although the method is dedicated for binary images, the
original radiographs were used for the registration instead. This
was possible due to high contrast between the metallic bone
plate and the surroundings. The registration process took 72
iterations, the final result of the registration is shown in Figure
3 in the bottom row. It can be seen that the registration did
not fail due to lower contrast surroundings, nor due to the high
contrast bone screws which are not a part of the implant model.

4. Conclusion

We have verified that the intensity-based 2D/3D registration
is clearly feasible in terms of model-based radiostereometric
analysis. Moreover, the radiographs are suitable for the regis-
tration without further processing. The quantitative evaluation
based on synthetic X-Ray images revealed that the intensity-
based method and the feature-based non-overlapping area ap-
proach have tentatively comparable accuracy. The currently on-
going work is focused on the real-world accuracy evaluation us-
ing the implants dedicated for the THA and TKA interventions.
The registration pipeline is publicly available at http://www.fit.-
vutbr.cz/~iklima/prods.php?id=458 and http://www .fit.vutbr.cz/

~iklima /prods.php?id=505.
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Purpose
Radiographic examinations play an essential role during treatment

of traumatized long bones. In case the treatment requires a surgical

intervention, a preoperative planning with the aim of the identifi-

cation of an ideal bone fragments reposition and the best fitting

bone plate is commonly involved. Such planning is usually based

on 3D models segmented from computed tomography (CT) images

of the anatomy of interest. However, the CT examination exposes

the patient to higher doses of ionizing radiation and adds more

time and costs in comparison to the plain radiographic imaging.

Therefore, the possibilities of the preoperative planning based only

on plain radiographic images have been investigated in recent

years. Reconstruction of the 3D bone shape from the small number

of 2D X-ray images is a crucial moment of such planning

approach. Most of the reconstruction methods proposed so far

focus only on the 2D–3D reconstruction of a single part of the

bone and only very few works deal with a 2D–3D reconstruction

of the fractured bone [1].

The main goal of this work is a 2D–3D reconstruction with a

simultaneous 3D reduction of the fractured bone. The proposed

method focuses on the displaced oblique fractures of a femoral shaft.

The main contribution of the method is an accurate 3D bone recon-

struction and reduction without a prior knowledge of the ground-truth

length of the bone. It is assumed that for each bone fragment, X-ray

images taken from anterior-posterior and lateral views are available

and the relative poses of the radiographs are known. Without loss of

generality it is also assumed that each radiograph captures exactly one

fully visible fragment of the injured bone.

Methods
The proposed method consists of two parts. The first part performs the

shape reconstruction and works as an intensity-based deformable 2D–

3D registration. It fits a single shape prior of a complete and uninjured

femoral bone into the radiographs capturing the individual bone

fragments. As a shape prior, the statistical shape and intensity model

(SSIM) [2] created from 22 CT images is involved. Beyond the shape

variations, the SSIM describes the bone densities using higher-degree

Bernstein polynomials, allowing the rendering of digitally
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reconstructed radiographs (DRRs) [3]. We formulate the registration

as a non-linear least squares problem solved using the iterative

Levenberg–Marquardt algorithm [4], which is the well-established

optimization method with the high rate of convergence. In the each

iteration, the DRRs are rendered from the SSIM, the similarity

between the DRRs and the original X-ray images is evaluated using

the normalized mutual information (NMI) measure and the poses and

the shape parameters of the SSIM are adjusted for the next iteration.

The registration is finished when the differences between the original

X-ray and DRR images are minimal; the reconstructed 3D model of

the patient’s femur is represented by the specific instance of the shape

prior.

The second part of the proposed method simultaneously performs

the 3D bone reduction. As it might be expected, the shape of femoral

bones varies mainly in the length, which is independent on other

morphometric features of the bone. Therefore, it is not possible to

estimate the bone length only by the deformable 2D–3D registration

itself. With respect to the assumptions stated above, the key obser-

vation is that each vertex of the shape model must belong to exactly

one fragment of the bone. Consequently, each vertex must be ren-

dered only in the radiographs depicting the related fragment. As the

least squares formulation of the problem allows involvement of

multiple metrics, the registration is extended to maximize the count of

the SSIM vertices that are assigned to exactly one fragment and

rendered in all its DRRs. The maximization ensures the correct

estimation of the bone length and the accurate bone reduction.

Results
The method has been evaluated on a data set created from CT images

of 8 people. 12 virtual cases of femoral shaft fractures have been

created from each individual, resulting in 96 cases in total. Each case

consists of two pairs of the orthogonal virtual X-ray images ray-

casted from a segmented CT image. For every case, a tested bone was

split approximately in the middle of its shaft. A typical test case is

illustrated in Fig. 1, the corresponding reconstructed 3D model is

depicted in Fig. 2.

Fig. 1 The sample test case. Two pairs of orthogonal radiographs

capturing the proximal (left) and the distal (right) part of the virtually

fractured femoral bone

Fig. 2 A polygonal model reconstructed from the sample case. The

heat map visualizes the differences from the ground-truth model,

mean error was 1.53 mm

The initial estimates of the SSIM pose were generated ran-

domly. The bones used for the evaluation were not included in the

training set of the SSIM. First, as a baseline solution, only the 2D–

3D registration itself was performed for the test cases. Then the

evaluation of the proposed method, including the 3D bone reduc-

tion, was performed. The reconstructed 3D models and the ground-

truth models segmented from CT images were compared using the

symmetric Hausdorff distance [5]. The results are shown in

Table 1.

Table 1 The average accuracy of the proposed method is sufficient

for the purposes of the preoperative planning, while the results of the

baseline solution are significantly inaccurate

Mean distance

[mm]

RMS Maximal distance

[mm]

Proposed

method

1.38 1.74 7.26

Baseline 2.52 3.41 11.90

Conclusion
We proposed a novel method for the 2D–3D reconstruction of frac-

tured long bones with accuracy sufficient for the application in the

preoperative planning. The results clearly confirm that the 2D–3D

reconstruction of a fractured long bone must be performed simulta-

neously with the 3D bone reduction, as the plain deformable

registration fails for not being capable of recovering the bone length.

With respect to the promising results reached on the synthetic eval-

uation data set, the ongoing work will focus on the real world cases

evaluation. The proposed method is suitable for straight paralleliza-

tion and consequent acceleration using graphics hardware (GPU),

which makes it applicable within the clinical preoperative planning

software.
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GP-GPU ACCELERATED INTENSITY-BASED 2D/3D REGISTRATION PIPELINE
Ondrej Klima1?, Petr Kleparnik1, Michal Spanel2, Pavel Zemcik1,
1Brno University of Technology, CZECH REPUBLIC. 23Dim Laboratory, Brno, CZECH REPUBLIC.

Background: The possibilities of computer-aided pre-
operative planning based on plain X-ray images have
recently been brought into focus in orthopaedic surgery.
One of the main tasks in orthopeadic surgery is the
identification of the best shaped bone implant or bone
replacement for a specific patient. The essential mo-
ment of the planning process is the construction of
3D patient-speficic bone model from a set of X-ray im-
ages. The construction is performed using a deformable
2D/3D registration where a statistical shape model is
being fitted into a set of calibrated X-ray images. The
deformable registration is a time-consuming process, es-
pecially in case of intensity-based registration methods.
On the other hand, beyond the shape reconstruction,
intensity based methods allow modeling bone densities
which can be further exploited for FEM simulations.

Aims: In order to speed-up the preoperative planning
process, we are working on a pipeline for intensity-
based 2D/3D registration fully accelereted using graph-
ics hardware (GP-GPU).

Methods: We have created a statistical shape and in-
tensity model [1], based on a set of CT images of femoral
bones and corresponding segmentations. The bone
model is represented as a tetrahedral mesh (see Figure
1 left); the bone density is described in each tetrahedron
using Bernstein polynomials of a certain degree. Using
this representation it is possible to model anatomical
structures such as a compact and spongy bone that are
observable in X-ray images of femora. The CT data sets
were obtained from anonymized clinical cases and from
Virtual Skeleton Database. Registration of CT images
was performed using the Elastix software.

Before the registration is performed, the input X-ray
images of patient’s femurmust be calibrated and roughly
segmented by the user. Once a rough position of the
shape model is initialized interactively by the user, the
registration is performed as an optimization of parame-
ters and position of constructed shape model. In each
iteration of the optimization, digitally reconstructed ra-
diographs are rendered from the SSIM. Rendering is
performed according to [2] in graphics hardware, using
low-level GLSL implementation. The similarity between
rendered DRRs and original X-ray images is evaluated
using the mutual information metric. Consequently,

the SSIM position and parameters are adjusted for the
next iteration. The patient-specific model is found when
the differences between original X-ray images and DRRs
are minimized.
For evaluation of the registration pipeline, two data

sets have been created. The first data set contains vir-
tual X-rays rendered from CT images with and without
tissues surrounding femoral bones. The second data set
comprises from the real X-ray images of a leg phantom.

Results: Figure 1 middle shows DRRs rendered from
instaces of the constructed SSIM. The instances were
created by varying the first principal components of the
shape and intensity models.
Rendering of DRRs from a bone model consisting of

65 thousand vertices and 104 thousand tetrahedra with
density described by Bernsterin polynomials of the 3rd

degree is performed with framerate 87 FPS on average
on NVIDIA GeForce GTX460 graphics card.
Figure 1 right contains a bone model reconstructed

from two calibrated virtual X-ray images. The mean Eu-
clidean distance between the reconstructed and ground-
truth bone model surfaces was 0.69mm, the maximum
distance between surfaces was 2.86mm.

Conclusions: We have proposed a framework for the
accelerated multiview intensity-based 2D/3D registra-
tion. The whole registration is performed in graphics
hardware (GP-GPU), benefiting from the computation lo-
cality and parallel implementations of chosen methods.
Certain parts of the pipeline implementation will be
released as open-source software. Following work will
be focused on the extensive evaluation of the pipeline.

Acknowledgments: The authors thank the University
Hospital in Ostrava for providing CT images of femoral
bones. This work is supported by the Technology Agency
of the Czech Republic (TA CR, Project Id: TA04011606).
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Figure 1: (left) A cross-section of the tetrahedral model of proximal femur. (center) Digitally reconstructed radiographs rendered
from instances of the shape and intensity model. The value of the first principal components of the left and right bone
corresponds to 2σ and −2σ respectively. (right) A bone model reconstructed from two calibrated virtual X-ray images.
The reconstruction accuracy is visualised using a heat map.



Part V

S U P P L E M E N TA RY M AT E R I A L S

The following part describes technical details on calibration box, mark-

ers, Plexiglass phantom, and statistical shape and intensity models in-

volved in the studies. The technical drawings were kindly digitized and

rendered by Adéla Hýlová, and the bone implants were generously

scanned and visualized by Aleš Mizera and Pavel Stoklásek.





D
B I P L A N A R C A L I B R AT I O N B O X

As the costs of commercially available calibration boxes range from €2,434 to

€13,500, a custom biplanar cage was constructed using an extruded Plexiglass and

tantalum beads from X-medics Scandinavia1 provider for involvement in studies

[KNM+
18, KMŠ+

18]. Figures D.1 and D.2 present technical drawings of the box,

Figure D.3 shows its visualisation. Table D.1 contains coordinates of individual

beads within the box.

Figure D.1: Dimensions of the fiducial planes.

Figure D.2: Dimensions of the control planes.

1 https://x-medics.com/
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124 biplanar calibration box

Figure D.3: Visualisation of the constructed calibration box.

Table D.1: Poses of tantalum beads within the calibration box.

Anterior-posterior view Lateral view

Control plane Fiducial plane Control plane Fiducial plane

x y z x y z x y z x y z

1 -90 120 0 -60 80 233 - 116.5 120 206.5 116.5 80 176.5

2 0 120 0 0 80 233 -116.5 120 116.5 116.5 80 116.5

3 90 120 0 60 80 233 -116.5 120 26.5 116.5 80 56.5

4 -90 0 0 -60 0 233 -116.5 0 206.5 116.5 0 176.5

5 0 0 0 0 0 233 -116.5 0 116.5 116.5 0 116.5

6 90 0 0 60 0 233 -116.5 0 26.5 116.5 0 56.5

7 -90 -120 0 -60 -80 233 -116.5 -120 206.5 116.5 -80 176.5

8 0 -120 0 0 -80 233 -116.5 -120 116.5 116.5 -80 116.5

9 90 -120 0 60 -80 233 -116.5 -120 26.5 116.5 -80 56.5



E
P R O S T H E S I S P H A N T O M A S S E M B LY

The recover a ground-truth pose of the femoral stem [KNM+
18], the implant was

attached to a custom made Plexiglass phantom equipped with tantalum beads

at known positions. Technical drawings of the phantom are shown in Figure E.1,

visualisation of the phantom is illustrated in Figure E.2. Figure E.3 describes the

attachement of the stem to the phantom box.

Figure E.1: Technical drawings describing dimensions of the phantom and placement of

the tantalum beads.
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126 prosthesis phantom assembly

Figure E.2: Visualisations of the Plexiglass phantom.

Figure E.3: Attachement of the femoral stem to the Plexiglass phantom.



F
P R E O P E R AT I V E P L A N N I N G C A L I B R AT I O N M A R K E R S

For the calibration of radiographs in real user scenarios, experimental markers

shown in Figure F.1 were constructed by Tescan 3DIM1company. Usage of the

markers and corresponding radiographs, involved in [KKŠZ16a], are illustrated in

Figures F.3 and F.2.

Figure F.1: Experimental calibration markers constructed by Tescan 3Dim company.

Figure F.2: Radiographs captured using L-shaped calibration marker shown in Fig-

ure F.1 (left).

1 https://www.tescan3dim.com/
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128 preoperative planning calibration markers

Figure F.3: Capturing anterior-posterior and lateral radiographs of the dummy with cali-

bration marker shown in Figure F.1 (right) firmly attached to the limb vacuum

splint.



G
S TAT I S T I C A L S H A P E A N D I N T E N S I T Y M O D E L S

Within the scope of the thesis and the preoperative planning application, four sta-

tistical shape and intensity models [132] were constructed following a procedure

described in [KKŠZ16a]. The computed tomography images used for shape mod-

els construction were provided by University Hospital in Ostrava. The reference

tetrahedral models were created using Delaunay triangulation [109] from polygo-

nal models with 10,000 faces.

g.1 lower limbs

Statistical shape models of femur and tibia are shown in Figures G.1 and G.2,

details of the models are presented in Table G.1.

b1 = ±2σ b2 = ±2σ

Figure G.1: Statistical shape model of tibia. The instances were generated by setting the

first (left) and the second (right) parameter to ±2σ. The rest of the shape modes

were set to zero.

b1 = ±2σ b2 = ±2σ

Figure G.2: Statistical shape model of femur.
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130 statistical shape and intensity models

Table G.1: Characteristics of involved statistical shape models of lower limbs.

Statistical shape model Size of

training set

Modes of

variation

Tetrahedral

vertices

Tetrahedra

Femur 43 bones 41 20,843 93,480

Tibia 42 bones 40 22,003 106,436

g.2 upper limbs

Figures G.3 and G.4 show constructed shape and intensity models of femur and

tibia. Further characteristics of the models are described in Table G.2.

b1 = ±2σ b2 = ±2σ

Figure G.3: Statistical shape model of humerus.

b1 = ±2σ b2 = ±2σ

Figure G.4: Statistical shape model of radius.

Table G.2: Characteristics of statistical shape models of upper limbs.

Statistical shape model Size of

training set

Modes of

variation

Tetrahedral

vertices

Tetrahedra

Humerus 30 bones 28 20,003 106,436

Radius 21 bones 40 21,253 101,800
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