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Abstract
The goal of the thesis is to present methods for acceleration of shadows and lighting. The
main focus of the thesis is an acceleration of per-sample precise shadows using shadow vol-
umes on different platforms. Other parts of this thesis also describe methods for increasing
the precision of shadow map based methods and lighting.

Abstrakt
Cílem této práce je prezentovat metody pro akceleraci výpočtů stínů a osvětlení. Práce se
zabývá akcelerací na vzorek přesných stínů pomocí stínových těles na různých platformách.
Obsahem práce je také zvýšení přesnosti stínových map a zvýšení přesnosti osvětlování
scény s mnoha světly.
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Chapter 1

Introduction

Lighting and shadows are important parts of our everyday life. They are not as obvious as
air or water, but without them our lives would be greatly different. They help us navigate in
our environment, help us understand the composition of the world and even create feelings.
Good lighting can create mood and atmosphere, while shadows can highlight important
objects. They are well understood in arts, movies and video games. Without them, our
lives would be much blander, see the Figure 1.1. The goal of this text is to present new
ideas of how to compute shadows that are precise and robust in every situation and lighting
algorithms.

Figure 1.1: The image shows photograph of Špilberk castle. Shadows and lighting are re-
moved on the right side leaving only textures and colors.
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Chapter 2

Basics of Lights and Shadows

The goal of this thesis is to present methods for acceleration of shadow computation and
lighting on different hardware platforms. This chapter describes overall properties of lights
and shadows and their importance in rendering of scenes.

2.1 Light Sources
Lights and light sources illuminate 3D scenes and create shadows. Shadows can only arise
in scenes with a light source. There are many types of light sources. Algorithms for shadow
computation are usually specialized for different kinds of lights. This short section describes
the most common light sources in virtual environments.

A light source can be small or large and can create soft or hard shadows, see Figure 2.1.

Figure 2.1: Point light sources create hard shadows, the left side. Large light sources (or
area lights) create soft shadows, the right side. The shadow border smoothness depends
on the light source size and the distance of the light and the shadow caster to the shadow
receiver. Soft shadows are usually more computationally expensive.

Formally, the light source can be described as a set L of points in 3D space that emit
light energy. If the set L contains infinite number of points, it is usually described as area
or volume light source. If the set contains only one point, it describes point light source.
If the point emits the light only to certain directions, the light is called spot light. If the
point is located in infinity, the light is called directional light. Types of point light sources
are visualized in Figure 2.2.

The most of this work is focused on omnidirectional point light sources.
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Figure 2.2: The left side of the image shows omnidirectional point light. The middle part
shows spot light source. The right side shows directional light source. All light types are able
to create hard shadows. Omnidirectional light sources are usually the most computationally
expensive point light sources.

2.2 Shadows
Shadows are an important part of 3D rendering. They improve depth perception and visual
quality, see Figure 2.3 and Figure 2.4.

Figure 2.3: The left side of the figure shows a scene with three spheres without shadows. All
spheres seem to be located at the same height above the ground. Also, spheres appear to
have the same radius. The right side of the figure shows the same scene but with shadows.
The shadows improved the depth perception and the ability of the viewer to recognize the
relation between objects in the scene. The red sphere is the largest, while the blue sphere
is the smallest. The red sphere is located much closer to the ground. The shading alone
cannot help the viewer as the scene is illuminated with directional light.

There are many ways of defining shadows. A mathematical way to define a shadow (as
presented in the Siggraph 2013 course Efficient Real-time Shadows by Eisemann [8]) can
be seen in Figure 2.5.
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Figure 2.4: The left side of the figure shows the Conference room without shadows. The
right side of the figure shows the same scene with shadows. The visualization quality is
improved.

lit
penumbra

umbra

Figure 2.5: This Figure is inspired by Figure 1.4 from the book Real-Time Shadows by
Eisemann [7]. The omnidirectional area light source L is a set of points that emits a light.
The surface point 𝑃 is considered shadowed if there is an occluding geometry between 𝑃
and L and not all rays from L reach the point 𝑃 . If none of rays from L reaches the point
𝑃 , the region is called umbra. If some rays from light L reaches the point 𝑃 , the region
is called penumbra. Penumbra regions or soft shadows can only arise in scenes lit by area
light sources or in scenes with transparent objects. Hard shadows arise in scenes lit by point
light sources.
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Following algorithms require the definition of shadow caster and receiver, see Figure 2.6.

A

B

C

Figure 2.6: Objects 𝐴 and 𝐶 are shadow casters. Object 𝐵 is shadow receiver. In reality, all
object are shadow casters and receivers. However, It is useful to distinguish between objects
that can receive shadows (shadows can be seen by camera on their surfaces) and shadow
casters that influence observed shadows. Shadow casters are sometimes called blockers or
occluders.

There are different kind of shadows. Hard shadows and soft shadows are just two cate-
gories.

2.3 Basic Shadow Algorithms
There is large spectrum of real-time shadow algorithms. A lot of algorithms is based on
core ideas of shadow mapping or shadow volumes. This section describes basis of shadow
mapping and shadow volumes and defines common terms.

Shadow algorithms require definitions of a scene, a view-sample, a shadow-sample and
a light source, see Figure 2.7.

2.3.1 Shadow Mapping

Shadow mapping is probably the most widespread shadow algorithm today. There are many
reasons. It is very fast algorithm with support in hardware. The performance is quite stable.
It is relatively easy to implement. It supports an arbitrary soup of triangles. It is commonly
used as a part of other algorithms. Shadow mapping and its variants are used by wast
majority of computer games today.

The main idea behind shadow mapping is to render a scene two times, see Figure 2.8.
Shadow mapping in its bare form suffers from wide variety of visual artifacts. A lot

of research is aimed at quality improvements, performance improvements and extensions
such as transparency, soft shadows and omnidirectional light sources. Shadow mapping is
described with more details in later sections.

2.3.2 Shadow Volumes

Next algorithm is Shadow volumes. The main idea is shown in Figure 2.9. The algorithm
produces per sample precise shadows. Shadow volumes are supported by hardware with
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view-sample

shadow-sample

light

camera

geometryview ray

Figure 2.7: A scene geometry is composed of triangles. A view-sample (red point) is the
closest intersection point of a view ray from camera with the scene geometry. A view-
sample is associated with a screen space pixel. There is usually one view-sample per pixel.
If multi-sampling is enabled, there can be multiple view-samples per pixel. Point light source
illuminates the scene. Some algorithms draw the scene from light point of view and create
shadow-samples (blue point).

stencil operations. Generally, shadow volumes are slower than shadow mapping. While
quality improvements is the main research topic for shadow mapping, most of the research
on shadow volumes is focused on performance. The algorithm is geometry based which can
cause some problems with complex geometry. Shadow volumes were widely used in gaming
industry but today are mostly replaced by shadow mapping due to its speed. Detailed
description of shadow volume algorithms is presented in following sections.

There are other shadow techniques like projected shadows and ray-tracing, but they are
out of scope of this text.
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shadow map

shadow-sample

camera

light

view-sample

Figure 2.8: The image shows shadow mapping algorithm. The first render pass rasterizes
a scene from light point of view. The rasterization creates shadow-samples that are stored
in a 2D texture called shadow map. Shadow map stores depth values for each shadow-
sample 𝑑𝑠. A shadow sample could be viewed as a small square facing light source, which
casts shadow into the scene. The second render pass rasterizes a scene from camera point
of view. Each view-sample is projected into the shadow map and the algorithm finds the
closest shadow-sample. If the shadow-sample depth 𝑑𝑠 is less than the view–sample depth
𝑑𝑣, the view–sample is shadowed.

view-sample

light

shadow volume

camera

triangle

Figure 2.9: The image shows shadow volume algorithm. The algorithm creates shadow vol-
ume geometry that encloses shadows. Shadow volumes are created using a scene geometry.
If a view-sample lies within any shadow volume, it is shadowed.
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2.3.3 Silhouette Algorithms

So far, all described shadow volume algorithms use per-triangle shadow volume geome-
try. This works well, but the performance of shadow volume algorithms is reduced, see
Figure 2.10.

Figure 2.10: The left side shows edges in Sponza scene and the right side shows silhouette
edges. The number of silhouette edges is much smaller which improves shadow volume
performance.

Shadow volume rasterization is commonly the slowest part. Per-triangle shadow volumes
contain unnecessary polygon which have to be rasterized, see Figure 2.11.

Figure 2.11: The figure shows two triangles and their corresponding shadow volumes. Red
polygons are identical, but they have different orientation. A ray from camera has to inter-
sect both or none. Therefore, the stencil value is decremented and incremented at the same
time leading to no change. Silhouette based algorithms remove such polygons and reduce
rasterization cost, see Figure 2.12.
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Figure 2.12: The image shows two triangles and the silhouette shadow volume. The red
edges are silhouettes and only these silhouette edges are used during sides construction.
By removing unnecessary edges, the shadow volume becomes simpler and the rasterization
cost is reduced.

The Shadow Volume algorithm, in its basic form, constructs shadow volume from every
triangle in a scene. Therefore, almost all of shadow volume sides are rasterized twice. Shared
edges produce same shadow volume sides multiple times. A shared edge among two triangles
produces two identical sides with same or opposite orientation, see Figure 2.13.

Figure 2.13: The top row shows two triangles that share an edge. The edge is a silhouette
edge, because shadow volume sides have the same orientation. The bottom row shows a
non-silhouette edge.

Non-silhouette edges can be skipped during rasterization. A silhouette edge should be
shared by two triangles, one front facing a light and the other back facing the light. If a model
is 2-manifold, watertight and oriented, this assumption is correct. The assumption breaks
if one of the conditions is not true. The research over the years incrementally extended the
silhouette extraction algorithms to more general cases. One of the first implementations
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in hardware was proposed by Brennan [5] and Brabec [4]. McGuire [15] implemented the
whole algorithm in vertex shader. Van Waveren in 2005 [26] extracted silhouettes using
SSE instructions on CPU for DOOM 3. Geometry shader based solution was proposed by
[25]. Many of the solutions requires 2-manifold models. Bergeron [3] focused on manifold
objects with boundary edge cases. Aldridge [2] further removed constraints and proposed
algorithm for non-manifold oriented meshes. Finally, Kim [11] presented algorithm for any
non-manifold object. Overview of silhouette algorithms is provided by Kolivand [13].

The most general algorithm by Kim Byungmoon in 2008 [11] is able to extract silhouettes
from arbitrary triangle models. The principle of the algorithm is visualized in Figure 2.14
and in Figure 2.16.

+3 -1
-1 -1 +1

-1 +2
+1 -2

-1

Figure 2.14: The image shows principle of Kim’s algorithm [11]. Points 𝐸0 - 𝐸10 represent
edges and black line segments represent triangles. The only non-silhouette edge is edge 𝐸7.
Red and blue dashed lines represent shadow volume sides. During rasterization, shadow
volume sides do not simply increment or decrement stencil value, but they add a value
called multiplicity 𝑚. The algorithm computes multiplicity value for every edge using light-
plane, see the Figure 2.15. Multiplicity value is in range [−𝑛, 𝑛], where 𝑛 is the number
of triangles connected to an edge. Multiplicity value is computed by examining every tri-
angle connected to an edge. If a triangle lies in front of edge’s light plane, multiplicity is
incremented. Multiplicity is decrement for triangles that are behind the light plane. Light
plane is constructed using edge vertices and light position. Multiplicity values of 𝐸0, 𝐸7,
𝐸8 and 𝐸9 are +3, 0, +1 and −2. If 𝑚 ̸= 0, the edge is silhouette. The algorithm requires
rasterization of shadow volume sides multiple times in order to modify stencil value by 𝑚.
Some hardware support incrementation and decrementation of stencil value by arbitrary
value.
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+

+

-

Figure 2.15: The image shows light-plane and multiplicity computation. The edge is shared
by 3 triangles, two are in front of the light-plane and one is behind. The multiplicity value
is +1.

+3
-1-1

-1

+1 -1 +1

+1

-1

-1

Figure 2.16: The image shows the idea of Kim’s algorithm. Three triangles share an edge
with multiplicity +3. A ray from camera colides with silhouette shadow volume and com-
putes stencil value, left side. This can be imagined as three separate triangles with per
triangle shadow volumes, right side.

While Kim’s algorithm supports arbitrary geometry, it still suffers from visual artifacts
if special care is not taken during GPU implementation. Visual artifacts arise when the
algorithm computes multiplicity. The multiplicity value has to be consistent among all three
triangle edges. The consistency ensures that shadow volume sides have proper orientation,
see Figure 2.17.

Eisemann et al. [7] suggested an algorithm which precomputes triangle planes and cre-
ates edge list. The edge list contains all edges with adjacent precomputed triangle planes.
Precomputed planes ensured correct multiplicity computation. Pečiva et al. [21] proposed
similar edge list structure. However, the solution does not require precomputed triangle
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Figure 2.17: The left column shows a scene with a single triangle shadow caster. The
middle column shows corresponding shadow volumes. Red polygons face the viewer while
blue polygons back face the viewer. The bottom part shows visual artifacts caused by
inconsistent multiplicity computation. The inconsistency is caused by different light plane
computation and floating-point arithmetic. The issue arises when the light source is close
to triangle plane. The right side shows side view of two light planes. Both planes are
computed using the same edge and light source, but due to floating-point precision and
order of operands, they are different.

planes. The edge list contains opposite vertices for each adjacent triangle. When the algo-
rithm detects inconsistency (by computing all possible cases), it discards the problematic
triangle. Milet et al. [16] presented algorithm that robustly computes multiplicity using
reference edge. The idea is to always compute multiplicity using the same reference edge.
Then the algorithm transforms the reference multiplicity to edge multiplicity. For Z-fail
algorithm, the multiplicity has to be computed even for near and far caps.
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Robust Silhouette Computation

The robust silhouette computation is essential for correct silhouette shadow volume ren-
dering. The algorithm proposed by Milet et al. [16] computes silhouettes in parallel using
Kim’s general method with concept of reference edge. The algorithm requires special data
structure for each model’s edge, see Figure 2.18.

...

...

...all edges:

vertices:

edge struct:

Figure 2.18: The right side shows a shared edge A, B with three adjacent triangles. The
edge with opposite vertices is stored in edge structure. The left side shows model vertices
𝑉𝑖 and the edge structure. The edge structure contains number of opposite vertices, indices
to edge vertices and opposite vertices. The edge structure can contain vertices directly, if
the indirection is not required. If the implementation requires fixed-sized edge structure,
edges with many adjacent triangles can be split into multiple instances.

The algorithm extracts silhouette edges in parallel. Each thread computes multiplicity
value using one edge structure, see Algorithm 1.

Algorithm 1: This algorithm draws silhouette shadow volume sides. The algo-
rithm processes every edge, computes multiplicities and draws correctly oriented
sides multiplicity times. The function computeMultiplicity robustly computes mul-
tiplicity value using reference edge, see Algorithm 2. The function drawSide is
visualized in Figure 2.19.

Data: edge structures - 𝑒𝑑𝑔𝑒𝑠, 𝑙𝑖𝑔ℎ𝑡
1 foreach edge in edges do // in parallel

2 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 = 0;
3 foreach 𝑂𝑖 in edge.oppositeVertices do
4 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 += computeMultiplicity(𝑒𝑑𝑔𝑒.𝐴, 𝑒𝑑𝑔𝑒.𝐵,𝑂𝑖, 𝑙𝑖𝑔ℎ𝑡);
5 𝑖 = 0;
6 while 𝑖 ≤ |𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦| do // draw side multiplicity times

7 if 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 > 0 then
8 drawSide(𝑒𝑑𝑔𝑒.𝐴, 𝑒𝑑𝑔𝑒.𝐵, 𝑙𝑖𝑔ℎ𝑡);
9 else // flip winding order

10 drawSide(𝑒𝑑𝑔𝑒.𝐵, 𝑒𝑑𝑔𝑒.𝐴, 𝑙𝑖𝑔ℎ𝑡);
11 𝑖 = 𝑖+ 1;
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drawSide(A,B,L)

A
B

L

n

A B

L

n

drawSide(B,A,L)

Figure 2.19: The function drawSide draws one side with correct orientation given by the
order of input variables. The vertex winding order matches the order of edge vertices.

The algorithm computes multiplicity of reference edge (the largest oriented edge of
adjacent triangle) and transforms it to correct edge multiplicity, see Algorithm 2.

Algorithm 2: The computeMultiplicity function computes multiplicity of one
adjacent triangle. First, it finds the smallest and the largest vertex and creates
reference edge. Then it computes reference multiplicity and transforms it to cor-
responding edge multiplicity.

Data: edge vertices 𝐴,𝐵, opposite vertex 𝑂 and 𝑙𝑖𝑔ℎ𝑡
Result: 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦

1 [𝑅𝑚𝑖𝑛, 𝐹,𝑅𝑚𝑎𝑥] = sort([𝐴,𝐵,𝑂]); // 𝑅𝑚𝑖𝑛 → 𝑅𝑚𝑎𝑥 is the reference edge

2 𝑛 = (𝑅𝑚𝑎𝑥 −𝑅𝑚𝑖𝑛)× (𝑙𝑖𝑔ℎ𝑡−𝑅𝑚𝑖𝑛); // light plane normal

3 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 = sign(𝑛 · (𝐹 −𝑅𝑚𝑖𝑛)); // -1 0 +1

4 if hasReferenceEdgeOppositeOrientation(𝐴,𝐵,𝑂) then
5 return -referenceMultiplicity
6 else
7 return referenceMultiplicity

The orientation has to be computed consistently. Edge orientation in edge list can be
arbitrary and the algorithm has to cope with it, see Figure 2.20.
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reference edge
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input edges

drawEdge(C,B,L)

drawEdge(B,A,L)

drawEdge(A,C,L)
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Figure 2.20: The image shows an example of computation of reference edge algorithm. The
left side shows one triangle with shadow volume. The exploded shadow volume shows vertex
winding orders and orientations. All normals point outside. Counter clockwise sides front
face the viewer. The middle part shows the principle. Input edges are arbitrary oriented.
First, the algorithm finds reference edge and computes reference multiplicity. A reference
edge starts in the smallest and ends in the largest vertex of a triangle. Then, the algorithm
transforms the reference multiplicity to edge multiplicity. If an edge has opposite orientation
than the reference edge, the transformation negates reference multiplicity. The right side
shows rendering. If an edge multiplicity is negative, the algorithm flips vertex winding order.
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Chapter 3

Proposed Methods

This chapter contains abstracts and algorithms of proposed and developed methods. Whole
content of each method can be found in the full version of the thesis.

3.1 Robust Silhouette Shadow Volumes on Contemporary
Hardware

The section describes an algorithm, which produces shadow volumes for an arbitrary tri-
angle model without visual artifacts. The algorithm has been implemented, optimized, and
evaluated for a number of contemporary hardware platforms. The main contribution is
removal of visual artifacts caused by limited precision of floating-point arithmetics (see
Figure 3.1), overview of the implementation and result of the optimizations on individual
platforms. The full content of this section can be found in paper [21].

Figure 3.1: The Figure shows the difference between the original algorithm and the new
robust algorithm. The right image of each couple shows result of new algorithm. The first
couple of images shows very simple model, where artefacts are most visible. The second
couple shows artefacts on more complex model, which could appear in real applications.

3.1.1 Algorithm Description and Robustness improvement

The algorithm, described in [11], generates the output shadow silhouette based on the
triangular mesh representing the model and the position of light source.

Description of the Algorithm

The input of the algorithm is a triangular mesh and light source position and the output
is a silhouette represented by a set of edges selected from the input model. The algorithm
can be briefly described as follows:
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1. The triangular model is converted into an edge representation. Every edge occurs
only once even though it is shared among more triangles. Each edge in the new
representation is described by its vertices and list of all opposite vertices (OVs). The
OVs are vertices of the triangles sharing the edge that do not belong to the edge. See
Figure 3.2.

2. For each edge from the edge set, an oriented light plane (LP) is evaluated from edge
vertices and the position of the light source.

3. For each OV belonging to the edge, multiplicity is calculated as +1 or -1 depending
on which side of LP the OV lies. If the OV lies exactly on the LP, its multiplicity is 0.
The final multiplicity of an edge is given by the sum over the multiplicities of every
OV. See Figure 3.2.

4. Finally, the set of edges forming the silhouette is a subset of all the edges such that
their multiplicity is not 0.

+
+

-

Figure 3.2: Multiplicity of Edge 𝑃0-𝑃1 for the Opposite Vertices (OVs) 𝑇0-𝑇2.

Implementation and Problems

The above mentioned algorithm processes the model with the “by edge” approach. The
multiplicity could also be calculated with the “by triangle” approach (with identical re-
sults). In parallel implementation, the “by edge” approach, is better than “by triangle”
implementation, although the latter may seem more natural. The main reason is that the
edges are independent to each other, so this avoids concurrent memory writes. While the
“by triangle” approach would lead to usage of atomic operations. Therefore, the “by edge”
implementation is exploited.

The algorithm assumes that the evaluation of multiplicity is consistent within each
triangle. Unfortunately, this is not the case for floating-point arithmetics used in HW. The
“by edge” approach could evaluate multiplicities inconsistently for the triangle which is
(almost) parallel to the LP. While the error was demonstrated for a single triangle model,
such error can occur in a more complex model for individual triangles and ruin the whole
silhouette leading into visible artefacts in shadows (see the Figure 3.1).

The Proposed Robust Algorithm

The proposed algorithm resolves the above issue connected with the inconsistency of triangle
edges multiplicity evaluation. The main idea of the improvement is that the triangles,
where the inconsistency can occur, are removed from the silhouette calculation. Because
these triangles are (almost) parallel with the LP (their shadow volume would be zero),
they cannot affect the shape of the resulting shadow. In fact, the removal of the triangles is
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equivalent to evaluation of its edges multiplicity to 0 which would occur in triangles parallel
to the LP if the precision was not limited.

The question is “What is the most efficient way to remove such triangles?”. Note that
while the “by triangle” approach permits to simple discard the computed triangle, the “by
edge” approach does not. One possible solution would be to evaluate “how close to parallel”
the triangle is to the LP but in this case, the evaluation would have to be consistent for each
triangle edge leading more or less to the same problem. Therefore, a solution was taken to
“simulate” evaluation of the “other two edges” of the triangle formed by the edge and each
OV. The modification to the original algorithm changes the step 3:

3. For each OV belonging to the edge a triangle is formed from OV and the edge. The
multiplicity is evaluated for every side of this triangle and its remaining vertex as
+1 or -1 depending on which side of LP the vertex lies. If the vertex lies exactly on
the LP, its multiplicity is 0. If the evaluation of the multiplicity is inconsistent, the
triangle is disregarded (the OV multiplicity is set to 0). Note also, that the same
order of vertices and edges in triangles must be preserved for each edge evaluation.
The final multiplicity of an edge is given by the sum over the multiplicities of every
OV. See Figure 3.2.

The actual multiplicity evaluation for the edge AB for the light source position L and
set O of all OV, each in homogeneous coordinates, is as follows:

The LP itself is defined as:

V = (L𝑥 −A𝑥L𝑤,L𝑦 −A𝑦L𝑤,L𝑧 −A𝑧L𝑤)

N = normalize((A−B)×V)

LP = (N𝑥,N𝑦,N𝑧,−N ·A) (3.1)

The multiplicity of the edge is:

𝑚 =
∑︁
o∈O

sign(LP · o) (3.2)

Where |𝑚| denotes the number of times the side of SV, extruded from this particular edge,
is actually drawn/rendered.

Of course, the evaluation of the above set of expressions, for each edge of the triangle
(instead of just once for each triangle), introduces a computational overhead. While some
subexpression results can be reused, a significant overhead remains. However, it turns out
that the cost of additional arithmetics, especially in case of exploitation of powerful compu-
tational platform, is less costly than increased memory traffic or synchronization operations
needed in alternative approaches.

3.2 Fast and Robust Tessellation-Based Silhouette Shadows
This section presents a new, simple, fast and robust approach in computation of per-sample
precise shadows. The method uses tessellation shaders for computation of silhouettes on
arbitrary triangle soup. The robustness is reached by novel silhouette computation based
on reference edge. New method was compared with other methods and evaluated on multiple
hardware platforms and different scenes (Figure 3.3), providing better performance than
current state-of-the art algorithms. The full content of this section can be found in paper
[16].
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Figure 3.3: Test scenes - Crytek Sponza and Spheres

3.2.1 Method Description

The full version of this section presents three tessellation based methods - two per-triangle
approaches and one robust silhouette method.

The silhouette method is based on the work of [11]. The algorithm calculates so-called
multiplicity of an edge. Light plane from light source through the edge is computed and all
opposing vertices are tested, if they are in front or behind the plane. According to the test,
multiplicity is incremented or decremented. Absolute value of multiplicity is the number of
times an infinite quad needs to be drawn from this edge.

Silhouette Method

The method finds silhouette edges by looping over every edge in the model. Each edge is
processed in parallel in Tessellation Control Shader where multiplicity is computed. An
input patch can be seen in the Figure 3.4.

Figure 3.4: The image shows an input patch for tessellation control shader. It is composed
of two vertices that describe an edge, one integer that contains number of opposite vertices
and 𝑛 opposite vertices. Because the patch size must be constant, some positions might not
be used.

A model’s vertex buffer has to be extended by 𝐸𝑛 vertices, which is the number of edges
in the model. Element buffer can be used for reduction of memory requirements, see the
Figure 3.5.

Kim’s algorithm [11], as in its core proposal, might have problems if multiplicities are
not calculated in a deterministic way. In the older approach by Peciva et al. [21], it was
fixed by calculating multiplicity per triangle. If the 3 results throughout all 3 edges is
not consistent, it discards the triangle from further processing, because it means that the
triangle is almost parallel to the light and does not cast a shadow. This novel algorithm
further improved the approach - multiplicity is computed only once for each opposite vertex
using reference edge.
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Model Vertices Extra Vertices

... ...VBO:

EBO: ...

Patch

Figure 3.5: Combining per-edge patch data using Element Buffer Object. Vertex Buffer
Object needs to be extended by 𝐸𝑛 (number of edges) vertices, where 𝑋𝑖 is number of
adjacent triangles to edge 𝐸𝑖. Because input vertices are 4-component vectors and 𝑋𝑖 is
scalar value, only a single value per vector is used.

A choice of reference edge has to be the same for all occurrences of a triangle. This can
be achieved for example by introducing vertex ordering - Equation 3.3 and Algorithm 3.

A < B ⇔ greater(A,B) < 0

A = B ⇔ greater(A,B) = 0

A > B ⇔ greater(A,B) > 0 (3.3)

Algorithm 3: Function greater(A,B) used for vertex ordering.
Data: Vertices A,B
Result: Result 𝑟 of comparison

1 S = sign(A−B);
2 K = (4, 2, 1);
3 𝑟 = S ·K

In order to guarantee consistency, reference edge of a triangle in the algorithm is con-
structed using smallest and larges vertex of a triangle, as in Algorithm 3. More options for
such method are available, but evaluation per each triangle occurrence must be consistent
in order to get correct results.

To simulate behaviour of Kim’s algorithm (edge casts a quad as many times as it has
multiplicity), the algorithm tessellates a quad from an edge using inner tessellation levels
(𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 · 2 − 1, 1) and then it bends the tessellated quad in evaluation shader in a
way to create 𝑚 overlapping quads, as seen in the Figure 3.6, which demonstrates edge
A-B having multiplicity of 3. The procedure of multiplicity calculation is described in the
Algorithm 4 and in the Algorithm 5.
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Algorithm 4: Modified algorithm for computation of final multiplicity of an edge
A,B using reference edge concept.

Data: Edge A,B, A < B, set O of opposite vertices O𝑖 ∈ O, light position L in
homogeneous coordinates

Result: Multiplicity 𝑚
1 𝑚 = 0;
2 for O𝑖 ∈ O do
3 if A > O𝑖 then
4 𝑚 = 𝑚+ compMultiplicity(O𝑖,A,B,L);
5 else
6 if B > O𝑖 then
7 𝑚 = 𝑚− compMultiplicity(A,O𝑖,B,L);
8 else
9 𝑚 = 𝑚+ compMultiplicity(A,B,O𝑖,L);

Algorithm 5: compMultiplicity(A,B,C,L) function used in Algorithm 4
Data: Vertices A,B,C; A < B < C; light position L in homogeneous coordinates
Result: Multiplicity 𝑚 for one opposite vertex

1 X = 𝐶 −𝐴;
2 Y = (𝑙𝑥 − 𝑎𝑥𝑙𝑤, 𝑙𝑦 − 𝑎𝑦𝑙𝑤, 𝑙𝑧 − 𝑎𝑧𝑙𝑤);
3 N = X×Y;
4 𝑚 = sign(N · (B−A));
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Figure 3.6: The image shows the transformation of a quad into three overlapping shadow
volume sides. The transition from part a) to part b) is tessellation of quad with Multi-
plicity = 3. Only green and blue triangles will be drawn. Yellow and gray triangles will
be degenerated. The transition from part b) over part c) to part d) shows degeneration
process. Red and purple vertices 3, 4 and 7, 8 from part a) form only one vertex in part d).
The transition from part d) to part e) shows rotation around red and purple vertices. This
transformation creates three overlapping sides of shadow volume. Positions of vertices A,
B, C, D that form initial quad, can be computed according to Equation 3.4.

After tessellation, the algorithm transforms tessellation coordinates into vertex position
of the shadow volume quad in the evaluation shader. The implementation is described in
the Algorithm 6 and in the Equation 3.4.

A = (𝑎𝑥, 𝑎𝑦, 𝑎𝑧, 1)
𝑇

B = (𝑏𝑥, 𝑏𝑦, 𝑏𝑧, 1)
𝑇

C = (𝑎𝑥 − 𝑙𝑥, 𝑎𝑦 − 𝑙𝑦, 𝑎𝑧 − 𝑙𝑧, 0)
𝑇

D = (𝑏𝑥 − 𝑙𝑥, 𝑏𝑦 − 𝑙𝑦, 𝑏𝑧 − 𝑙𝑧, 0)
𝑇 (3.4)

Because caps are not generated, this method can also be used with simpler z-pass
algorithm.

3.3 Fast Robust and Precise Shadow Algorithm for WebGL
1.0 Platform

This section presents fast and robust per-pixel correct shadow algorithm for WebGL plat-
form. The algorithm is based on silhouette shadow volumes and it rivals the standard
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Algorithm 6: This algorithm transforms tessellation coordinates into the vertex
of shadow volume side. Vertices A,B,C,D are computed using Equation 3.4.

Data: Vertices A,B,C,D, tessellation coordinates 𝑥, 𝑦 ∈ ⟨0, 1⟩ and multiplicity 𝑚
Result: Vertex V in world-space

1 P0 = A;
2 P1 = B;
3 P2 = C;
4 P3 = D;
5 𝑎 = round(𝑥 ·𝑚);
6 𝑏 = round(𝑦);
7 𝑖𝑑 = 𝑎 · 2 + 𝑏;
8 𝑡 = (𝑖𝑑 mod 2) ˆ (⌊𝑖𝑑/4⌋ mod 2);
9 𝑙 = ⌊(𝑖𝑑+ 2)/4⌋ mod 2;

10 𝑛 = 𝑡+ 𝑙 · 2;
11 V = P𝑛;

shadow mapping in terms of performance. The performance is usually superior when com-
pared with high resolution shadow maps. Moreover, it does not suffer from a number of
artifacts of shadow mapping and always provides per-pixel correct results.

WebGL 1.0 provides just vertex and fragment shaders. Thus, the algorithms evaluate
silhouette edges in vertex shaders. Specially precomputed data are fed to the vertex shaders
that extrude shadow volume sides just for silhouette edges. Some optimizations are deployed
for performance and data size reasons that are important especially on low performance
configurations, such as cost-effective tablets and mobile phones. This section also evaluates
the solution on number of models. The solution performs on par with high resolution omni-
directional shadow mapping. The full content of this section can be found in paper [19].

Figure 3.7: Three testing scenes - Sponza, Conference Room and Sibenik rendered using
WebGL on NVIDIA Shield.

3.3.1 Algorithm

The algorithm is based on the robust silhouette algorithm developed by [21] and enhanced
algorithm by [16]. However, they present CPU, multi-core CPU, geometry shader, OpenCL
and tessellation shader implementations in their papers, while the only GPU computing
capabilities available in WebGL 1.0 are vertex and fragment shaders. This algorithm uses
vertex shader and it is based on the idea of [14] where vertex shader is fed by a specially
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constructed mesh data. These mesh data processed by vertex shaders, extrudes shadow
volume only on silhouette edges. [14] designed solution just for 2-manifold meshes so this
new method merges McGuire’s approach with the algorithm presented in [21]. Furthermore,
following sections present a number of data-related optimizations for memory footprint
reduction.

Overview

The core idea of the algorithm is to find the edges that form the outline of the possible
silhouette on the model for the given light position. Then, the edges of the silhouette are
extruded to infinity and closed by caps at the model and at the infinity as required by z-fail
algorithm, forming the shadow volume of the model. The silhouette is subset of all edges
of a model that satisfies the following condition: edge is considered as silhouette edge when
number of light-facing and light-back-facing triangles adjacent to this edge is not equal.

The computed shadow volume is used for shadow visualization using traditional stencil
z-fail approach that is described in detail in [6]. Two-sided stenciling optimization is used
as it is supported by WebGL 1.0. Briefly, the algorithm works in three steps:

1. render the regular scene, producing z-values to the z-buffer and producing scene with
ambient light to the color buffer

2. render the stencil mask using the shadow volume geometry and set stencil function to
act whenever z-test fails; front faces are set to increment and back faces to decrement
stencil value on z-test fail.

3. render the regular scene with the light switched on while setting stencil test in such a
way that the color buffer is updated only in places with zero stencil value, e.g. update
only lit regions.

The core of the algorithm lies within the step 2. The algorithm uses two shader programs
- a program for sides-data and a program for caps-data. These programs compute Shadow
Volume (SV) for particular scene transformation and light position.

Basic Input Data

First step of the algorithm is the construction of shadow-geometry. The shadow-geometry
is composed of two parts: data for SV sides (sides-data) and data for SV caps (caps-data)
(see Figure 3.11).

Data for sides are composed of all edges of input scene. Every edge is described with its
vertices and a set of opposite vertices O = {O0,O1, . . . ,O𝑛−1}. An edge and its opposite
vertices form triangles that are attached to that edge. There are also additional data for
every edge (see Section 3.3.1 and Section 7).

Caps-data are composed of triangles of input scene with additional information.
These two parts are preprocessed and stored in separate files along the scene files.

Though that its not necessary, It is trade of between the on load construction and download
time. Neither one of the two approaches influences the measurements of performance.

Multiplicity computation

The multiplicity is computed as follows: The algorithm constructs a plane using the light
position and edge’s two vertices. The plane is called a lightplane. The lightplane divides
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space into two subspaces. Then, the algorithm iterates through the opposite vertices of the
edge and counts their number in both light plane subspaces. Difference between these two
numbers is the edge multiplicity, see Figure 3.8. If it is zero, the edge is not silhouette edge
and no edge extrusion happens. If it is non-zero, then absolute value of multiplicity gives
the number of how many times the algorithm needs to extrude the side. The number of
extrusion translates directly to the number of stencil buffer modification. The sign of the
edge multiplicity gives the extruded quad winding order, which will either increment or
decrement stencil buffer value.

Vertex Shader for Sides

In order to compute multiplicity, VS has to receive an edge, a set of opposite vertices and a
light source. A light source position can be specified using uniform variable. The algorithm
uses vertex attributes for edges and sets of opposite vertices (see Figure 3.9).

This section closely describes shader for sides and format of sides-data. Every edge of the
scene can extrude 𝑛 sides of SV (see [11]), where 𝑛 is the number of attached triangles to this
edge, see Figure 3.8. Let 𝑛 be a maximal multiplicity - 𝑚𝑎𝑥𝑀𝑢𝑙𝑡. Let 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 be a currently
computed multiplicity. It has the following property: −𝑚𝑎𝑥𝑀𝑢𝑙𝑡 ≤ 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 ≤ 𝑚𝑎𝑥𝑀𝑢𝑙𝑡.
A computed multiplicity determines the number of sides extruded from the edge. The
algorithm uses the algorithm for computation of multiplicity proposed in [16].

+ +

-
Figure 3.8: Edge P0 → P1 has 𝑛 = 3 opposite vertices: O = {O0,O1,O2}. Its maximum
multiplicity is 𝑛 = 3. Current multiplicity of this edge, given by light source and transfor-
mation, is +1. One quad P0,P1,P2,P3 is extruded using edge and light source. This quad
has the same orientation as light plane (black arrow).

The computation of multiplicity is accelerated using parallelization by vertex shaders
(VS). In order to prevent writes and reads from memory the algorithm computes and draws
shadow-data in one step. To make this streaming concept possible, VS has to receive all
the data for all potential SV sides. Let 𝑠 be an index of a potential side.

One side of the volume is composed of 2 triangles and 6 vertices. Let 𝑣 be an index of
vertex. The vertex shader has to receive 𝑚𝑎𝑥𝑀𝑢𝑙𝑡 · 6 vertices per every edge. For example,
18 vertices for 𝑚𝑎𝑥𝑀𝑢𝑙𝑡 = 3. For every vertex, VS computes current multiplicity - 𝑐𝑢𝑟𝑀𝑢𝑙𝑡.
𝑐𝑢𝑟𝑀𝑢𝑙𝑡 determines whether a vertex is useful or not.

Useless vertex lies on a shadow volume side for which the condition 𝑠 > |𝑐𝑢𝑟𝑀𝑢𝑙𝑡| is
satisfied. All useless vertices are transformed to (0, 0, 0). This transformation ensures that
useless sides of SV will be degenerated and will not be rasterized.

Useful vertices have to be moved to one of the four possible positions: P𝑖𝑑 (see Fig-
ure 3.8):
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𝑡𝑜𝐼𝑛𝑓(P,L) = (𝑝𝑥𝑙𝑤 − 𝑙𝑥, 𝑝𝑦𝑙𝑤 − 𝑙𝑦, 𝑝𝑧𝑙𝑤 − 𝑙𝑧, 0) (3.5)
P0 = (𝑎𝑥, 𝑎𝑦, 𝑎𝑧, 1)

P1 = (𝑏𝑥, 𝑏𝑦, 𝑏𝑧, 1)

P2 = 𝑡𝑜𝐼𝑛𝑓(P0,L)

P3 = 𝑡𝑜𝐼𝑛𝑓(P1,L) (3.6)

In Equation 3.6 P0 → P1 symbolizes an edge and L = (𝑙𝑥, 𝑙𝑦, 𝑙𝑧, 𝑙𝑤) symbolizes light
position. 𝑖𝑑 depends on index of vertex 𝑣 and computed multiplicity 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 according to
Equation 3.7, Equation 3.8 and Equation 3.9:

𝑖𝑑 =

{︂
𝑖𝑑𝐶𝐶𝑊 if 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 > 0
𝑖𝑑𝐶𝑊 otherwise (3.7)

𝑖𝑑𝐶𝑊 =

{︂
6− 𝑣 if 𝑣 > 2
𝑣 otherwise (3.8)

𝑖𝑑𝐶𝐶𝑊 =

{︂
𝑣 − 2 if 𝑣 > 2
2− 𝑣 otherwise (3.9)

...=

=
...=
...

Figure 3.9: The image shows data structure for sides of SV. Every vertex (V) contains 𝑛+2
4D vectors. A and B are vertices of an edge and O𝑗 are opposite vertices. Forth components
of A and B are used for special purposes - storing number of opposite vertices, index of
side and indices 𝑖𝑑𝐶𝑊 , 𝑖𝑑𝐶𝐶𝑊 . Side (S) contains 6 vertices (two triangles). If 𝑚𝑎𝑥𝑀𝑢𝑙𝑡 is
𝑛, there has to be 𝑛 sides for every edge (E). Sides data are composed of 𝑚 edges of input
model.

Pseudo code implemented in VS for sides-data (Figure 3.9) is in Algorithm 7.

Vertex Shader for Caps

In order to compute multiplicity, VS has to receive all vertices of triangles and light source
position. Similarly to sides, all vertices of a triangle are sent to VS using vertex attributes
(see Figure 3.10).

A shader for SV caps works with scene triangles. Six vertices are needed in order to
create a couple of caps (front and back cap). The vertex shader is therefore executed 6 ·𝑚
times, where 𝑚 is the number of scene triangles.
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Algorithm 7: Pseudo code for one vertex of a volume side extrusion in Vertex
Shader.

Data: Edge vertices A,B, set O, light position L, side id 𝑠, indices 𝑖𝑑𝐶𝐶𝑊 ,
𝑖𝑑𝐶𝑊 , model-view projection matrix M

Result: 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛
1 compute vertices P𝑖 according to Equation 3.6;
2 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 = computeMultiplicity(A,B,O,L);
3 if 𝑠 < |𝑐𝑢𝑟𝑀𝑢𝑙𝑡| then
4 compute 𝑖𝑑 according to Equation 3.7;
5 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = M ·P𝑖𝑑;
6 else
7 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = (0, 0, 0, 0);

In order to prevent errors, both caps have to be properly oriented. The orientation has
to be the same as orientation of sides and has to be set deterministically. The algorithm
uses deterministic computation of multiplicity destribed in [16]. Compared to sides, there
is only one opposite vertex.

First, VS finds reference edge using method described in [16]. Then it computes mul-
tiplicity using third vertex and reference edge. The multiplicity determines orientation of
particular triangle.

=

...

=

Figure 3.10: The image shows data structure for caps of SV. Every vertex (V) contains 3
4D vectors. A,B,C are vertices of scene triangles. Forth component of A is used for special
purposes - storing index of vertex 𝑣. Six vertices form couple of front and back cap. Caps
data are composed of 𝑚 couples for 𝑚 triangles of input model.

Furthermore, in order to avoid z-fight, the method shifts front cap to infinity. After
transforming the vertex into the clip space, it simply sets its z component to its w. The
shifting can be seen on Figure 3.11. This ensures that the front cap always fails the depth
test. The far plane clipping is avoided by using the modified projection matrix, which
effectively sets the far plane into infinity [15]. Let A = (𝑎𝑥, 𝑎𝑦, 𝑎𝑧, 𝑎𝑤) be vertex of front cap
in clip space. The shifted vertex B toward infinity from camera can be computed according
to Equation 3.10:

B = (𝑏𝑥, 𝑏𝑦, 𝑏𝑧, 𝑏𝑤) = (𝑎𝑥, 𝑎𝑦, 𝑎w, 𝑎w) (3.10)

Pseudo code implemented in VS for caps-data (Figure 3.10) can be seen in Algorithm 8.
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Front Cap
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Figure 3.11: The image shows shadow volume that is constructed from a triangle. The front
cap is shifted to infinity using homogeneous coordinates in order to prevent self-shadowing
artifacts.

Algorithm 8: Pseudo code for caps in Vertex Shader.
Data: Triangle vertices P0,P1,P2, light position L, vertex id 𝑣, model-view

projection matrix M
Result: 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛

1 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 = computeMultiplicity(P0,P1,P2,L);
2 if 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 = 0 then
3 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = (0, 0, 0, 0);
4 return;
5 if 𝑐𝑢𝑟𝑀𝑢𝑙𝑡 < 0 then
6 swap(P0,P1);
7 if 𝑣 < 3 then
8 V = M ·P𝑣;
9 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = (𝑉𝑥, 𝑉𝑦, 𝑉𝑤, 𝑉𝑤);

10 else
11 𝑔𝑙_𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = M · 𝑡𝑜𝐼𝑛𝑓(P5−𝑣,L);

3.4 Silhouette Extraction for Shadow Volumes Using Poten-
tially Visible Sets

The full content of this section can be found in paper [12]. This section presents a novel
approach for accelerated silhouette computation based on potentially visible sets stored in
the octree acceleration structure. The scene space, where the light source can appear, is
subdivided into voxels. The octree voxels contain two precomputed sets of edges that po-
tentially or always belong to the silhouette, see the Figure 3.12. The novel method of octree
compression for reduction of the memory footprint of the resulting acceleration structure is
also presented. Using the novel technique, the algorithm is able to considerably decrease the
computational complexity of finding the silhouette. The performance is also less sensitive
to the number of edges.
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Figure 3.12: left: Wireframe representation of a given model. middle: Voxelized space
around the model. One voxel on the lowest octree level is selected, based on the light
position, and all potentially-silhouette (need to be tested) and silhouette edges (guaranteed
to be silhouette) can be collected by ascending the octree hierarchy. right: Red coloured
edges are those that are a part of the silhouette after testing the set of potentially silhouette
edges (all red and black ones). Only a small subset of model edges needs to be tested, which
considerably reduces the computational complexity.

3.4.1 Algorithm

The algorithm is based on the concept of the potentially visible set (PVS) introduced by
Airey et al. [1]. It precomputes the results of brute force silhouette extraction for a discrete
set of world-space voxels. The brute force extraction process therefore does not need to be
executed on all scene edges but only on a small subset that cannot be precomputed, see
Figure 3.12. This section describes the construction of a compression structure for storing
the PVS in an effective manner. It also describes the modified extraction process.

The algorithm can be broken down into two major stages: construction and traversal.

Silhouette Extraction

The brute force silhouette extraction process is described in previous sections and it is based
on Kim’s algorithm [11] with concept of reference edge [16].

A

B

C

D
light plane

triangle plane

Figure 3.13: Edge AB is not a silhouette edge because triangles ABC and ABD do not
lie on the same side of the light plane. Two triangles partition the world space into four
subspaces.
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A model is composed of vertices that are connected by edges/triangles. In general, from
1 to 𝑁 triangles can be connected to a single edge. Kim et al. [11] proposed a technique
that computes the difference in the number of triangles on the left and the right side of the
light plane (Figure 3.13) called edge multiplicity 𝑚 ∈ [−𝑁,𝑁 ]. Without loss of generality,
edges with more then 2 connected triangles can be transformed into several simpler edges
by splitting and duplicating. If an edge is connected to only one triangle, it is considered
a silhouette edge in every case. The new method works with edges having maximum of 2
adjacent triangles connected to them.

Octree Construction

The voxelization step voxelizes space around a model. The size of the space is given by
scaled bounding box (AABB) with user-specified scaling factor, Figure 3.14. The scaling
factor depends on the user’s needs and on the type of the scene (closed-space scenes will
do even with factor 1, open scenes or simple models require larger factors, around 5–10).

Figure 3.14: The algorithm supports custom scales of the scene bounding box. If a larger
scale is selected, the light can be moved farther from the model. The image shows three
different scales with the same voxelization level (in this case 2 levels of octree, 4 × 4 × 4
voxels).

This scaled bounding volume circumscribes all the possible light positions. The user can
then choose the maximal level of the octree hierarchy, see Figure 3.15. AABB scaling and
maximum octree depth define the octree granularity and voxel size on the deepest level.

The depth level of 3–5 is suitable in most scenarios. Larger scales tend to consume
too much memory (each octree level increases the amount of memory by a factor of 4).
The next step is to find two sets (SE and PE) for every voxel in the lowest level of the
octree. The algorithm tests each edge against all voxels on the lowest level of the octree,
as seen in Figure 3.16. If any plane constructed from the triangles adjacent to edge 𝐸
intersects the voxel, 𝐸 is considered a PE. If none of the triangle planes intersects the
voxel and multiplicity of 𝐸 is non-zero, it is stored among SE (set of silhouette edges). The
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Figure 3.15: The algorithm supports a custom level of voxelization. The image shows three
levels (1,2,3) of depth of the octree for the same scale of the scene bounding box.

multiplicity can be computed against any point inside the voxel because the whole voxel
lies within one of the four subspaces, as demonstrated in Figure 3.13.

no silhouette silhouettepotential silhouette edge triangle

Figure 3.16: Overview of the proposed approach in 2D. The image shows voxels for one
edge. The left side of the image shows the first step of the voxel building algorithm. Voxels
are classified into 3 categories – no silhouette, silhouette and potentially silhouette. The
next step is to propagate this classification into higher levels (middle image). The right
image shows the improvement of compression stage of building algorithm. The octree is
transformed into a tree with nodes containing many different subsets of edges defined by
bitmasks.

The next step is to propagate PE and SE into higher levels of the octree. An edge
can be propagated to the parent node if it is contained in all of its children. Both types of
edges are propagated. The propagation process already significantly reduces the memory
footprint. This propagation scheme is referred as “basic compression”.

The last optional step in octree construction is advanced compression. It extends the
propagation step by allowing edges to be moved to their parent node even if not all of them
are contained in all of its children. These sets of edges are marked with bitmasks corre-
sponding to voxel shapes, see Figure 3.17. Every subvoxel in these voxel shapes contains the
same set of edges, see Figure 3.18. This extended propagation is referred as “8-bit compres-
sion” as the bit mask size is 8-bit integer. Edges can also be propagated into grandparents
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Node

Silhouettes

Potential silhouettes

Children

Figure 3.17: Node data in 2D space for the 8-bit compression. One node contains sets of
silhouette and potentially silhouette edges, each addressed by its bitmask value. If a set
shape does not intersect the triangle planes of an edge, the edge is stored into the set. The
largest set shape is chosen if multiple set shapes do not intersect the triangle planes. A
node also contains pointers to child nodes.

A and B only A only B

A
B

Figure 3.18: The first two images show two edges – 𝐴 and 𝐵. Each edge partitions all voxels
into voxel shapes for silhouette case and of potential silhouette case. If some voxel shapes
are the same for both edges, the edge subsets of those voxel shapes contain both edges
(middle image). Otherwise, voxel shapes contain only one edge.

(from 64 sibling voxels) which can further improve the compression ratio. That compression
scheme is referred as “64-bit compression”. Octree node data are shown in Figure 3.17.

Traversal

The traversal part of the algorithm has to copy SE and PE subsets from the octree into
two continuous buffers. The light position determines which subsets of edges have to be
copied to the linear buffers, see Figure 3.19.

The PE linear buffer is in the final part of the brute force silhouette extraction pro-
cess. However, the PE set is very small compared to the set of all edges which leads to
performance improvement.
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Figure 3.19: 2D illustration of all edge subsets that contain silhouette edges for a given light
position. The hierarchy level is 3. The union of all subsets forms the set of all precomputed
silhouette edges. Similar subsets are selected for all potentially silhouette edges. Note that
some subsets could be empty. A single edge is contained only in one of the subsets (the
largest possible).

3.5 An Improved Non-Orthogonal Texture Warping for Bet-
ter Shadow Rendering

In interactive applications, shadows are traditionally rendered using the shadow mapping
algorithm. The disadvantage of the algorithm is limited resolution of the depth texture
which may lead to aliasing artifacts on shadow edges. This section introduces an improved
depth texture warping with non-orthogonal grid that can be employed for all kinds of
light sources. For instance, already known approaches for reducing aliasing artifacts are
widely used in outdoor scenes with directional light sources, but they are not directly
applicable for omnidirectional light sources. The new method shows that the improved
warping parameterization reduces the aliasing artifacts and it is able to present high quality
shadows regardless of a light source or a camera position in the scene, Figure 3.20. The full
content of this section can be found in paper [17].

3.5.1 Shadow Rendering Using Non-Orthogonal Warping Grid

The basic idea of the novel algorithm is to achieve better distribution of view samples in the
shadow map. Every shadow sample resolves shadow for all view samples that were projected
on it. The ideal situation occurs when one texel from the shadow map samples a surface
that is projected onto one pixel in the image space. However, this is hardly achievable in
most of the scenes because of the scene complexity, geometry and mutual position of the
camera and the light source. Because of this fact, it can be assumed that the best result is
observed when the number of view samples for all shadow samples is the same.

In the new approach, the importance map has the same resolution as the shadow map.
Every pixel in the importance map stores the number of view samples that are sampled
by the given shadow sample. The importance map can be created by projection of view
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SV SM RTW

NEW NEW-DV MIN-SM

Figure 3.20: The figure shows the difference in quality of shadows cast from Observatory
scene using different methods. Red pixels are wrongly evaluated. From left to right: Shadow
Volumes (SV), Shadow Mapping (SM), Rectilinear Texture Warping (RTW), the new so-
lution, the new solution using only desired view (DV), SM + minimal shadow frustum.

samples into to the light space and incrementing a counter by one. This step can be easily
accelerated by contemporary GPUs.

The complete algorithm for shadow computing consists of the following steps:

1. Render a scene from a camera point of view to G-buffer

2. Project every view sample into the importance map

3. Compute prefix-sum for every row in the importance map

4. Construct the set of warping functions for rows according to Equation 3.14. Use the
prefix-sum from the Step 3

5. Smoothen the set of warping functions, e.g. using weighted average

6. Project every view sample onto the importance map (and increment by 1) leveraging
the set of warping functions created in the previous step

7. Repeat the Steps 2-5 for all columns

8. Create shadow map using both sets of warping functions

9. Evaluate shadows in the scene using G-buffer, the set of warping functions and the
warped shadow map

The first step is generation of the G-buffer. Apart from other properties, it contains
positions of view samples that are needed for importance estimation.

The most important are the steps 2-7 where the algorithm constructs the set of 1D
warping functions. Warping functions are derived in different manner than Rosen [22]. For
every row and every column, the algorithm constructs one 1D warping function separately
and thus it does not allocate unneeded resolution in other parts of the shadow map. The
degree of freedom for warping functions is increased using this approach and it should not
allow the situation illustrated on the Figure 3.21. The steps are described in detail in the
following section.
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Figure 3.21: Importance map for RTW, Left: Combination of two 1D warping functions,
Right: two 1D warping functions. It can be seen that blue parts are oversampled. The larger
cells cover more important areas of the shadow map.

Construction of 1D Warping Functions

For one row of the importance map, let 𝑓(𝑥) be a function that returns the number of view
samples on a normalized position 𝑥 and let 𝑔(𝑥)be its corresponding prefix-sum function:

𝑛 = 𝑓(𝑥) 𝑥 ∈ ⟨0, 1⟩ (3.11)

𝑠 = 𝑔(𝑥) =

∫︁ 𝑥

0
𝑓(𝑥)𝑑𝑥 (3.12)

For evenly distributed view samples in the row, the ratio of the number of view samples
on all positions before 𝑥, i.e. 𝑔(𝑥), and the total number of view samples 𝑔(1) = 𝑁 is equal
to ratio of the position 𝑥 and the row length:

𝑔(𝑥)

𝑔(1)
=

𝑥

1
(3.13)

Expression 𝑔(𝑥)/𝑔(1) > 𝑥/1 implies that there are more view samples than the number
of samples 𝑥 and thus the area needs to be enlarged to achieve uniform sampling rate. On
the other hand, expression 𝑔(𝑥)/𝑔(1) < 𝑥/1 implies that there are less view samples and
the area can be smaller.

The warping function can be derived as an offset 𝑜(𝑥) that has to be added to the actual
view sample position. The offset function is given by:

𝑜(𝑥) =
𝑔(𝑥)

𝑁
− 𝑥 (3.14)

If a view sample is projected onto a particular row in the shadow map, then a new
sample position 𝑥′ in the row is given by:

𝑥′ = 𝑥+ 𝑜(𝑥) (3.15)

Before warping functions for columns are constructed, the importance map needs to
be recomputed. The newly derived set of 1D warping functions for rows is applied to the
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importance map. After this step, the number of view samples that have to be redistributed
in a given column is nearly constant (see Figure 3.22). When 1D warping functions for
columns are derived, all view samples are distributed almost uniformly.

Figure 3.22: Left: Five rows of the importance map. Blue dots indicate view samples. Right:
the importance map constructed using the set of row warping functions. Columns in the
left do not contain the same number of view samples. Columns in the right contain approx-
imately the same number of view samples.

The RTW algorithm constructs two 1D warping functions - one for rows and one for
columns. The novel algorithm improves this approach and constructs a set of warping
functions for all rows and all columns. Nevertheless, these functions need to be smoothened
in order to prevent them from providing too different offsets. Otherwise, the large polygons
that are linearly rasterized would not be processed correctly. The smoothing step is included
in the RTW algorithm as well. Rosen performs this step on the warping functions. However
in the novel approach, the smoothing is performed among all warping functions. It can be
implemented, for instance, as a weighted average of the results based on the number of view
samples on a row or a column respectively (see Figure 3.23).

The complete warping function can be expressed as:

𝑤𝑎𝑟𝑝(𝑥, 𝑦) = (𝑥+ 𝑜(𝑖)𝑥 (𝑥), 𝑦 + 𝑜(𝑗)𝑦 (𝑦)) (3.16)
𝑖 = ⌊𝑦 · 𝑤⌋
𝑗 = ⌊(𝑥+ 𝑜(𝑖)𝑥 (𝑥)) · 𝑤⌋

where 𝑤 is the shadow map resolution (number of pixels in a row), 𝑜(𝑖)𝑥 (𝑥) is a warping
function for 𝑖𝑡ℎ row, 𝑜(𝑗)𝑦 (𝑦) is a warping function for 𝑗𝑡ℎ column.

When both sets of warping functions are applied, the view samples projected onto the
projection plane of a light source are better spread as can be seen on the Figure 3.24.

Once the algorithm constructs both sets of the warping functions, the shadow map can
be generated (see Step 8 of the proposed algorithm).

Minimal Shadow Frustum Extension

The algorithm was improved by finding a minimal shadow frustum (MSF) [24] and it was
extended using rotating caliper. Using this technique, the algorithm projects only parts of
the scene that are visible in the camera view frustum and occluders outside the frustum
that cast shadows on objects inside the frustum.
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Figure 3.23: Top Left: Importance map. Top Right: The importance map after application
of row warping functions - importance map for columns. Bottom left: a set of warping
functions for every row of the importance map. Bottom right: warping functions smoothed
using an averaging window shown in green. Yellow color in warping functions means positive
offset to the right for certain position in the row. Blue color means offset to the left.

However, since the algorithm is complex, it runs on CPU and thus it may influence
rendering speed. Moreover, issues caused by precision of floating point operations have to
be considered during implementation.

The goal of this additional improvement is to verify whether the MSF does not provide
better results with a less cost.

Rosen et al. presented a desired view (DV) function that works similarly to the MSF.
However, they did not clearly show how it influences the overall quality. The novel algorithm
supports the DV as well, but it is only used as pre-process step before computing the
importance map.
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Figure 3.24: Top Left: Scene rendered from a camera point of view. Top Right: the impor-
tance map created from view samples. Bottom Left: reprojected view samples using only
row warping functions. Bottom right: reprojected view samples using both sets for warping
functions. It can be seen that view samples are more spread across the importance map in
the final stage. Light parts of second image are pixels with no view samples. These pixels
correspond to those shadow map pixels that are unused - they resolve shadowing equation
for invisible parts of the scene. In the final image, these light parts almost disappear and
the number of projected view-samples for each shadow map texel is reduced.

DV simply finds minimum and maximum view samples coordinates in the importance
map. In addition, the MSF rotates the bounding box to an optimal position and adjusts
near and far planes.

Rosen et al. computes DV in RTW approach from the importance map by finding
first/last row and column that contains an importance value greater than zero. In the new
algorithm, DV is computed by parallel reduction over the set of view samples projected
into the shadow map space. DV does not contribute to warping process, it only focuses the
relevant part of shadow map. The DV function can be applied before construction of the
warping functions.
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3.6 Improved Computation of Attenuated Light with Appli-
cation in Scenes with Many Light Sources

This chapter presents and investigates methods for fast and accurate illumination of scenes
containing many light sources that have limited spatial influence, e.g. point light sources.
For speeding up the computation, current graphics applications use an assumption that
the light sources range can be limited using bounding spheres due to their limited spatial
influence and illumination is computed only if a surface lies within the sphere.

This chapter explores the differences in illumination between scenes illuminated with
spatially limited light sources and physically more correct computation where the light ra-
dius is infinite. Results show that the difference can be decreased if appropriate ambient
lighting is added. The contribution is the method for fast estimation of ambient lighting in
scenes illuminated by numerous light sources. A method for elimination of color disconti-
nuities at the edges of the bounding spheres is also proposed.

The solution is tested on two different scenes: a procedurally generated city and the
Sibenik cathedral, Figure 3.25. The approach allows correct lighting computation in scenes
with numerous light sources without any modification of the scene graph or other data
structures or rendering procedures. It thus can be applied in various systems without any
structural modifications. The full content of this section can be found in paper [18].

Figure 3.25: Leftmost image: Streets of a city illuminated with 628 light sources. Second
image: Illumination with use of simple proposed attenuation. Mean squared error is 𝑀𝑆𝐸 =
0.033 for 𝑡𝑎𝑡𝑡 = 0.0297. Third image: The same, except for ambient lighting; 𝑀𝑆𝐸 = 0.011.
Rightmost image: Illumination with use of proposed attenuation; 𝑀𝑆𝐸 = 0.0195.
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Chapter 4

Future Goals, Extensions

This chapter describes new extensions to shadow algorithms. These extensions are still in
progress during publication of this thesis and are not yet finished.

4.1 Ray-traced Silhouette Shadow Volumes
Ray-traced silhouette shadow volumes (RSSV) combines silhouette algorithms and view-
sample cluster hierarchy. The view-sample cluster hierarchy algorithm (CPTSV), proposed
by Sintorn et al. [23], computes shadows using per triangle shadow volumes. The method
does not use hardware rasterization, but it uses CUDA in order to traverse sample hierarchy.
The performance of the method decreases with a scene tessellation. The shadow volumes
of each triangle is narrow and the algorithm has to traverse the hierarchy to the leaf level.
On the other hand, silhouette shadow volume algorithms have much better performance,
because the silhouette contains much less geometry. However, silhouette shadow volumes
rasterized on GPUs are fill rate intensive. With increasing screen resolution, the performance
quickly degrades, Figure 4.1.

tessellation level

fps

1 4 resolution

fps

8k600x800

Figure 4.1: The image shows weaknesses of per triangle approaches with sample cluster hier-
archy (left) and silhouette shadow volumes (right). The performance of per triangle method
quickly degrades with tessellation. Silhouette algorithms are less sensitive to tessellation.
On the other hand, stencil silhouette algorithms are more sensitive to screen resolution.

The idea of ray-traced silhouette shadow volumes is to combine both approaches ex-
ploiting their strengths and mitigating their weaknesses.
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4.1.1 RSSV Algorithm

This section proposes new algorithm. The goal of the algorithm is to reduce the sensitivity
to the number of triangles as well as to the screen resolution.

CPTSV method hierarchically rasterizes simple per triangle shadow volumes. The ras-
terization is based on the collision test of two types of convex hulls: bounding volumes
around view-sample clusters and triangle shadow volumes. The test is simple, because both
types of hulls have simple geometry. If a cluster lies inside a shadow volume, it is shadowed.
If a cluster does not lie inside any shadow volume, it is lit. If a cluster intersects a shadow
volume, cluster’s children are tested against the shadow volume.

The main idea of RSSV method is to hierarchically rasterize silhouette shadow volumes
using GPGPU. The problem with that is the complex silhouette shadow volume geometry.
Generally, silhouette shadow volume geometry is not a convex hull. A view-sample cluster
cannot be easily tested.

Instead, RSSV algorithm tests changes to a stencil value using sample ray concept,
Figure 4.2.
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Figure 4.2: The left side of the image shows standard Z-pass shadow volume algorithm.
Rays from the camera to the white and black view-samples compute stencil values. The
right side shows another way. The stencil value of the black sample is computed using
the stencil values of the white sample. The ray from the white sample crosses a front
facing shadow volume side. This sample ray connecting two view samples computes the
difference between stencil values. A sample ray is an oriented line segment connecting two
view-samples.

In fact, the stencil value of just one single view-sample has to be computed. The rest
of view-sample stencil values can be derived using stencil value differences. The concept is
related to the Jordan theorem [10] extended to three dimensions.

All view-samples can be connected using sample rays forming one long view-sample
string. Once the view-sample string is constructed, all silhouette shadow volume sides and
near caps are tested against it. The process computes stencil values of sample rays. After
that, the algorithm computes parallel prefix sum of sample rays’ stencil values.

In order to accelerate the algorithm, sample rays can be clustered into tiles. One of the
most obvious way of connecting view-samples is to use z-curve [20] in the screen space. The
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problem view the z-curve is with its length. The better space filling curve is Hilbert curve
[9]. These curves support clustering of sample rays.

2D Hilbert curve provides the shortest path through all view-samples in the screen
space. However, view-samples depths are not taken into account. Sample rays in 3D could
be much longer due to the depth discontinuities. Also, if the algorithm computes stencil
value of any sample ray incorrectly, the following view-samples in the string would have
wrong stencil value. This can happen due to floating-point arithmetics. The better and more
viable solution is to create sample ray tree, Figure 4.3. The sample ray tree, implemented
in the testing application can be seen in Figure 4.4. The RSSV algorithm can be summed
up as:

1. Render view-samples

2. Create sample ray tree

3. Extract silhouettes

4. Traverse the hierarchy using silhouette shadow volume sides

5. Traverse the hierarchy using near caps

6. Compute stencil mask

Figure 4.3: The image shows the concept of sample ray tree. View-samples are clustered
in the similar fashion as in the CPTSV method. In addition, virtual view samples (blue,
red and green) are created. Virtual samples are located at the center of clusters’ bounding
boxes. The stencil value of a view-sample can be computed by summing up differences along
the way from the view-sample to the light source. The sample ray tree allows hierarchical
silhouette shadow volume rasterization.
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Figure 4.4: The image shows the sample ray tree implemented in the testing application.
The top left image shows the scene from the camera point of view. The top right image
shows sample rays from the light source to the zeroth level of the hierarchy. The bottom
left image shows view-sample clusters. The bottom right image shows view-sample clusters
with sample ray tree.
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Chapter 5

Conclusion

While shadow algorithms have a long history and researchers have focused on many different
approaches, this field is still not fully explored. The larger the field gets, the more concepts
arise. Current methods and algorithms stimulate new ideas for further research. Even the
smallest subsection of the field is large and contains many interesting scientific publications.

This thesis explores state of the art methods for real time precise shadow computation.
It describes shadow volume algorithms and their variants in detail with many illustrations.
Other precise methods based on shadow mapping or hybrid approaches are also covered.

It also summarizes contributions to silhouette computation on different hardware plat-
forms. Algorithms for robust silhouette computation are designed for different GPU pipeline
stages - vertex shaders, geometry shaders, tessellation shaders and compute shaders.

Some presented algorithms are used today by Cadwork informatik AG company in their
web applications and rendering software. The thesis also presents the method for silhouette
extraction based on potential visibility sets.

The next sections describe state of the art algorithms that are focused on improvements
of visual quality of shadow maps. Warping based methods and other approaches are covered.
Improved warping scheme which reduces the amount of visual artifacts is presented.

Following sections briefly visit lighting and many light algorithms and present improve-
ment in visual quality for limited range light sources.

The last section presents new ideas of precise shadow rendering that have not yet been
published.
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