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Abstract

Internet has became a regular communication channel between law offenders performing
malicious activities. Courts or prosecutors authorise lawful interception that targets in-
dividual suspects. Lawful interception systems have to identify traffic of the suspects.
However, the identifiers that appear in each network packet are short-lived, dynamically
assigned, and a single communication session may be split into multiple flows identified by
different identifiers. A lawful interception system has to immediately detect that a new
identifier covered by an intercept appeared or disappeared. This thesis describes identifi-
cation in modern computer networks compatible with lawful interception. The focus is on
two partial identity detectors: IPv6 address assignment tracking based on monitoring of
neighbor discovery and clock-skew-based remote computer identification. Additionally, this
thesis proposes identity graphs that link partial identities according to optional constraints
that reflect the wording of a warrant. Results of partial identity linking can be utilised
by lawful interception systems. The results of this thesis are also applicable in network
forensic, and in networks controlled according to user roles.

Abstrakt

Komunikace preddvana skrze Internet zahrnuje komunikaci mezi pachateli tézké trestné ¢in-
nosti. Statni zastupci schvaluji cilené zakonné odposlechy zamérené na podezielé z pachani
trestné ¢innosti. Zakonné odposlechy se v pocitacovych sitich potykaji s mnoha prekazkami.
Identifikdtory obsazené v kazdém paketu jsou koncovym stanicim pridélovany po omezenou
dobu, nebo si je koncové stanice dokonce samy generuji a automaticky méni. Tato diz-
erta¢ni prace se zabyva identifika¢nimi metodami v pocitacovych sitich se zamérenim na
metody kompatibilni se zdkonnymi odposlechy. Zkoumané metody museji okamzité de-
tekovat pouziti nového identifikdtoru spadajictho pod néktery z odposlechii. Systém pro
zédkonné odposlechy néasledné nastavi sondy pro odposlech komunikace. Tato prace se
prevazné zabyva dvéma zdroji identifikac¢nich informaci: sledovanim mechanismu pro ob-
jevovani sousedl a detekei identity pocitace na zakladé presnosti méfeni ¢asu jednotlivych
pocitact. V ramci dizerta¢niho vyzkumu vznikly grafy identit, které umoznuji spojovani
identit s ohledem na znéni povoleni k odposlechu. Vysledky vyzkumu je mozné aplikovat
v ramci zdkonnych odposlechi, sifové forenzni analyzy i ve vysokouroviiovych programovée
tizenych sitich.
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Chapter 1

Introduction

Throughout the evolution of humanity, the identity of a particular person was strongly
connected to its physical presence and appearance [162]. Each individual was typically
identified by their physical features, voice and similar characteristics. Later, authorities
introduced unique identifiers, such as passport numbers and personal ID numbers.

With the advent of information technologies, so-called digital and virtual identities
emerged. As people employ digital and virtual identities remotely, these are not connected
to the appearance. Typically, visitors are not required to validate their identity by official
identifiers when they access services offered on the Internet. As a result, people create and
manage a score of digital identities; some of them are connected to activities such as work,
leisure, and social networking. Some of these identities are only loosely connected, and it
is not obvious to a remote observer that all belong to the same person.

Computer networks present many novel means for communication of individuals. For
example, people can communicate in the form of e-mail [164], instant messaging (e.g.,
XMPP [169]), or Voice over IP services (e.g., SIP [167]). Besides these open protocols, many
service providers employ proprietary protocols. The recent arrival of mobile applications
increases the number of new services providing communication between individuals.

Not only are the computer networks used for benign activities but also malicious users,
criminals, and terrorists use the same networks and protocols [26, 87, 90, |. To mitigate
these threats, standards for lawful interception (LI), originally developed for telephone
networks, were transformed for computer networks [9, 55]. In the European Union, the
European Council allowed LI in 1996 [179]. Later, the Council of Europe approved the
Convention on Cybercrime [11]. The Czech Republic adopted the European law [115].

The aim of LI is to gather complete and indisputable evidence of criminal activities. In
telephone networks, the subject of an interception (the intercept target) can be identified
by his or her telephone number; both public switched telephone network operators and
mobile carriers can accurately identify the subject and the data related to the intercept.

In computer networks, identification of an LI target is more complicated [14]. Tt is
necessary to distinguish the traffic of the intercept target from the traffic of other users
of the network. Typically, there is not a static unique identifier for each person that is
available across networks.

A MAC address identifies a network interface of a computer on a local area network
(LAN), the interception in the network of the internet service provider (ISP) has to rely
on other identifiers.

Nowadays, Internet Protocol (IP) is the only protocol commonly used on the Internet to
address hosts across network boundaries. Each computer carries one or more IP addresses.



Since 1983, the dominant version of IP has been 4 (IPv4) [98]. However, its address space
is limited and insufficient for today requirements [1658]. The inevitable exhaustion of the
IPv4 address space was evident in the early 1990s. Consequently, efforts to conserve the
address space emerged. network address translation (NAT) hides a LAN [163] or a wide
area network (WAN) [193] behind a limited number of IPv4 addresses. Small offices and
home networks usually get one public (globally unique) IPv4 address each. The deployment
of the IPv4 successor — IP version 6 (IPv6) [15] is currently in the process [18]. Each
IPv6 host can simultaneously use as many addresses as it can handle [135]. Hence, IPv6
addresses are dynamically configured, short-lived and often random.

This thesis investigates methods for computer and person identification in modern net-
works. The focus is on methods applicable in LI.

Nevertheless, the technical aspects are only one side of the coin. On the other, there
are the ethical principles and the right to privacy. The Constitutional Order of the Czech
Republic [39] acknowledges the right to privacy. Most of the other countries have similar
guarantees. The contrast between the respect for privacy and the need to counter serious
crime and terrorists raised a worldwide controversy [(4, |. Although this thesis primarily
focuses on technical aspects of LI, it also emphasises privacy-related questions, especially
in the Chapter 4.

1.1 Research objectives

This PhD research is divided into the following areas:

1. Overview of LI standards and state-of-the-art of the identification in computer net-
works — during the research, we identified several challenges arising in modern com-
puter networks [1416, 157].

2. Methods for local and remote identification with the main focus on methods for
identification in IPv6 networks — during the research, we proposed the IPv6 address
assignment tracking deployable on IPv6 LANs [154, ] and studied clock-skew-based
remote computer identification and its applications [147, , ].

3. Methods that link identity-related information of a single person or a computer to-
gether — we proposed identity graphs, a formal mechanism that links discovered
identities that belong to a single subject [157].

4. Applications of the mechanisms studied in the research topics mentioned above —
the methods are applicable in LI [157, 159] and Identity Aware Networks (IAN) [160].

The following research hypotheses arise for the second and third part of this PhD
research:

Hypothesis 1. The detection of IPv6 address assignments is possible from Neighbor Dis-
covery traffic [130] even in networks with MLD snooping enabled (neighbor discovery traffic
is multicasted rather than broadcasted).

Hypothesis 2. Short-term clock skew estimates can uniquely identify computers for LI.

Hypothesis 3. Identity information revealed at different locations can be linked by applying
unambiguous rules.



1.2 Achieved results

This PhD research was a part of the research project VG20102015022 Modern Tools for
Detection and Mitigation of Cyber Criminality on the New Generation Internet (Sec6Net)!
supported by the Ministry of the Interior of the Czech Republic. Based on the study of
related work, challenges in modern and future networks were identified and presented at ISS
Europe? 2013; and later published [146, ]. The methods for identification were divided
into two groups: local and remote.

Local methods are applicable on LANs. Usually, they monitor local traffic or require
access to nodes deployed on the LAN. IPv6 provides a new decentralised mechanism that
enables hosts to generate IPv6 addresses without any authority, such as Dynamic Host
Configuration Protocol (DHCP) server. As a part of this PhD research, we analysed the
behaviour of different operating systems and proposed IPv6 address assignment tracker
deployable on LANs [91, , ]. The IPv6 address assignment tracking translates IPv6
address management traffic to a sequence of symbols announcing the activity and inactivity
of an IPv6 address. The output of the timed transducer is suitable for generating messages
for LI. The proposed tracking fulfils Hypothesis 1.

Remote identification methods are usually less accurate than local methods. Neverthe-
less, their benefit is that they do not depend on the information available only in the network
of the subject to be identified. Clock-skew-based identification [112] seemed to be a power-
ful tool for remote identification. However, its evaluation revealed limits [69, , , ]
of its applicability. Consequently, Hypothesis 2 was rejected.

As a part of the Sec6Net research project, other identification methods were studied,
either by me or under my supervision. As a result, several modules for identity detection
were developed [103, , |. These modules became a basis for a tool called Sec6Net
Identity Management System (SIMS) [151]. SIMS gathers information about identities from
several partial identity detectors and links them together.

The linkage of identities is based on the study of the identifiers used in computer net-
works and their relations. Based on this study, identity graphs of network identifiers were
proposed [157] and implemented [95]. Identity graphs can link different identifiers based
on conditions specified by a warrant for LI. This thesis extends the original identity graphs
with more operations, including time-related operations and support for inaccurate partial
identity detectors. Identity graphs confirm Hypothesis 3.

Identity graphs were applied in the LI system called Sec6Net Lawful Interception System
(SLIS) [152] developed as a part of the Sec6Net project. In addition, software-defined
networking (SDN) proved to be useful [92, 160] for prototyping other applications benefiting
from the identification mechanisms developed during this PhD research.

1.3 Organisation of this thesis

This thesis is divided into three parts; each is further divided into chapters. The first
part, Essential background, presents terminology and necessary background for this thesis
and elaborates on challenges related to the identification in modern and future computer
networks. The following part, Identity detection and linkage, describes the main results
of this PhD research. The main goal of this part is to provide information that allows to

"https://www.fit.vutbr.cz/~ipolcak/grants.php?id=517
2Intelligence Support Systems for Lawful Interception, Electronic Surveillance and Cyber Intelligence
Gathering, http://www.issworldtraining.com/ISS_EUROPE/
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accept or reject the three hypotheses. The final part, Applicability of the results of this
thesis, provides application of results of this PhD research and concludes the thesis.

Part I introduces the necessary background to identification in LI in modern and future
computer networks. It is organised as follows:

Chapter 2 summarises the identity from the theoretical point of view and defines the
identity-related terminology used in this thesis.

Chapter 3 covers basics of networking that are necessary to understand this thesis,
including network-related identifiers. Section 3.3 focuses on basics of IPv6 address
assignment. This chapter also explains the difference between local and remote iden-
tification.

Chapter 4 focuses on LI from both legal and technical view. Section 4.1 overviews
FEuropean LI standards and compares them to other views on LI around the world.
Section 4.2 presents related work to the research in the area of LI. Section 4.3 elabo-
rates on interests of the stakeholders in the area of LI.

Chapter 5 provides five challenges that this PhD research identified in the LI in
modern networks.

The second part, Identity detection and linkage, presents the main results of this thesis.

Chapter 6 focuses on Hypothesis 1 and computer identification in local IPv6 networks.
It provides the related work in the IPv6 identification and a study of IPv6 address
assignment implementation in different operating systems. The study provides nec-
essary background to define the IPv6 address tracking based on the timed transducer
that detects active IPv6 addresses. The implementation of the tracking is evaluated
in laboratory and real IPv6 network. Based on this chapter, Hypothesis 1 is accepted.

Chapter 7 presents the properties of remote computer identification based on observa-
tion of clock skew inbuilt to each clock due to inevitable differences on the atomic level.
The aim is the evaluation of Hypothesis 2. It is possible to link the addresses even
from data intercepted from a remote location. The chapter elaborates on require-
ments for correct clock skew estimation both formally and empirically. Chapter 7
also lists possible challenges associated with the clock-skew-based identification, for
example, a possibility to mimic clock skew of another computer and a real network
deployment. Observed results show that Hypothesis 2 can be rejected.

Chapter 8 presents the study of identifiers in computer networks with the aim at
Hypothesis 3. This chapter defines identity graphs, a formal model based on graph
operations that allow linkage of partial identities. Time-related identity linkage with
respect to the nuances in the wording of LI warrants is possible. The model supports
linkage of identities learnt from partial identity detectors of limited accuracy. The
proposed model confirms Hypothesis 3.

The final part, Applicability of the results of this thesis, provides applications for the
identity detection discussed in this thesis. Part III is organised as follows:

Chapter 9 overviews practical deployment of the methods discussed in this thesis.
The methods were implemented as a part of SLIS. Chapter 9 also describes high-
level SDN, which allows rules containing user identifiers. Identity graphs link such
identifiers to IP addresses or flow identifiers supported by SDN.

10



e Chapter 10 summarises and concludes this thesis. In addition, this chapter also pro-
poses future work. Chapter 10 lists publications produced during this PhD research
and describes their relation to this thesis.

11



Part 1

Essential background
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Chapter 2

Theory of Identity

People used to live in small societies spanning a village and its surrounding or a part of
a town. Most people used to have only one identity [162] during the history of mankind
as they were known by their neighbours and fellows. People usually did not have means
to hide their identity and often lacked the motivation to do so. However, the advent of
the information society and Internet changed the balance. So-called digital and virtual
identities enabled the general public [162] to split identity for different Internet activities,
such as related to work, families, hobbies.

This chapter focuses on the description of technical aspects of an identity from the
theoretical point of view. This chapter defines identity based on the terminology introduced
by other researchers and related papers. This thesis uses the terminology established in
this chapter.

2.1 Digital identities

Pfitzmann together with fellow scientists from the field of identity management, anonymity,
pseudonymity, and unobservability developed the terminology' [144, 145] connected to iden-
tities and anonymity based on previous papers of the aforementioned fields [27, 34, 85]. The
terminology is based on entities (subjects and objects) and actions. In their terminology,
subjects execute actions on objects, for example, a subject sends a message.

Firstly, let us focus on the subjects. As Figure 2.1 shows, the network environment en-
closes different types of actors. There are human beings possibly operating several devices
(for example, a cell phone, a notebook, a desktop, a tablet), some of which may communi-
cate through more than one connection with the network (for example, Wi-Fi and cellular
network). Additionally, there are software tools called bots crawling the network [175].
Typically, their goal is to create a database containing information from various websites,
for example, bots operated by search engines index information contained on the web, bots
looking for bargain offers in e-shops and auction servers [73]). A group (consisting of several
people or bots) can represent an organisation or a legal person. People move from one place
to another. They spent a part of a day at home. Then they move to work. Some people can
connect to a network while they commute or from a café or a restaurant they visit. Some
devices (usually mobile devices) can be used both in work and while people focus on their

! A note for Czech speaking readers: the report [144] also contains the Czech translation of the terminol-
ogy.

13



personal life. Other devices are strictly bound to a specific role, for example, a desktop at
work.

AhouseholdH—k

with several

gadgets @®

\/\/\/\/ A household with
a shared computer

L Yor

In a company:

A cellular
- employees, network i
- bots A roaming
- computers user

Figure 2.1: There are several subjects that can be identified in the network environment,
including human beings, bots, computers and other gadgets.

Pfitzmann and Hansen [I144] regard actors and actees as a subject of identification if
they are human beings, legal persons, or a computer. They distinguish between a subject
and a set of subjects for the study of pseudonyms and group pseudonyms.

Pfitzmann and Hansen [144] consider systems with the following properties:

1. A system has a surrounding which is a part of the world outside of the system. The
system and its surrounding form the universe.

2. The state of the system may change by actions within the system.

Figure 2.2 shows a system and its surrounding. The goal of an adversary is to identify
the subjects — the senders and the receivers of the messages (objects) within the sys-
tem. Senders and receivers located in the surrounding are not subjects of identification.
Pfitzmann and Hansen consider entities to be a set of all subjects and objects in the system.

Items of Interests (I01) [111] is any of the following: (a) a subject, (b) any characteristic
of a subject, (c) an action performed by a subject, or (d) a message exchanged by some
subjects and (e) properties of such a message. IOI can be a specific property, for example,
a home address. Other 10Is refer to actions that happen in the system, such as the person
A sent a message X.

Attributes are defined as “a quality or characteristic of an entity or an action” [111].
Hence, an attribute is either a member of the set of all IOIs, or the observation of attributes
may reveal some IO0Is — actions within the system.

An Attribute value is not only the value of an attribute, but the term also refers to the
type of the attribute itself [144]. Therefore, the pair ('location’, "BoZetéchova 2, Brno, the
Czech Republic") is an attribute value while the address BozZetéchova 2, Brno, the Czech
Republic is not an attribute value on its own.

Attribute values can be either static (permanent, typically in-born) or dynamic (tem-
porary) [35, 132].

Finally, Pfitzmann and Hansen define an identity as “any subset of attribute values of
an individual person which sufficiently distinguishes this individual person from all other
persons within any set of persons” [114].

14



The universe
| The system

Messages
= = =

o O
=

=
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Figure 2.2: The system with subjects (senders and receivers) to be identified by an adver-
sary. An adversary identify senders and receivers in the system only.

Therefore, the goal of the methods for identification in the model depicted in Figure 2.2
is to provide enough attribute values to distinguish all subjects (senders and receivers) in
the system.

Pfitzmann and Hansen [111] also allow probabilistic identification. During probabilistic
identification, the identification method is not able to indisputably reveal a set of unique
attribute values. Nevertheless, the method reveals the identity with some degree of cer-
tainty.

A single identity may comprise of different partial identities of the same person or a
computer [114]; each of the partial identity represents the subject in a specific context or
a role. All partial identities co-exist and can be linked (correlated). If two identities are
linkable, their attributes can be merged as all belong to the same subject. Consider a
subject that owns two e-mail addresses — = any y. Both z and y are partial identities of
the same subject.

In the network environment, often, one of the attributes is unique to a specific identity.
Such attribute is called the identifier — usually, it exists in the form of a name or a bit
string [144]. Each identifier corresponds to a specific (partial) identity. For instance, the
identity of an e-mail user owning a mailbox of an address x can be represented directly by
the identifier x.

If a group of subjects is not identifiable within the system, the set of indistinguishable
subjects is called the anonymity set and the subjects are anonymous within the anonymity
set.

Pfitzmann and Hansen [144] define the anonymity of a subject from the perspective of
an adversary as the state in which the adversary “cannot sufficiently identify the subject
within a set of subjects, the anonymity set”. Therefore, they underline the possibility to
quantify the anonymity and the need to set the threshold where anonymity starts.

Both digital and virtual identities refer to identities observable in the cyber space —
in computer systems and networks. The main distinction is that digital identity refers
directly to a specific person and his or her actions that happen in the cyber space [111].
Digital identity is directly connected to the human being and represents the attribute values
and actions of the human being in the cyber space. On the other hand, virtual identity
is an identity of a character in a virtual game [144]. Therefore, the actions of a virtual
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character with a virtual identity do not necessary mean that the person that controls the
virtual character is willing to perform the same actions in the real world. However, the
definition of digital and virtual identities is blurred as some literature, for example, the
final report of the European FIDIS project [162], does not distinguish between digital and
virtual identities.

Nevertheless, the view of Pfitzmann and Hansen is not the only one that occurs in the
literature. Modinis study [170] for the eGovernment Unit of European Commission lists a
comparable definition for identity and identifiers.

Identity-related terms like identity and linkability are also defined in Common Criteria

for Information Technology Security Evaluation (ISO ISO/IEC 15408) [36, 100]. However,
due to the scope of the standard, the definitions focus on human actors only.
Josang et al. [105] present a slightly different terminology depicted in Figure 2.3. In

their terminology, each physical person or an organisation can have several identities. Each
identity is tied to several characteristics. Characteristic elements used for identification
are called identifiers. Jgsang et al. explain that identifiers are usually unique in a specific
context only.

The terminology of Jgsang et al.

Persons Identities Identifiers Other characteristics
and organizations

Benefit card #
B / 123 Favourite shopping
,@, J— 1 Name items: ...
N\ \%V/John Smith Diseases
% —— | Date of birth
1.1.1970
. Manufacturer Product name
L ‘ Comp Ltd. | — ABC
— | Value
_ 1000 K¢
\ Name | ——— Income in 2014
Identity Partial identities Identifiers Other attribute values

The terminology of Pfitzmann and Hansen

Figure 2.3: Comparison of the alternative terminology used by Jgsang et al. [105] and the
equivalent terms in the terminology defined by Pfitzmann and Hansen [144].

As Figure 2.3 shows, the terminology of Jgsang et al. can be translated to the termi-
nology of Pfitzmann and Hansen and vice versa. Although the meaning of terms used by
Jgsang et al. is shifted in comparison to the terminology of Pfitzmann and Hansen, it is
clear that Pfitzmann and Hansen did not omit any substantial detail. This thesis adopted
the terminology of Pfitzmann and Hansen.

Nabeth [132] argues that two perspectives of the concept of an identity exist:

1. Identity as a representation — a structural perspective. The identity is represented as
“a set of attribute values® characterising the person”.

2The term attributes used in the original definition was replaced by the term attribute values to be
coherent with the terminology of Pfitzmann and Hansen [144] adopted by this thesis.
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2. Identity for identification — a process perspective. From this perspective, “identity is
considered according to a set of processes relating to disclosure of information about
the person and usage of this information.”

The former definition is compatible with the one given by Pfitzmann and Hansen. The
structural perspective covers partial identities, different contexts and the set of attribute
values related to the identity. Informally, structural perspective is interested in the descrip-
tion of the subject and in learning its qualities and other types of IO1.

In contrast, the process perspective refers to the act of the identification. This per-
spective inspects the elements from which the identity can be learnt, such as names, pho-
tographs, fingerprints, or genetic patterns. Informally, the objective of the process perspec-
tive is to identify a person and learn his or her identifiers.

2.2 Identity management systems

After digital identities emerged, people started to create partial identities. These identities
can be managed by their owners, corporations (for example, for marketing), and also by
adversaries that illegally collects digital identities and related attribute values and 1OlIs.

FIDIS, a European project that focused on the identification, generalises Identity Man-
agement System (IMS) as “technical system supporting the process of management of (par-
tial) identities” [123, page 131]. Such a system typically performs at least one of the
following activities [123, page 131]:

e Searching for the real person operating the partial identities and linking these identi-
ties together.

e Identification, authentication, authorization, accounting, access control of both IT
resources and real resources (for example, estates, buildings).

e Management of the accounts related to the identity of physical persons, for example,
creating accounts for employees, assignment of privileges, deactivation.

e Aggregation and linkage of attributes, for example, for advertisement. The attributes
may belong either to individuals or a group of persons (aggregated attributes).

e Application of anonymisation and pseudonymisation techniques.

e Selection of specific partial identities in a predefined context.

FIDIS also developed [123, Section 4.1] two classifications of IMSes described below.

Classification of identity management systems according to the aspect of control
Some IMSes are used directly by the person that wants to manage his or hers identity. Other
IMSes are operated by organisations and manage (partial) identities of persons in relation
with the organization, such as employees or customers. According to the data control, there
exist three types of IMSes [123, page 131]:

1. IMSes for central account management, authentication, authorization, and account-
ing. Type 1 IMSes assign temporary characteristics such as a job title or a phone
number.
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2. IMSes for profiling of user data by an organisation for marketing or provisioning of
personalised services. Type 2 IMSes provide an abstracted or aggregated identity.

3. IMSes for pseudonym management. These systems are controlled by the end users
(they are user-centric). The user controls by the Type 3 IMS what information about
the user is shared with another subject.

Figure 2.4 shows the three types of IMSes. Type 1 IMS learns the partial identity of
a user accessing or using a system and derives information about physical identity. Type
2 IMS gathers attributes about each person, processes the information (during this phase,
the information is typically aggregated) and outputs the results of a data analysis, such as
graphs or trends in customer behaviour. Type 3 IMS is used by an individual to control
the information that leaks to other parties, in other words, the individual manages [185]
his or hers partial identities.
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Figure 2.4: Three types of IMSes identified by FIDIS project.

Classification of identity management systems according to the role of identity
management The other classification of IMSes developed by FIDIS project evaluates
the role of identity management inside the system (typically a computer program). FIDIS
distinguishes the three following classes [123, page 132]:

1. Identity management is the core functionality of the system (for example, an LDAP
directory).

2. Although the identity management is an important part of the system, there is also
other functionality that does not concern identity management (for example, a mail
client that can handle more than one account).

3. The core functionality of the system is not focused on identity management, however,
identity management has to be included for special tasks (for example, a web browser
that can manage credentials to various websites).
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2.3 Identification studied by this thesis

In this thesis, the goal is to identify human beings in computer networks. However, this
goal cannot be achieved in all cases. Therefore, some methods discussed in this thesis aim
at the identification of unique devices, leaving the identification of individual humans for
further examination by forensic experts. Unfortunately, even the identification of unique
devices cannot always be achieved. In such cases, this thesis lists possible shortcomings of
the discussed methods.

The goal of the identification methods covered in this thesis is to infer the identity of
the senders, receivers of messages transferred through the network.

In the context described by Nabeth [132], this thesis studies the identity mainly from
the process perspective. For privacy reasons, we were not interested in gathering extensive
amount of attributes and their values during this PhD research. The main goal of this
research is to identify persons. However, to do so, it is necessary to be aware of partial
identities and to study methods that link partial identities together.

SIMS [151] developed during this PhD research is a type 1 IMS. SIMS learns partial
identities from computer networks (for example, by the partial identity detectors described
in Chapters 6 and 7) and link them together by operations in identity graphs (see Chapter 8
for more details) to learn real-world identities.

Although SIMS is a type 1 IMS, it differs from a typical type 1 IMS as it does not
focus on account management, authorisation, and accounting. SIMS focuses on a passive
identification that is transparent to the authenticated user only. The partial identity linking
employs methods that are also applicable to type 2 IMSes, see Section 9.4. Compared to
a type 2 IMS, the developed IMS does not focus on gathering huge amount of data (in
contrast to the perception of IMSes defined by Claul and Kéhntopp [34]).

SIMS is a class 1 IMS as its core functionality is identification. However, the applications
concern class 2 IMSes as the aim is on the utilisation of the detected partial identities.
The primary use case (see Section 9.1) deals with LI, during which all communication or
metadata of the communication of suspects have to be collected. The TAN use case (see
Section 9.3) utilises SIMS as service that links users to IP addresses (of their computers)
and transport layer flows (produced by their computers). See Chapter 9 for additional
details about applications of the proposed IMS.
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Chapter 3

Basics of Networking

Computer networks are organised in layers. Each layer has its purpose and requirements
to identify the communicating parties for successful message delivery. As previous studies
observed [506, (5], current network protocols carry plenty of identity-related information.

This chapter briefly summarises TCP/IP stack and its layering. As this thesis focuses
on methods applicable in IPv6, the necessary background required in following chapters is
explained in detail. The main purpose of this chapter is to introduce the terminology and
identifiers in network protocols. The last section explains specifics of the local and remote
identification.

3.1 Network layers

Network protocols can be described with layered models, for example, ISO/OSI [99] or
TCP/IP [20, 21]. Lower layers of the models deal with physical media and LANs. Middle
layers provide means to route a packet across networks. Top layers deal with applications,
provide rules for data encoding, session handling and other application-specific require-
ments.

Figure 3.1 depicts encapsulation in the TCP /TP model:

e At the start of communication, an application (such as instant messaging, web server,
telephone) generates new data to be delivered to the other communicating party. The
application usually supports at least one standardised or proprietary protocol suitable
for the specific requirements of the application. The application layer protocol might
prepend additional headers to the data to be exchanged between the communicating
parties, for example, the time of the message or its encoding. Additionally, depending
on the specific protocol, identifiers can be present, such as a username, unique resource
identifier (URI), or chat room names. The resulting message is passed to the transport
layer.

e The transport layer provides services such as application multiplexing, in-order deliv-
ery or congestion avoidance. These require additional data that are prepended in the
form of a transport layer header. The multiplexing is performed using port numbers
(carried in the transport layer header).

e Typically, there is not a direct connection between the communicating parties as each
resides in a different location. The network layer enables communication across LAN
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boundaries. Typically, a single packet is routed through several intermediary devices,
called routers, on its path from the source to the destination. A network layer header
carries addresses that identify the communicating parties.

e LANs interconnect nearby hosts. Each LAN employs a specific protocol tailored for
its medium (such as air, copper, fibre, their combination), the required bandwidth,
and other requirements. These protocols are referred as link layer protocols. For
correct packet delivery, each host is identified by a protocol-specific address carried
in link layer headers, for example, MAC address.
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Figure 3.1: Encapsulation and decapsulation of data in the TCP/IP model.

The layering is often not as straightforward as depicted in Figure 3.1. The limited
number of IP addresses in IPv4 is often solved by NAT that modifies network and transport
layer headers, and sometimes even application headers or data.

The European FIDIS project studied [65, 123] network layers, network protocols and
network identities. They raised concerns [(5] that privacy experts do not participate in
network protocols design. As a result, network protocols often rely on specific identifiers.
These identifiers usually identify network equipment, applications or a person.

3.2 Identifiers in network protocols

The European FIDIS project provides an extensive list of network protocols covering each

layer [65, Chapter 2]. As FIDIS noted, network protocols are often designed to maintain

identifiers that identify the communicating parties. End hosts have addresses on both link

(MAC addresses — 48 bits) and network layer (IP addresses — 32 bits for IPv4 and 128

bits for IPv6). Applications are addressed by ports on the transport layer. Individuals au-

thenticate with usernames to access network accounts from different locations and devices.
Specifically, the FIDIS report [65, Chapter 2] focuses on:

e HTTP, FTP, SMTP, POP, and DNS (on application layer),

e TCP, UDP, SCTP (on transport layer),

e IPv4, IPv6, and IPsec (on network layer),

e Ethernet, PPP, IEEE 802.11 Wi-Fi, ISDN, Bluetooth, and DOCSIS (on link layer).
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The FIDIS report [65] shows that virtually every commonly used protocol reveals in-
formation that is suitable to determine partial identities and link them together. Besides
apparent identifiers, such as IP addresses, FIDIS report highlights the possibility of hidden
identifiers that are present in network communication but that are not obvious.

Hidden identifiers appear as [65, Section 2.1]:

Protocol obscurities appear because protocol specifications often focus on interoperabil-
ity. Hence, protocol specifications do not specify every detail to let the implementer
pick the best solution for a specific platform. These details can leak identification
information that identifies the platform. Section 6.2 studies protocol obscurities in
ND implementations.

Misuse of protocol features occurs when a protocol parameter or a protocol option
can be chosen from a domain freely. A server can use such parameters or options to
identify a user session if all messages of the session carry the same or related values.
Alternatively, an observer can use such parameter or option to link sessions executed
over time, in case that messages of different sessions are marked by the same value
(or a set of related values).

Manufacturing deviations are a result of physical constraints of a unique manufacturing
process. It is not possible to build identical hardware on the atomic level. Conse-
quently, these inconsistencies can be used to link data produced by a specific device.
Chapter 7 studies properties of identification based on clock skew deviations.

The report [65] manifests that metadata, such as protocol headers, associated with
current protocols leak many identifiers that can be directly or indirectly linked to specific
persons. Moreover, cross-layer linkability reveals additional information about identities of
specific devices or persons. However, even though the report mentions cross-layer linkability,
FIDIS did not study the cross-layer linkability in detail. One of the goals of this thesis is to
link identifiers found in network protocols and at the same time link the partial identities
identified by the identifiers. Chapter 8 describes identity graphs that allow cross-layer
linkability based on identifiers that appear in all layers of the TCP/IP model.

The report also notes [65, Chapter 1] that there is a difference between the specifica-
tion of a protocol, which is usually in the form of a technical text document, and derived
implementations of the specification. Sometimes an implementation diverges due to a mis-
understanding of the specification. Sometimes a target platform contains constraints that
prevent full conformance with the specification, for example, lack of resources in an embed-
ded system. Often, some features of a protocol are optional and implementations may or
may not implement such feature. Additionally, specifications of protocols often evolve. An
implementation may follow an older version of the specification that is not in conformance
with the latest version. Occasionally, there are conflicting requirements in a specification
of a protocol.

Even though the report [65] does list many protocols on all layers of the TCP /IP model,
it also admits that it is not a comprehensive compendium. This PhD research has focused
on gathering additional information especially in the domain of IPv6, networks with NAT,
and cross-layer linkability.
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3.3 Internet Protocol version 6

As the FIDIS report [65, Chapter 2] notes, IP addresses identify either end hosts, or, in
the case of NAT, the translator. This thesis focuses on identification methods related to
IPv6. Sections 5.2 and 5.3 describe challenges in I[Pv6 and dual stack networks. Chapter 6
proposes the IPv6 addresses assignment detection. This section provides the necessary
background.

IPv6 is a protocol that is constantly evolving, for example, see RFC 7721 [10]. Ad-
ditionally, FIDIS project did not describe IPv6 address assignment in sufficient details.
The following text expands the information about the IPv6 addressing and identification
contained in the FIDIS report [65] with up to date information.

3.3.1 IPv6 addressing

IPv4 addresses are usually leased by DHCP. A device leases an IPv4 address from a DHCP
server operated by the network owner. The device identifies its leasing interface by the
MAC address carried in the DHCP Discover and DHCP Request messages. The device
applies the leased IPv4 address to all its communication until the lease expires.

In contrast, IPv6 introduces several new mechanisms for address assignments. For
example, Stateless Address Autoconfiguration (SLAAC) [184] is mandatory for all IPv6-
enabled nodes in the network. SLAAC is a part of IPv6 Neighbor Discovery (ND). SLAAC
allows an end device to generate as many [Pv6 addresses as it needs, for example, for
privacy concerns [l1, 77, |, as long as another device on the LAN does not use any
of the addresses. The addresses are not leased but generated by end devices without any
registration of the generated IPv6 address. The device concatenates the network part of
the address, learnt from a router, with an auto-generated, usually 64-bits-long, interface
identifier (IID) [12]. See Figure 3.2 for an example.

2001:db8:1000:1000:11d0:11d1:11d2:11d3

'

Network part " Interface identifier

Figure 3.2: IPv6 address concatenates the network part of the address with an interface
identifier.

Besides SLAAC, Dynamic Host Configuration Protocol version 6 (DHCPv6) exists in
IPv6 networks. However, the support for DHCPv6 is optional. In addition, even when
active, the presence of the DHCPv6 server has to be signalled through ND messages and
the leased IPv6 addresses have to be validated by ND.

In DHCPv6-controlled IPv6 networks, a DHCPv6 Unique Identifier (DUID) identifies
a specific machine. Whenever a computer leases an IPv6 address from a DHCPv6 server,
the computer identifies itself with the DUID. As a consequence, the DHCPv6 server in the
network can link leases supplied to different interfaces of the same computer, for example,
wired and wireless. However, whenever the operating system of a computer is reinstalled,
or the machine is rebooted to a different OS, the DUID changes [32].

Cooper et al. [10, Section 4] provide a list of currently implemented mechanisms to
generate 1IDs:
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IEEE-identifier-based IIDs are IIDs with an embedded link layer identifier, for example,
the MAC address encoded as EUI-64 [12, 97].

Static, manually configured IIDs are IIDs selected and configured by the user of a
computer.

Constant, semantically opaque IIDs are random but constant IIDs used by Windows
instead of the IEEE-identifier-based IIDs. They do not leak MAC address to the In-
ternet. Nevertheless, they do not change over time or whenever the device reconnects
to a different network.

Cryptographically generated IIDs [10] incorporate a hash of the public key of a host.

Stable, semantically opaque IIDs [74] are random IIDs that remains constant in a spe-
cific network. They do change when the device reconnects to a different network.

Temporary IIDs [135] are random IIDs with limited life span.

DHCPv6 generation of IIDs are generated by a DHCPv6 server and can be temporary
or non-temporary depending on the request created by a DHCPv6 client and the
DHCPv6 server configuration.

Transition and co-existence technologies generate IPv6 addresses that usually embed
an IPv4 address.

Once an address is assigned, it identifies the network interface of the machine that
generated the address (or that obtained the address from DHCPvV6).

3.3.2 Neighbor Discovery

For the understanding of the contribution of this thesis in the IPv6 identification realm, it
is necessary to get familiar with the ND process.

ND [136] allows a node to discover routers and other hosts in the network. In addition,
the node also learns prefixes in use in the network and other information. All ND messages
are specific packet types of Internet Control Message Protocol for the Internet Protocol
Version 6 (ICMPv6).

ND depends on the multicast groups created on the LAN. There are role-specific groups,
for example, all nodes (ff02::1), all routers (ff02::2). ND also depends on solicited-node
multicast groups that are created automatically whenever a node generates a new IID.
A solicited-node multicast group address is computed for an IID by concatenating the
prefix ff02::1:f00:0/104 [39] and the lowest 24 bits of the IID. For example, the solicited-
node multicast address for the address depicted in Figure 3.2 is ff02::1:ffd2:11d3. Switches
on the LAN can treat multicast messages as broadcast or build multicast trees in case that
they are able to perform Multicast Listener Discovery (MLD) snooping [30]. However, most
current switches treat solicited-node multicast addresses as broadcast [111].

When a host connects to a network, it tries to discover routers in the network by issuing
Router Solicitation (RS) requests. Routers in the network reply by a Router Advertisment
(RA) [136, ] message; either to the all host multicast group or by a unicast reply. RA
includes one or more on-link prefixes and zero or more SLAAC prefixes configured in the
network. Optionally, the RA instructs the host to get additional configuration from a
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DHCPv6 server. Typically, DHCPv6 is not active. The host constructs IPv6 addresses
from the advertised SLAAC prefixes and generated IIDs [131].

Before a newly generated tentative address can be used for communication, it is neces-
sary to test its uniqueness in the network. Duplicate Address Detection (DAD) [127, 184] is
a process during which the host sends a Neighbor Solicitation (NS) message to the special
solicited-node multicast group [89] corresponding to the tentative address. In this thesis,
NS issued during DAD is denoted as NS-DAD. If the tentative address is already configured
on another host, the another host replies with a Neighbor Advertisement (NA) to the multi-
cast group for all nodes in the network (ff02::1). If the tentative address is not already used
by another device, there is no reply to the NS-DAD. The non-conflicting address changes
state to either the preferred state or the deprecated state. The host can use the address for
communication. To avoid race conditions in address assignments, RFC 4862 [184] orders
that each host has to join the solicited-node multicast group before it sends the NS-DAD.

In Figure 3.3, DAD detects that another computer is using the newly generated ad-
dress A. (1) Computer C1 subscribes to the solicited-node multicast group (corresponding
to the IID of the address 4 [39]) by issuing an MLD Report. MLD capable switches and
routers process the message. (2) Computer C1 sends NS-DAD for the address A. The
NS-DAD is delivered to all nodes subscribed to the solicited-node multicast group corre-
sponding to the address A (MLD snooping is active as depicted in Figure 3.3) or to all
nodes (MLD snooping is not active). (3) As Computer C2 is already using the address A,
C2 replies with NA to all hosts multicast group. Finally, C1 drops the address A.

MLD-capable
router

Computer C2,
already using
address A

Computer C1
performing DAD

foraddressA
Computer C3,

_____ 7 subscribed in the
—————— solicited-node multicast

group for address A

Other computer C4
in the network

—— Multicast traffic for all nodes in the network
— — - Multicast traffic for specific nodes in the network

Figure 3.3: An example of DAD during which the computer C1 learns that the address A
is already used in the network.

Optimistic DAD [127] allows usage of addresses with unique IIDs (such as a random
IID, or an IID derived from a unique interface identifier) even before the DAD completes.
An address in the optimistic state should not be used for communication, but if the host
does not have any other option, it can use the address for communication. Note that the
host performing the optimistic DAD cannot advertise the optimistically assigned address to
other hosts before DAD completes and the address reaches the preferred or the deprecated
state.

MLD capable routers periodically query all multicast groups for active subscribers. If
any subscriber exists, one of them replies. In case that all IIDs containing the lowest 3
bytes of the solicited-node multicast group have been dropped, there is no MLD reply to
the query. However, in the case of a collision in solicited-node multicast addresses, the
group stays active while at least one of the colliding IIDs is active.
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3.4 Local and remote identification

As the FIDIS report [65] highlights, some identifiers (for example, MAC addresses of end
devices) are available only on the same LAN in which a device or a person to be identified
are located. This thesis distinguishes between methods for local and remote identification.
Local identification benefits from all identifiers, however, it is only applicable on the LAN
of the device or the user to be identified. Remote identification restricts the information
available to the network, the transport, and the application layer. Only in specific cases
does a remote observer detect link layer identifiers, for example, in IEEE-identifier-based
IIDs of IPv6 addresses.

Despite the name, the methods for remote identification are also applicable on LANSs.
However, their results can be less accurate compared to methods which focus on LANSs.

In this work, we distinguish identities of specific subjects. Chapter 8 presents identity
graphs that distinguish following sets of identifiers:

Link layer addresses of end devices identify a specific computer network interface. Some
devices are operated dominantly by a specific person, in such case, it is possible to
link a specific person with the device being used. Sometimes, it is possible to identify
the person operating the device that has a specific link layer address by other means.

For example, there are protocols, such as RADIUS [165], that authenticates the link
layer of a particular device to a specific user account. Link layer identifiers only rarely
leak [50, 77, 135] through a border of a LAN.

Network layer identifiers also addresses network interfaces of end devices, typically by
IP addresses. The IP addresses were originally designed to be valid end-to-end. How-
ever, due to limited IPv4 space, IPv4 addresses are often translated. IPv6 address
translation is not recommended [3, 32, |. However, when NAT is active in IPv6, it
is recommended [33, Chapter 9] to map one inside IPv6 address to one outside IPv6
address. Therefore, IPv6 address identifies a computer while IPv4 address might iden-
tify a single computer or a set of computers. Nevertheless, an IPv6-enabled computer
typically uses more than one IPv6 address simultaneously [135].

Transport layer flows can be identified unambiguously at a given moment with a 5-tuple:
source and destination IP address, source and destination port and transport layer
protocol type. Due to the presence of IPv4 address translation, it might be necessary
to distinguish a traffic of computers behind NAT using transport layer flows. Besides
network address translation, transport layer identifiers do not change for a specific
flow. However, the 5-tuple has only limited validity time frame. Port numbers can
be reused for different flows.

Application layer identifiers identify a specific partial identity of a person. Usernames
(logins) are a typical example of such identifier. Additionally, application layer identi-
fiers contain a domain name and consequently may identify the entity that registered
such domain and is responsible for servers running the service; for example, consider
web URI and e-mail addresses.
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Chapter 4

Lawful interception

As the main topic of this thesis is to detect identities for LI, it is necessary to get familiar
with the concept, laws, technology, related work, and the stakeholders in the LI. This chap-
ter provides the necessary background. LI has been transformed from a loosely interpreted
concept to a clearly defined set of law and regulations [187]. The description of LI and the
architectures of LI systems primarily considers LI in the European Union and the Czech
Republic in particular. Therefore, this chapter starts with an overview of the standards
for LI maintained by the European Telecommunications Standards Institute (ETSI). This
chapter also compares ETSI standards to the standards for LI in other parts of the world.

Figure 4.1 depicts high-level architecture for LI. An LI system is operated by an Internet
service provider (ISP). The ISP either provides Internet connectivity or a specific service
such as e-mail or voice over IP. The LI system has to identify intercept targets, their data,
and pass the intercepted data to the Law Enforcement Agency (LEA) that initiated the
interception. Intercepted data are typically stored at the Law Enforcement Monitoring
Facility (LEMF) operated by the LEA that initiated the interception. Data are stored for
further analysis and the forensic investigation by LEA agents.

Internet service Law enforcement
provider network agency network

Internet ’/\‘

Lawful Interception Monitoring
System Facility
Data interception Data decoding and analysis

Figure 4.1: Top level architecture of an LI system: intercepted data are passed to the LEA
for further analysis.

Although the discussion about LI increased recently, for example, Telecommunications
Industry Dialogue' was established in 2013, many details about the activities of govern-
ment bodies remain secret [189], and the transparency varies country-by-country [188, 189].

https://telecomindustrydialogue.org/
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Typically, a small group of security-cleared personnel of an operator maintains an LI system

and processes warrants [1358]. Each warrant may target one or more subscribers while one
subscriber may be covered by several warrants. The process varies according to national
regulations.

The goal of this thesis is to propose mechanisms that identify the target of the inter-
ception according to the identifiers covered by a warrant. As Chapter 3 establishes, there
are several layers, each of which uses different identifiers. Hypothesis 1 focuses on improve-
ments in the identification on IPv6 LANs. Hypothesis 2 investigates linking of the IPv6
addresses outside LAN. Finally, Hypothesis 3 aims at the development of identity graphs
— a formal model that links partial identities discovered in the network. Consequently,
identity graphs enable targeted LI in conformance with the warrant and law.

4.1 Lawful interception standards and architectures

This section provides a survey of the principles of LI around the world. The basis of this
section was published in Czech in a technical report of the Sec6Net project [159]. T am the
original author of the text.

4.1.1 Lawful interception defined by ETSI
ETSI has standardised LI [53-63] for the European Union. ETSI specifies the LI frame-

work and its basic parameters. Many specifics are left for national regulations®. The Czech
Republic adopted the European legislation into its law order [11%]. The warrant authoris-
ing an interception may require either interception of intercept related information (IRI)
(metadata about the communication) or both IRI and content of communication (CC) (a
copy of the communication of the target of the intercept — the suspect).

LI has to be transparent to the suspect. The traffic cannot be modified in any way
during an interception. The network behaviour observed by the suspect has to remain
exactly the same compared to the behaviour without the interception.

Each warrant has to specify at least the identifiers of a partial identity of a suspect,
the duration of interception (the start time and end time), type of the interception (IRI or
CC), and parameters for the delivery of the intercepted records.

IRI and CC records

There are four types of IRI records defined by ETSI [59]. Each type describes a specific set
of activities performed by the target of an intercept. IRIs describe the communication of a
suspect. An LI system generates an IRI record and passes the IRI record to the LEA.

1. A begin IRI record is created whenever a target connects to the network, generates a
new IP address, initiates a new communication, or performs a similar action.

2. An end IRI record is created whenever a target disconnects from the network, stops
using an IP address, finishes a communication, or performs a similar action.

3. Continue IRI records signal an acknowledgement of an open session, such as long-
term usage of an IP address, or longstanding communication. A continue IRI record

2For more information, see, for example, Hoffman and Terplan [90], Harfield and Harfield [$7] or the Law
Enforcement Disclosure Report by Vodafone [189]
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can also be used to give more details about a previously signalled communication, for
example, when a lease of an IP address is prolonged.

4. Other messages, such as signalling of error conditions or attempts to connect to the
network, are signalled by a report IRI record. IRI report is also sent when a target
tries to access the network but the LI system cannot create IRI begin record for some
reason.

An LI system generates IRI records based on the observed traffic that the intercept
target transmits or receives as depicted in Figure 4.2. Before a session is initiated, IRI report
is used to signal any information, such as session establishment parameters. Immediately
after a session is opened, the LI system signals to LEA session parameters in IRI begin. Any
additional information about the running session is sent as IRI continue. The LI system
signals the end of the session by IRI end. Should any additional information arise, the
LI system generates IRI report. Note that each IRI record (begin, continue, end, report)
contains details about the event that has triggered the creation of the IRI record. In
summary, the following regular expression denotes IRI records that are generated for a
single communication session: report™ begin continue® end report®.

An interception target Lawful interception system Law enformcement monitoring facility

| Communication outside a Il'__l LIS detects messages, e.g.
session. session set up.
\JBJ_ngort\’

| LIS generates an IRI Report for each important message. BI

Session established. B'__I LIS detects that a session

egin

Communication inside 2 BI—I LIS detects important events. |

session.
ntinue

| LIS generates an IRI Continue for each important message. BI

Session finished. Ig'__l LIS dete%ts_t at a session |

End

Communication outside a Il'__l LIS detects messages, e.g.
session. session set up.
\JBJ_ngort\’

| LIS generates an IRI Report for each important message. BI

Figure 4.2: IRI records provide metadata about communication sessions.
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CC records, if allowed for an interception, are used to copy the communication of the
intercept target. In this case, an LI system copies all packets sent by the target or destined
to the target, including all protocol headers and application data. CC records are passed
to the LEA.

Identification of the intercept target

Identification of an intercept target has to be unambiguous [58]. ETSI does not provide
a fixed list of identifiers to be used for identification. However, ETSI lists [78] several
identifiers that can be supported:

e Username or Network Access Identifier (NAI) [17]. NAI allows authentication during
the access phase to the network.

IP address (IPv4, IPv6).
e MAC address.

Identifier of the access line or cable modem identifier.

Other identifiers negotiated between ISP and LEA.

An LI system should generate IRI records in time to announce a change in the session
state to the LEA. CC messages should be intercepted without any loss. Hence, an LI system
has to identify the suspect as quickly as possible.

An interception warrant lists either (1) directly network-related identifiers that are
the object of the interception or (2) other unique identification of the suspect by another
identifier, for example, by his or her name and home address. In the latter case, authorised
personnel of the ISP has to determine unique network-related identifiers of the suspect [59].
Typically, the authorised person learns the unique identifiers from an internal database of
customers.

Reference model of LI system

ETSI created the LI system reference model [56] depicted in Figure 4.3. Communication
between the LI system, the authorised personnel of the ISP, and LEA is carried over Han-
dover Interface (HI) [53, 55, 57, 59, 60]. HI is divided into three parts — HI1, HI2, and
HI3:

e LEA inserts and removes intercepts through the HI1 interface. Additionally, through
HI1, ISP informs LEA about initiation and termination of the interception requested
by the LEA or any technical issues concerning the interception requested by the LEA.

e The HI2 interface carries IRI records from the ISP to the LEMF of the LEA that
initiated the intercept.

e The HI3 interface carries CC records from the ISP to the LEMF of the LEA that
initiated the intercept.
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Content of
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Mediation
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Content of Communication
Internal Interception Function
(CC-lIF)

Figure 4.3: ETSI reference model for LI [50]

The ETSI reference model accompanies five cooperating functions:

o Administration Function (AF) manages intercepts in progress. It configures other
blocks whenever an interception starts or finishes.

e Intercept Related Information — Internal Interception Function (IRI-IIF) learns the
identifiers that appear in the network. Additionally, IRI-IIF creates IRI records re-
lated to the intercepts in progress.

e Content of Communication — Internal Interception Function (CC-IIF) intercepts CC
records. CC-IIF creates a copy of the packets transferred through the network.

e Content of Communication Trigger Function (CCTF) controls CC-IIF and selects
Intercept Access Point (IAP); IAP is the point in the network where data are inter-
cepted.

o Mediation Function (MF) passes IRI and CC records to LEMF. Additionally, MF can
correlate IRI and CC records.

Figure 4.4 shows an example of the communication inside the reference model of an LI
system. LEA delivers requests for interception through HI1, either manually or electroni-
cally [59]. Authorised personnel insert the intercept to the AF. ETSI requires decoupling
of HI1 and internal interfaces so that LEA cannot control an LI system remotely [59]. The
authorised personnel is only allowed to insert intercepts authorised by a court.

AF inserts a new intercept to a queue of intercepts to be activated. The intercept is
activated after its start time passes. Then, AF configures other parts of the system for
interception and later deactivates the interception.

Identifiers related to the partial identity of the suspect can change over time. IRI-ITF
detects such changes either from network traffic or through other means, for example, by
log analysis. Each change of a partial identity of a suspect is immediately signalled to
MF by IRI records. IRI-IIF also dynamically configures CCTF with dynamically detected
identifiers.
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CCTF receives static and dynamic configuration for intercepts with CC interception
enabled. AF handles the static configuration while IRI-ITF provides dynamic configuration.
CCTF controls CC-IIF probes and determines the configuration of each probe separately.

CC-ITF usually consists of several CC-IIF probes, each of them is located on a particular
link where it intercepts data according to the identifiers observed in packets. CC records
are created from the copy of the incoming traffic.

MF can correlate IRI and CC records or change their encoding according to the desired
format of the intercepting LEA. MF sends IRI records through HI2 and CC records through
HI3.

Authorised
personnel

LEA LEMF of an ISP AF IRI-IIF CCTF CC-IIF MF
—Court—auih_o_r'ised warrant

Activate intercept

IRl begin
IRI begin
"""""""""""""""""""""""""""""" CCintercept (if allowed) ™~ 7
New dynamic
identity
Identifiers
cC
cC

Figure 4.4: An example of communication within the ETSI reference LI system.

4.1.2 ATIS/TIA J-STD-025 standard

The J-STD-025 [9] standard specifies LI in the United States. J-STD-025 is coupled with
the law called CALEA [37] that regulates LI in the United States.
J-STD-025 specifies the following three interfaces [90] to an LI system:

o Surveillance Administration System (SAS) provides ports to the system to be used
by LEAs.

e Call Data Channel (CDC) provides communication metadata related to establishing,
maintaining and terminating communication sessions.

e Call Content Channel (CCC) delivers a copy of the communication content.

Roughly, SAS is analogous to HI1, CDC is analogous to HI2, and CCC is analogous to
HI3. A J-STD-025 LI system cooperates with the monitoring facility of the LEA.
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Figure 4.5 displays the J-STD-025 reference architecture. The components are:

Lawful Authorisation provides warrant authorization by a court in conformance with
CALEA. The warrant is forwarded to the Telecommunication Service Provider after
it is authorised.

Telecommunication Service Provider (TSP) is a provider of telecommunication ser-
vices of a suspect. An LI system is deployed in the network of the TSP. An LI system
is composed of the following blocks:

— Service Provider Administration manages intercepts and configures other parts
of the system.

— Access block connects the parts of the LI system that are not a part of the TSP’s
infrastructure to the production network of the T'SP.

— Delivery block encodes intercepted data to the format desired by LEA.

Law Enforcement Agency monitors the intercepted data from the TSPs carrying in-
terception. The monitoring facility is divided into two parts:

— Law Enforcement Administration manages the intercepts and configures storage
devices for the intercepted data.

— Collection stores both metadata and the copy of the content of communication
of suspects.

Telecommunication
Service Provider Access

Service Provider

/ Administration Delivery

Lawful
Authorisation

Figure 4.5: J-STD-025 [9] standard LI architecture.

4.1.3 Cisco architecture for lawful interception systems

RFC 3924 [13] describes the architecture of an LI system providing a minimal set of features
required by different national regulations of LI. The architecture was developed by Cisco
Systems®, and it reflects the requirements arising both from ETSI standards and J-STD-
025.

The handover interface between the LI system and LEA is very similar to the one

3http://www.cisco.com
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defined by ETSI. Nevertheless, it is configurable to be compatible with J-STD-025. Cisco
reference architecture is divided into the following parts (see also Figure 4.6):

e LI Administration Function manages intercepts and configures other parts of the
system.

e [ntercept Access Point (IAP) is a point in the network where an LI system connects to
the regular infrastructure of an ISP. Alternatively, IAP may directly represent devices
carrying interception. There are two types of IAPs:

1. Content IAP captures traffic.
2. IRI IAP creates IRI records (metadata about the traffic of a suspect).

e Mediation Device (MD) configures IAPs, replicates intercepted records in a case that
one subject is monitored by multiple LEAs, transcodes intercepted data to the format
required by the LEA, and relays the intercepted data through HI2 and HI3 interfaces.

HI1

LI Administration Function

MD Provisioning Interface

IRI IAP IRI

HI2

Intercept

Request

9 Mediation
Device (MD)
Intercepted

Content HI3

Figure 4.6: The LI system architecture published in RFC 3924 [13].

4.1.4 Omnipresent surveillance

LI denotes domestic targeted interception of individuals or small groups. Many countries
balance between the right to privacy and the need to investigate crimes [188]. However, some
jurisdictions mandate that operators intercept all international traffic going through their
network [135] or allow warrantless wiretapping of specific international communication [115].

Recently, several indices about mass-scale surveillance program in the United States of
America called PRISM leaked to the public [119]. It is a surveillance program enabled [119,
138] by Foreign Intelligence Security Act of 1978 with amendments of 2008 and U.S Patriot
Act. After the disclosure, the debate about the program started, and official groups were
established” to limit [138, 183] the surveillance.

“http://icontherecord.tumblr.com/faq
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Another example of massive scale interception comes from Georgia [177]. In 2013 a law
mandating direct network access for LEAs emerged.

Such mass-scale surveillance can harm the Internet and other technology companies [(4,

]. Telephone and communication operators try to persuade [177, | governments to
follow ETSI standards for LI. Google started to encrypt its traffic between data centres [71],
and it promotes encrypted communication®.

4.1.5 Relations of the LI architectures and this thesis

Recent events seem to favour targeted surveillance while increasing the need to identify the
originators and receivers of Internet traffic. This PhD research focuses on the development
of detection mechanisms compatible with ETSI standards. However, due to many similar-
ities between the ETSI LI, J-STD-025, and RFC 3924 described in this section, the results
of this PhD research are applicable to ETSI LI, J-STD-025, and RFC-3924-based LI.

The identification mechanisms described in this thesis are compatible with targeted
surveillance. The aim is to enable LI in modern networks.

4.2 Lawful interception systems

Only a limited amount of information about LI systems is available for general public,
for example, in white papers of LI systems vendors [7, ]. The available white papers
and technical description indicate that some open problems exist. This section summarises
public knowledge about LI systems; Chapter 5 focuses on open challenges.

4.2.1 Research of lawful interception methods in academia

Hoffman and Terplan [90] list many complications specific to IP networks. Among them
is the need to extract source and destination partial identities embedded in the data flow,
numerous IP connections are interleaved, Internet links are often deployed in an ad hoc
manner, distinguishing the target and the nontarget data is paramount. This PhD research
focuses on the identification of packets in IP networks. Identity graphs are constructed
from several partial identity detectors of information with the goal of separating partial
identities of the target from the partial identities of benign users.

In academia, one branch of LI research [108, 125, 195] studies voice over ip (VoIP) pro-
tocols. Karpagavinayagam et al. [103] proposed alternative LI architecture. They redirect
both signalling messages and data messages of VoIP through an LI system. The LI system
modifies signalling messages so that the voice channel takes a predictable path. However,
the modifications do not comply with ETSI requirements on LI that prohibit any modifi-
cations of traffic to be intercepted as this could reveal the intercept in progress. Milanovié
et al. describe methods [124] and distributed deployment [125] of a VoIP LI system. Their
solution is compliant with LI standards. Compared to this thesis, their solution to identify
users is also distributed, but they focused only on one protocol, specifically H.323. The
architecture described in this thesis is generic, and it is suitable for identifiers from all
networking layers.

Another branch in academia is focusing on the reliability of LI. Bhargavan et al. [17]
studied protocol obscurities [(5, Section 2.1] the behaviour of mail servers in the presence
of unusual requests, for example, requests that are not completely specified in protocol

Shttps://www.google.com/transparencyreport/
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specifications. They found that the processing of the requests depends on the server-side
software and its version. Consequently, an attacker can send unusual messages to trick an
LI system.

Cronin et al. [11] studied LI and identified several methods that a tracked person can
employ to evade or confuse the identification of their data. Confusion and evasion are
defined as follows:

Confusion is a process during which an intercept target tricks the intercepting device or
a data analyser into decoding a different message than the one that was delivered to
the recipient. Although during confusion the investigator detects the communicating
parties, the false message can mislead the investigation. For example, an attacker
can transmit two TCP segments with the same sequence number but different con-
tent [112]. As Cronin et al. shown, current software interprets such messages in
different ways [14].

Evasion is a process during which an investigation target completely hides the fact that any
communication occurs; the intercepting device does not detect any communication.
For example, on the physical layer, the interoperability of several devices is achieved
by specifying some tolerance, for example, in frequency, voltages. An LI target can
construct a device that sends messages just outside the tolerance range. Due to the
nature of analogue signal processing, some devices can process such signal but others
cannot [14]. If the monitoring system does not detect such transmissions but the next
hop does, an LI target evades the monitoring.

Research in the field of network intrusion systems described traffic normalisation [3]
that removes the ambiguity that causes confusion. However, traffic normalisation modifies
the traffic, and consequently, it can be detected by an LI target. Hence, traffic normali-
sation cannot be applied in LI. In this thesis, the confusion is minimised by expecting the
deployment of partial identity detectors as close as possible to the accessed service providing
the partial identity. On the other hand, CC-probes should be located as close as possible
to the intercept target [157].

Bellovin et al. [15] list and evaluate the effects of alternative methods for the electronic
gathering of evidence: legalised hacking of devices belonging to suspects through existing
vulnerabilities in end-user software and platforms. In this scenario, law enforcement does
not get evidence from the network but instead deploys monitoring software directly to the
computer of the suspect. Consequently, law enforcement needs an invisible, yet reliable way
to penetrate a device of a suspect. This work does not consider such methods as it is not
allowed by ETSI standards for LI.

Rojas et al. [166] focus on LI and mobility in IPv6 networks. They present a mechanism
that predicts the movement of an intercept target. The goal is to minimise the number
of probes performing the interception. The work of Rojas et al. is orthogonal to our
work. This PhD research focuses on identification mechanisms. Once the intercept target
is identified, the approach of Rojas et al. can be employed.

4.2.2 Proprietary lawful interception systems

Major network equipment manufacturers provide equipment with LI capabilities. For exam-
ple, Cisco supports LI functions as an optional feature. Cisco follows the architecture [13]

36



described in Subsection 4.1.3. However, the communication protocols are proprietary, and
they are not available for general public.

Aqgsacom offers Agsacom real time Lawful Interception System (ALIS)®. Aqsacom pub-
lished a white paper [7] that describes LI and ALIS. The white paper also describes chal-
lenges for LI, such as the problem of distinguishing data of the intercept target and data
of other people that are not subject to the intercept, for example, neighbours sharing an
Internet link. Another problem is ambiguous law in several countries. The downside of the
white paper is that it does not provide the complete overview, for example, it completely
omits SLAAC [135] in IPv6.

Hoffman and Terplan [90, chapter 6] describe ALIS. They note that ALIS supports
many network-related identifiers including IP address, MAC address, and user IDs, such as
SIP identifiers and e-mail addresses.

Utimaco’ is another company that published a white paper on LI [187]. Tt lists several
challenges for LI: (1) the diversity of access technologies, such as ISDN, xDSL, WLAN,
WiIMAX, GSM, GPRS, UMTS, CDMA, and cable; (2) voice communication that progressed
from fixed PSTN to mobile networks, VoIP, and other specialized applications; (3) high
speed networks and exchange points carrying tens of gigabits of data per second. This
thesis focuses on LI in IP networks. Identity graphs defined in Chapter 8 support various
partial identity detectors and identifiers that appear in all layers of the TCP/IP model.
During this PhD research, more than 15 partial identity detectors were created [22, 70, 91,

, , , |. High-speed networks are not a core part of this thesis. Nevertheless, the
Sec6Net project also focused on high speed networks up to 10 Gbps, and SLIS [152, ]
supports CC-probes for 10 Gbps networks (see also Chapter 9).

SS8% designed LI system called Xcipio modularly [90, chapter 6] so that it is prepared for
constant changes in the networking environment. Xcipio supports many protocols on dif-
ferent network layers including VoIP. Identity graphs defined in Chapter 8 are also modular
and support various partial identity detectors.

Other vendors of LI systems also exist: for example, Verint, IP Fabrics VSS monitoring.
However, the exact capabilities of their solutions are typically not public.

4.3 Stakeholders

LI impacts many areas including privacy, security, crime investigation, and private compa-
nies. As a result, many stakeholders, which can be interested in the results of this thesis,
exist. This section identifies the stakeholders and their relation to LI.

Even though this thesis focuses on technical aspects of LI, it has to provide the context
so that a reader is aware of potential risks and controversy.

The description of the stakeholders in the area of LI and their interests follow:

Policy makers, governments and regulators have a conflicting role. On one side,
they need to respect the privacy of individuals [138, ], for example, fundamen-
tal rights and freedoms given by constitution and international treaties [39]. On
the other side policy makers and governments have to prepare a law that protects
the society from criminals and terrorists [115, ]. Both goals have to be bal-

Shttp://www.agsacom.com/en/lawful_interception.aspx
"https://lims.utimaco.com/products/lims-access-points/
8https://www.ss8.com/what-we-do/intel-law-enforcement-investigations/
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anced [122, 187], and there should be safeguards that prevent to minimise the privacy
infringement [113, 187]. The balance should be clear for general public [113].

Investigators are typically strictly bound by the law introduced by policy makers. They
need to respect the established balance between the right to privacy and the right
to safety. They have to weigh [27] the importance of getting information for ongo-
ing investigations and privacy violations caused by data interception and decoding.
However, investigators are monitored by courts and prosecutors. Hence, investigators
have to describe the proportionality of surveillance to a court including the decision
between interceptions of only metadata or also the copy of the message content [115].
Sometimes, the content is less important than the fact that two parties communi-

cated with each other [I15]. When a court approves an intercept, investigators need
accurate and indisputable evidence [26], so that the collected evidence is admissible
for trials.

Intelligence agencies form a special case of investigators. Often, intelligence agencies
deal with international threats. Consequently, they often have to emphasise the right
to safety [90]. Their complex situation was proven by the PRISM case [ 19]. Too-wide
surveillance hampers the trust and can influence business [64]. Currently, there are
efforts to limit mass-scale surveillance and increase transparency [122, 135].

Prosecutors in some countries, for example, the Czech Republic, authorise the scale of an
LI. They oversight the actions carried by investigators and intelligence agencies and
balance between the right to privacy and the right to safety.

Judges and courts are the most influential bodies in searching for the balance between
the right to privacy and the right to safety as their decision is often ultimate. To
decide trials, they need sound arguments and indisputable evidence [20].

Telecommunication companies and internet services providers have to obey local
law and cooperate with investigators and intelligence agencies. At the same time,
enterprises have to invest and make the good reputation for making a profit. Thus,
they need to care about the privacy of their users as the profitability of their busi-
ness is strongly influenced by public opinion. Recently, telecommunication industry
companies formed alliances, such as Telecommunication Industry Dialogue, which
tries to raise awareness about the goals of the industry. Some companies also release
reports [70, 188] about law enforcement investigations.

Intelligence support systems vendors need to provide tools to enable investigation
and yield reliable evidence [113]. They react to the needs of investigators and in-
telligence agencies. Often, the needs are very specific due to the potential violation
of privacy rights. Hence, the cost of the intelligence support systems (ISS) is usually
high. Typically, companies do not specialise in ISS. If these companies cooperate with
intelligence agencies too much, they might face strong criticism from the public [119]
or even lose profit [64].

All private sector companies are in the risk of technology stealing [115]. ISS manu-
factured to protect society are sometimes [115, chapter 8] misused for industry espi-
onage. Companies need to define policies to protect their data [1 15, chapter 9], which
increases their expenses and consequently lowers their profit.

38



During the Athens Affair [115], Vodafone Greece purchased telephone switches with
LI capabilities inactive. However, unknown intruders managed to exploit the LI func-
tionality to spy on politicians and other prominent persons. In the end, the reputation
of Vodafone Greece went down due to the vulnerability in the switches introduced by
their vendor, Ericsson. Hence, LI functionality (as any other functionality) in network
equipment comes with higher risks for bugs and vulnerabilities that may even hurt
products without the functionality if the design of the two product lines is not sep-
arated correctly. The manufacturers have to accept additional costs for maintaining
LI functionality in their products.

The general public is concerned about privacy and security of private data of citizens [190].
However, the general public is also aware of security risks and possible crimes. The
general public needs to feel safe and see that police can cope with crime. At the same
time, the general public does not want their confidential data and communications to
be stolen. These two opposing needs have to be balanced. Private data interception
has to be regulated, and a strict law concerning LI has to be in place to achieve both
goals.

Privacy experts often form an opposition to the roles of investigators and intelligence
agencies. Their primary aim [38] is in the protection of privacy rights. They are
trying to reach their goal by disseminating their views to the general public, policy
makers and governments.

It is evident from the list of goals of the stakeholders that there are several challenges on
different levels — technical, ethical, financial. This thesis does not deal with ethical issues,
and it does not balance the rights to privacy and the right to safety. These issues are ethical,
and their solutions cannot happen on the technical level. Instead, in the area of LI, this
thesis focuses on tools providing information for investigators. In the area of privacy, this
thesis aims at distinguishing partial identities of specific persons. Consequently, the scope
of intercepts may be limited only to the traffic of suspects, leaving the traffic of benign
citizens untouched.

This thesis studies new techniques for partial identity detection and lists their properties.
Any user of the techniques described in this work should consult local legislation and
determine if the techniques are applicable in the specific jurisdiction.

4.4 Research of lawful interception

This thesis focuses on LI in the context of the Czech and the ETSI standards. The study of
requirements on LI revealed several parameters of identification methods to be applicable
in LI:

e As the interception has to be transparent to the suspect, the identification methods
cannot modify network traffic.

e The identification of the suspect has to be as quick as possible so that IRI begin can
be created and CC intercepted.

e The identification method should detect both session start (IRI begin) and end (IRI
end).
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Additionally, CC interception is typically based on IP addresses as the IP address of the
intercept target is present in all IP datagrams of the target [13]. However, the IP addresses
are often assigned dynamically. The authorised personnel of an ISP can activate intercept
based on identifiers such as RADIUS username or the identifier of the access line. Hence,
an LI system has to be able to link the input identifier to the IP addresses assigned to the
intercept target.

As a part of the Sec6Net project, I managed a group of students with a goal of developing
a proof-of-concept LI system. The main goals of the group were:

1. To study existing methods for identification of network subjects and to propose new
methods applicable to modern and future networks.

2. To create a framework that controls network probes developed as a part of the Sec6Net
project.

As a result, we developed Sec6Net Lawful Interception System (SLIS) [152] that reached
the goals mentioned above.

This thesis describes the steps needed to reach the first goal. Chapters 6 and 7 focus on
specific methods for partial identity detection including related work. Chapter 8 focuses on
partial identity linkage that helps in getting complete information about partial identities of
a specific LI target. Finally, Section 9.1 presents the application of the methods developed
as a part of this thesis in SLIS.
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Chapter 5

Challenges of identity detection in
modern computer networks

Computer networks connect various computers together. User behaviour and typical usage
of network change with rising number of interconnected devices [36]. Communication in-
frastructures became distributed, highly complex and service-oriented [185]. Consequently,
network protocols evolve. With new protocols, new challenges for identity detection emerge.

In the past, a typical household owned a single desktop computer. The advent of
laptops, smartphones, tablets, wearables and other network-enabled small devices increased
the number of devices operated in a single household. Nowadays, shared computers are less
common. Often, a person exclusively uses several devices that access the Internet and
browse web pages.

As a result, the knowledge that a device produced some traffic is often sufficient to link
the traffic to the person that exclusively uses the device. However, as the person typically
owns several devices, the traffic of a single identified device represents only a fraction of the
traffic produced by the owner. Hence, the identification of a particular device represents
only a partial identity of its owner.

IP addresses are prominent device identifiers [13, 26]. However, one of the biggest
problems in networking in the last years is the depletion of the IPv4 address space [168, ].
Nevertheless, IPv4 is still dominant protocol used on the Internet [109]. The shortage of
IP addresses is countered by NAT, which typically hides many devices behind a single IP
address or a pool of IP addresses. The share of IPv6 traffic is increasing. As already
reported [31], the identity detection in IPv6 is different compared to IPv4.

This chapter lists challenges of user identification in current networks with a focus on
LI; each section represents one challenge. This chapter (and thesis) considers both IPv4 and
IPv6. The final section of this chapter explains the relation of this thesis to the challenges
listed in this chapter.

This chapter is based on the ideas presented in papers On Identities in Modern Net-
works [157] and Challenges in Identification in Future Computer Networks [116]. T am the
author of the text in both papers.

5.1 Network address translation

The first challenge for identity detection in current networks concerns NAT. A typical
household customer buys a connection to the Internet from a local ISP present in the

41



area of the household. The ISP is typically local or nationwide. An ISP is connected to
the Internet either at an Internet Exchange Point (IXP)! or through another transit ISP
(typically small ISPs).

The ISP typically forms a contract with one representative of the household who be-
comes (de jure) the customer. However, for LI, it is important [7] to identify the traffic of
a specific member of the household as the person who signed the contract does not have
criminal liability for the content of the traffic produced by other members of the household.

Until recently, a typical household received one public IPv4 address. All members of
the household shared the IPv4 address as the home network was connected to the ISP with
a router providing NAT. NAT maintains a table that defines a bijection between local and
global identifiers of the flows traversing the network boundary. Hence, all traffic of the
household used to be identified by a single global IP address. However, the depletion of the
IPv4 address space does not allow ISPs to assign a public IPv4 address to all customers (if
the ISP does not have enough IPv4 addresses from the past). As a result, ISPs employ a
second layer of NAT for the traffic destined to the Internet. The two-layer network address
translation is called Carrier Grade NAT (CGN). Figure 5.1 shows an example of an ISP

Router and network

employing CGN.
D g e address translator (NAT)
Router and
@ Internet D e Carrier Grade NAT
|

Public addresses

'%; ?ISPe w\

Public Internet server

Household and
its network

i g
192.168.0.0/24 100.64.0.0/10 172.16.0.0/24
i i i

10.0.0.0/24 172.16.0.0/24 10.0.0.0/24

Figure 5.1: Nowadays, ISPs often employ CGN in their networks.

Each household in Figure 5.1 operates a LAN, on which local machines use the ad-
dress space reserved by RFC 1918 [163] for LANs. The addresses are not globally unique.
Consequently, the address space of many households collide. NAT at the boundary of the
household network translates the local IP addresses to a single IP address provided by the
ISP from the address space used in the ISP network. The ISP network should use addresses
from the shared address space reserved by RFC 6598 [193]. CGN at the edge of the ISP
network typically uses a pool of public IPv4 addresses. It is no longer possible to guarantee
neither that all traffic of a single household can be identified by a single public IPv4 address
nor that all traffic identified by a single IPv4 address belongs to the same household.

Figure 5.2 shows the challenges in identification of traffic origin arising in a CGN-enabled
network. In the first example, users from two different households try to reach the external
servers at the same time. It is possible that CGN translates both requests to a single
public IPv4 address. The second example shows that the traffic of a single household can
be identified with different public IPv4 addresses. In this case, the traffic is routed through
distinct translators that do not share the same public address space. Note that the exact

1For example, http://nix.cz
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behaviour of CGN in both cases is not specified as it depends on the network configuration

and state.
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same public IPv4 address. identified with a single IPv4 address.

Figure 5.2: Challenges in networks with CGN.

Some sources, for example, Casey et al. [20], treat an IP address as a unique identifier of
a computer attached to the network. The examples of CGN mentioned above show that this
is not the case anymore. NAT can hide several machines behind a single TP address, CGN
can hide thousands or even millions of households behind a single pool of IPv4 addresses.
Hence, an IPv4 address identifies neither a single machine nor a single household.

LI warrants unambiguously specify the traffic to be intercepted. Depending on the
exact wording of a warrant, it can be legally forbidden to capture all traffic of a single
IP address when the court gives permission to intercept traffic of a single person, and the
person is connected behind NAT. Therefore, LI performed in a CGN network needs to take
the multiple address translations into account.

This thesis tackles this challenge with NAT-aware rules for the construction of identity
graphs proposed in Chapter 8. The idea is to observe the communication before and after
NAT performed by a translator, either by probes located before and after the translator [30,
Chapter 4] or from logs generated by the translator. Another option is to correlate traffic
of a single machine behind NAT through another mechanism, such as the clock skew [112].
The resulting identity graph differentiates between global and local identifiers.

5.2 Addresses in IPv6 Networks

IPv6 penetration in the Czech Republic is one of the highest in the world [67]. Thus, it
is necessary that an LI system deployed in the Czech Republic identify IPv6 users. This
section focuses on IPv6 addresses and the IPv6 address space. Section 5.3 outlines challenges
related to the coexistence of IPv4 and IPv6.

The IPv6 address space is much larger compared with the IPv4 address space. In
contrast to IPv4 where a computer network interface is usually identified by a single IPv4
address, in IPv6, each interface typically uses several IPv6 addresses [35].

Another difference between IPv4 and IPv6 deployment is the presence of NAT. Whereas
multiple layers of NAT do occur in IPv4 (see Section 5.1), IPv6 networks usually do not
employ NAT as the NAT-free network allows end-to-end connectivity [178]. Moreover,
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“the IETF does not recommend the use of Network Address Translation technology for
IPv6” [192].

Section 3.3 provides an introduction into IPv6 and different kinds of IIDs. For cor-
rect IPv6 functionality, for example, for ND, each interface has to configure a link-local
IPv6 address from the £e80::/64 address space. Typically, the IID of the link-local ad-
dress of a specific interface is stable. Nevertheless, traffic from a link-local address is not
routable [39, Subsection 2.5.6]. Therefore, the operating system of the computer typically
generates additional addresses. SLAAC is the default mechanism to obtain IPv6 addresses,
DHCPv6 is optional. Current operating systems (Windows, Mac OS X, iOS, user-friendly
Linux distributions) generate both stable addresses and temporary addresses. Temporary
addresses are random and periodically regenerated. Windows, Mac OS X, iOS, and Ubuntu
generate a new temporary address daily. However, the Wi-Fi network reauthorization or a
network cable disconnect and reconnect often triggers regeneration of temporary addresses.
Consequently, a single computer can use many IPv6 addresses during a single day even if a
user of a computer does not perform any intentional action aimed to regenerate temporary
IPv6 addresses.

Figure 5.3 shows an example of a single computer that generates several I1Ds for a single
interface.
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§_ ~<Grunnas » Address used only for established connections (deprecated)
g IPv4
O Typically DHCP-leased Likely same as the original one —— ——
k) New address Possibly
8’ same as the
@ IPv6 original one
©
c Link-local address (stable in all networks)
o A —
o Stable, semantically opaque IID The same stable, semantically ’HJ; - il‘ Origina
[J) e—— - E AR A EEEEEEEEEEE > onaaue |IID - ; address
E] New random IID t;+7days
o —— R EEEEEEEEEEE )
= New random IID t,+8days
[e) < —
: RFC4941-based addresses I
¢ & random IID . p
wn
& prefered for 1 day
o —
5 & used for additional 6 days for already e iaaarmrsaEa s >
. . — = EEEEE
g established connections 4_':
& G ——
— e ¢ & ---—-
Computer  t;+1day t;+2days t;+ Computer t,+1day t,+2days Computer Computer Time
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with a different LAN (t3) LAN (t,)
Wi-Fi AP (t,)

Figure 5.3: A single network interface usually operates several IPv6 I11Ds while it uses only
one IPv4 address.

1. The computer in Figure 5.3 starts at time ¢;.

(a) The operating system automatically generates a link-local IPv6 address belong-
ing to the fe80::/64 network. As explained above in this section, each IPv6
enabled interface has to configure a link-local address for service communication,
such as ND. Nevertheless, the address can be used for any local communication.

(b) The default IPv6 address assignment method is SLAAC, a subset of ND. Let
us consider that the computer learns the prefix used in the network for address
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autoconfiguration [184] from ND. For each prefix learnt from ND, most cur-
rent operating systems (Windows, Mac OS X, iOS, most Linux distributions)
configure:

e a persistent IPv6 IID, such as (1) IEEE-based-identifier incorporating EUI-
64 address of the interface, (2) constant, semantically opaque IID, or (3) sta-
ble, semantically opaque I1D;

e a temporary IID [135].

(c) For comparison, the computer also supports IPv4 and leases one IPv4 address
from a DHCP server in the network.

2. The computer runs for more than eight days.

(a) Temporary addresses are typically preferred for 24 hours. Hence, the computer
regenerates a new temporary IID every 24 hours.

(b) After 24 hours, the old temporary IID becomes deprecated; the IID is still as-
signed and used in sessions established when the IID was preferred. Temporary
addresses are typically valid for seven days (preferred and deprecated combined).

3. Let us consider that the computer is restarted after several days (t2). Alternatively,
the computer can associate to a different Wi-Fi access point. The outcome regarding
IIDs in use is similar.

(a) The computer regenerates the same link-local IPv6 address.

(b) The computer regenerates the same persistent IPv6 address (because the network
address prefixes advertised in RAs are the same).

(¢c) The computer generates a new temporary I1D.

(d) DHCP server continues to lease the same IPv4 address to the computer.

4. Following days, the computer keeps running and periodically generates new temporary
IIDs (and drops the temporary IIDs older than seven days).

5. Suppose that the computer moves to a different LAN or that it associates to a different
wireless network (t3).

(a) The computer regenerates the same link-local IPv6 address.

(b) The computer learns the prefix used in the new network. For the prefix, the
computer generates a new persistent and temporary address.

(¢c) The computer leases a new IPv4 address.

6. Suppose that the computer returns to the original LAN or that it associates to the
original wireless network (t4):

(a) The computer regenerates the same link-local IPv6 address.

(b) The computer regenerates the same persistent IPv6 address as it originally con-
figured in this network because the network address prefix advertised by ND is
the same.

(¢c) The computer generates a new temporary I1D.
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(d) DHCP server leases the computer the original IPv4 address or a new IPv4 address
depending on its configuration and the time that elapsed after the computer
disconnected from the original network.

As Figure 5.3 shows, IPv6 address assignment tracking needs to take into account that
a single network interface can operate many IPv6 addresses at the same time, possibly
tens of IPv6 addresses [35]. Additionally, the IPv6 addresses associated with the interface
change over time. Hence, IPv6 address assignment tracking should incorporate time.

The Homenet architecture [29] describes a possible path of the IPv6 deployment in
the future. One of the goals of the Homenet architecture is to provide [29, Section 3.2.4]
multihoming to home networks. The Homenet architecture allows more globally routed
prefixes to be used by a single device. Multipath TCP [68] splits a single application session
into several subflows; each subflow can use a different IP address. Homenet architecture
increases the number of IPv6 addresses on each interface — for each prefix, the computer
configures at least one stable and one temporary IPv6 address. Each multipath TCP
subflow can have a different global IPv6 address configured on an interface of the tracked
computer.

In principle, the IPv6 LI is similar to IPv4 LI [28, Section 4.3]. The absence of NAT
simplifies transport layer flows processing — two flows originating from the same IPv6
address at the same time belong to the same interface. Hence, it is straightforward to
intercept data of the local computer (identified by one IPv6 address) [28, Section 4.3].
However, as a single interface can be configured with multiple IPv6 addresses that change
over time, the challenge lays in the identification of all IPv6 addresses belonging to the
same interface over time.

Identity graphs defined in this thesis in Chapter 8 tackles the challenge of multiple IPv6
addresses being configured to a single IPv6 interface by allowing an arbitrary number of
IPv6 addresses to be linked to a single MAC address (or another unique interface identifier)
during a particular period. The IPv6 address assignment tracking described in Chapter 6
is designed to learn all IPv6 addresses of all network interfaces on a LAN. The clock-skew-
based identification studied in Chapter 7 discovers IPv6 addresses with similar clock skew
which can be a sign that the addresses are being used by the same computer.

5.3 Dual-stack networks

Today, most of the web domain names resolve to IPv4 addresses only [1]. Therefore, most
IPv6-enabled networks also support IPv4 to provide connectivity to IPv4 servers (typically
through NAT or CGN). The simultaneous support for IPv4 and IPv6 is usually called dual
stack. Hosts supporting both IPv4 and IPv6 create another challenge for LI: it is necessary
to intercept traffic of both protocols.

Some content is accessible via both TPv4 and IPv6. A dual-stacked host can access the
content via both protocols. Nevertheless, sometimes a network is misconfigured, sometimes
one of the protocols experience higher latency or packet loss. Originally, IPv6 was preferred
and only when the IPv6 connection did not succeed for several seconds, the host switched
to IPv4. Later, Happy Eyeballs (HE) [194] allowed smooth fallback to IPv4.

HE can seamlessly switch between IPv4 and IPv6 without any user interaction. There-
fore, a part of the content fetched from a single web server can be downloaded via IPv4
and the rest via IPv6. The multiplexing introduces an additional need for linking of IPv4
and IPv6 partial identities.
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In addition, without HE, dual-stacked machines prefer IPv6. Hence, IPv6-enabled
servers are accessed via IPv6 while for IPv4-only servers the host falls back to IPv4. As
web pages often contain external content and DNS is accessed separately, one session may
be carried over both IPv4 and IPv6 even without HE.

Moreover, multipath TCP [68] can multiplex an application session into several TCP
subflows. Some subflows can utilise IPv4 while other subflows utilise IPv6.

Chapter 7 evaluates the clock-skew-based identification that estimates clock skew for
both IPv4 and IPv6 addresses. Consequently, the identification mechanism can discover
all IPv4 and IPv6 addresses of a single computer. Chapter 8 defines identity graphs that
support dual stack networks.

5.4 Application layer protocols

LI standards include support of application layer protocols [61, 63]. The recent advent of
smartphones introduces new proprietary protocols for instant messaging, voice communi-
cation (VoIP), and other forms of communication. Obviously, these applications can be
misused by criminals. Therefore, a modern LI system and ISS has to allow support for new
application layer protocols.

Typical mobile applications use a proprietary application layer protocol or a customised
version of a standardised protocol [2, 12, ]. Some applications use a telephone number
as the user identifier, other applications use custom nicknames or other identifiers. Hence,
the support of current mobile instant messaging requires the ability to support different
protocols and different identifiers.

The support for application layer protocols creates several challenges for LI:

1. The number of application layer protocols is enormous, and it is continuously ris-
ing as new applications become available and protocols evolve. The huge variety of
application layer protocols and the continuous protocol updates require that a mod-
ern LI system is extensible. Identity graphs described in Chapter 8 are extensible
and already support several application layer identifiers. Nevertheless, due to time
constraints, only a limited number of protocols is supported at the moment. I am
currently working on the support for additional protocols as a part of the Smart
Application Aware Embedded Probes (SProbe)? project.

2. Lately, many applications employ encryption by default. For LI systems, this means
that application layer identifiers cannot be extracted directly from network links with-
out encryption keys and online decryption. This thesis does not focus on encrypted
protocols. Nevertheless, even data sent via the network in encrypted form are avail-
able decrypted at end hosts and often on the servers running the service. Identity
graphs can be constructed based on different partial identity detectors that can be
distributed across the network. Hence, the identity-related knowledge can be learnt
from unencrypted sources, such as log files.

3. The variety of application layer protocols and the existence of many independent
sources of identity information means that many partial identities of the same person
(subject) exist. The existence of partial identities creates the need to link partial
identities.

*http://www.fit.vutbr.cz/~ipolcak/grants.php?id=1003
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Identity graphs presented in Chapter 8 are extensible and new partial identity detectors
can be added easily. The built-in support for linking different partial identities based on
network-related identifiers is prepared to support additional identifiers, including applica-
tion layer identifiers. The identity graphs were already constructed [103, ] from partial
identity detectors parsing RADIUS [165], XMPP [169], IRC [106, 107], OSCAR (propri-
etary protocol for instant messaging), YMSG (proprietary protocol for instant messaging),
SMTP [111], and HTTP [60].

5.5 Legal requirements

Based on the discussions with the Czech law enforcement agents, wordings of LI warrants
vary. Some warrants allow interception of data identified by a specific IP address only.
Other warrants demand interception of all traffic of a particular computer or a particular
user. Some warrants allow linking identities whereas other warrants do not.

Another legal requirement concerns the covert nature of LI. The goal is to gather ev-
idence for a court trial. Consequently, the interception has to be performed without the
knowledge of the intercept target. Therefore, the location of the LI system has to take
into account that is is not always possible to deploy its components into the most suitable
location, such as the LAN where the intercept target is connected.

Another legal requirement is to differentiate between interception of IRI and CC [53].
For example [90, page 17], IRI intercepts allow monitoring of a suspect, linking his or her
identity, and learning the communication parties of the suspect. An interception of the
whole communication is legal only when the warrant allows interception of CC.

The IPv6 address assignment tracking defined in Chapter 6 create output symbols that
can be converted to IRI records. Clock-skew-based identification can identify computers
remotely; pcf can create messages that can be converted to IRI records. Identity graphs
proposed in Chapter 8 can be created from partial identity detectors distributed anywhere
on the Internet. The operations in identity graphs constraint the linking based on the
wording of a warrant that orders an intercept.

5.6 The challenges and this thesis

As obvious from previous sections of this chapter, there are many challenges in LI in today
networks. As Torres et al. [185] observed, an LI system of the future needs to process
many partial identity detectors. Consequently, Chapter 8 proposes a highly distributed
mechanism.

Figure 5.4 shows the problem decomposition employed by this thesis. The decomposi-
tion provides a basis for a modular, distributed and extensible IMS built from independent
parts. Several partial identity detectors provide identity-related information from which an
identity graph is automatically constructed. Each partial identity detector can be based on
an independent mechanism. Chapters 6 and 7 describe two distinct partial identity detec-
tors. Chapter 8 focuses on identity graphs that allow partial identity linking. Chapter 9
shows applications of the mechanisms studied during this PhD research.

The architecture depicted in Figure 5.4 tackles the challenges listed in this chapter by
specific partial identity detectors focused on a specific source of identification. Each partial
identity detector can be deployed in the most suitable location in the network. For example,
the IPv6 address assignment tracking described in Chapter 6 (that addresses the challenge
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Figure 5.4: The proposed IMS is modular, extensible and it can be distributed.

of multiple IPv6 addresses covered in Section 5.2) is deployable only directly on the LAN
where the subject of the interception is located. Another example is a log processing system
that parses application log files or Syslog [72] messages; in this case, the best deployment is
the server that stores the log files. Consequently, the modular and extensible architecture
is suitable to deal with different application protocols (see Section 5.4) as creating a new
module does not require changes in other partial identity detectors.

However, it is not always possible to use a specific mechanism. For example, consider a
court order to intercept data of a specific person. While it might be feasible to deploy the
IPv6 address assignment tracking described in Chapter 6 to identify the intercept target in
some locations, such as an international company, it is not possible to deploy the tracking
in the home network of the subject as the interception would not be performed covertly
— the subject is likely to recognize that an LI system was deployed in his house, see also
Section 5.5. Hence, this thesis also considers remote identification.

To address the legal requirements that are presented in Section 5.5, this thesis focuses
on both the local and remote identification. Figure 5.5 depicts the possible deployment of
partial identity detectors. The benefits of local and remote detectors follow:

(a) User identification on LANs (see Figure 5.5 - a): The monitoring node is located on the
same LAN as computers that are to be identified and intercepted. Hence, the learnt
information is usually sound and complete.

(b) User identification outside the LAN of the intercept subject (see Figure 5.5 - b): Lately,
users connect to the Internet using several Internet providers simultaneously (for ex-
ample, using Wi-Fi and mobile carrier networks). Sometimes it is necessary to monitor
the movement of intercept subjects that use different networks, such as public WiFi
hotspots, hotel WiFi. As the deployment of an LI system in every network is not legally
and technically possible, the remote monitoring is beneficial. The downside of remote
identification is that some identifiers, such as MAC addresses, are not available and the
identification may not be accurate.

For more details on local and remote identification, see also Section 3.4.
This thesis focuses in detail on two partial identity detectors:

1. Chapter 6 focuses on a local partial identity detection — IPv6 address assignment
tracking on LANs. The proposed approach monitors ND messages on a LAN. The
approach employs a timed transducer that tracks IPv6 address life-cycle of IPv6
addresses active on the LAN. The timed transducer is constructed based on the study
of the behaviour of operating systems. The timed transducer detects that a new
address was generated immediately after the transducer processes corresponding ND
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messages. Additionally, whenever an MLD querier queries a dropped address, the
timed transducer detects that the address is not used anymore. The detection is
passive for end devices and does not require any software or hardware modifications
of switches and routers in the network. The method is suitable to detect all IPv6
addresses configured on a LAN, see Section 5.2.

2. The Clock-skew-based identification method studied in Chapter 7 provides remote
identification. The method was reported to be fast [174] and handled passively [112].
During this PhD research, I extended the method to link all IPv4 and IPv6 addresses
of a computer based on clock skew. Hence, the method addresses the challenges
described in Sections 5.2 and 5.3. The method can also link traffic flows of the
same computer hidden behind NAT [112], which deals with the challenge described
in Section 5.1.

Besides these two partial identity detectors, Chapter 8 discusses additional partial iden-
tity detectors developed as a part of the Sec6Net project under my supervision [159].

Chapter 8 introduces identity graphs, a graph model that stores detected identifiers.
Identity graphs link detected identifiers based on formally defined rules. The goal is to link
identifiers on a warrant with dynamic identifiers that are the most suitable for identification
of data to be intercepted, such as IP addresses [90, page 272]. Identity graphs support sev-
eral types of linking constraints that were defined based on the possible network topologies
and warrants wording. Identity graphs support multiple IP addresses of a single computer
and the rules for identity graphs construction support NAT. Hence, Identity graphs address
challenges described in Sections 5.1-5.5.

The methods presented in this thesis in Chapters 6 and 7 were included into SLIS [152,

| developed as a part of the Sec6Net project. Chapter 9 describes SLIS and other
applications of the methods developed during this PhD research.
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Part 11

Identity detection and linkage
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Chapter 6

Identification on IPv6 LANs

This chapter focuses on the IPv6 address learning mechanism deployable on a LAN that is
the main contribution of this thesis for accepting Hypothesis 1. The goal of the mechanism
is to identify IPv6 and MAC address bindings on LANs, and consequently, identify all IPv6
addresses in use on all interfaces on a LAN. The mechanism can be deployed as a standalone
solution that provides similar information to DHCP logs in IPv4, or, it can be utilised as
one of the partial identity detectors for identity graphs described in Chapter 8.

The proposed IPv6 address assignment tracking mechanism examines the messages ex-
changed during ND and tracks the state of the discovered IPv6 addresses. For each IPv6
address, the mechanism learns the MAC address associated with the interface that uses the
IPv6 address. The core of the mechanism is formally described as a timed transducer. The
timed transducer executes transitions based on input symbols and time out events. The
input symbols are constructed from messages received from the LAN; each symbol corre-
sponds to a single message. The output of the transducer provides the address management
information compatible with IRI begin and end records described in Chapter 4.

Firstly, we performed a study of current operating systems behaviour [149]. The study
confirmed our expectations about several inconsistencies between ND implementations in
different operating systems. Section 6.2 presents updated results of this study including
the discovered inconsistencies.

Based on the study, we proposed [154] an extended finite state machine. The original
paper [151] was selected for an extended version that was published as Host Identity Detec-
tion in IPv6 Networks [150]. I was the main author of the papers; I wrote the text, the ND
study was conducted under my supervision. In this thesis, I transformed the vague descrip-
tion of the extended finite state machine and defined the mechanism as a timed transducer.
The timed transducer is defined in Section 6.4. As a part of the Sec6Net project, under
my supervision, we developed a tool called ndtrack [93] that implements the IPv6 address
assignment tracking mechanism.

6.1 Related work in IPv6 identification

Section 3.3 introduces IPv6 addressing, IIDs, and ND including SLAAC. SLAAC is a
mandatory address assignment method during which a host generates one or more IPv6
addresses by appending a custom IID to an advertised prefix. SLAAC brings new chal-
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lenges for network operators [$1]'. This section provides an overview of methods for local
identification in IPv6 networks.

6.1.1 Local monitoring of address assignments by neighbor cache polling

All IPv6-enabled hosts maintain a neighbor cache (NC). NC is a table that stores the
bindings of IPv6 and MAC addresses of computers, with which the host has active or
recently finished communication on a LAN. See Figure 6.1 for an example of an NC of a
Cisco router.

SLI#sh ipv6 neighbors

IPv6 Address Age Link-layer Addr State Interface
2001:DB8: : 1AA9:5FF:FE90:1540 0 18a9.0590.1540 REACH Gi0/0
2001:DB8: : 20B:82FF :FE3A:F957 0 000b.823a.f957 REACH Gi0/0
2001:DB8: : 3E97 : EFF : FEDB:F029 13 3c97.0edb.£f029 STALE Gi0/0
2001:DB8: : A00:27FF:FE16:1D55 0 0800.2716.1d55 REACH Gi0/0
2001:DB8: : 92E6:BAFF:FE83:9148 0 90e6.ba83.9148 REACH Gi0/0
2001:DB8: :204:96FF:FE1D:4E30 15 0004.961d.4e30 STALE Gi0/0
2001:DB8: :F6EC: 38FF :FEF0:873B 0 f4ec.38£f0.873a REACH Gi0/0

Figure 6.1: An example of the neighbor cache of a Cisco router.

Grégr et al. [31] poll routers in the Brno University of Technology network and download
NC of the routers in the University network to learn the IPv6 addresses of connected end
hosts in the network. However, the polling increases the workload carried by the routers.
Hence, the polling cannot be too frequent as it would result in negative performance impact.
Grégr et al. are not interested in immediate detection of a newly assigned IPv6 address.
Instead, their use case allows a long polling interval, for example, 15 minutes or even 1
hour. Such delay is not acceptable for LI.

In addition, an NC stores information about directly connected nodes only. Hence, in
network topologies with multiple routers that segment a network into separate subnetworks,
the IPv6 address monitoring has to gather information from all routers that are connected
to segments with end user devices as depicted in Figure 6.2 (a).

Virtualization, such as Cisco Virtual Switching Systems [31] or HP Intelligent Resilient
Framework [¢1], can prevent the need to poll multiple routers. The virtualization lets
several devices act as a single device. Consequently, the virtualized devices share common
NC, and it is sufficient to probe only one physical device. For example, see Figure 6.2 (b).

ND snooping tracks IPv6 addresses configured to devices attached to a switch on the
access layer. When enabled, ND snooping creates a table similar to the NC of routers.
Therefore, it is possible to poll access layer switches instead of the routers. However, ND
snooping is not supported on all switches, and the additional workload is more critical in
comparison to the NC polling as access layer switches tend to have lower resources.

'Requests for IPv6 address tracking reappear on the Internet, for example, https://code.google.com/
p/android/issues/detail?id=32621#c60 or https://www.ietf.org/mail-archive/web/v6ops/current/
msg22650.html
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Figure 6.2: NC polling in a) traditional networks, b) networks with virtualized devices.

Compared to the router or switches polling method [21], this chapter focuses on a
method that:

e detects new addresses immediately, including addresses that are utilised for intra-LAN
communication only,

e does not poll routers or switches and thus does not increase their load periodically,

e works in networks with switches without NC and MLD snooping (for example, low-
priced switches commonly deployed in the access layer),

e detects that addresses are released by end hosts even during the time when the ad-
dresses are still present in the NC of a router,

e is deployable in networks without virtualized switches [31, 81].

Asati and Wing [3] tried to change router behaviour so that routers propagate changes
in NC through DHCPv6 messages to a DHCPv6 server. The DHCP server would store
such information. Consequently, DHCPv6 log files would provide information about all
IPv6 addresses used in the network. However, their work did not reach the publication as
RFC. Therefore, it is unlikely that the mechanism is implemented in routers.

6.1.2 DHCPv6 tracking

As stated earlier, DHCPv6 is an optional method to assign IPv6 addresses to end hosts.
Hence, an IPv6-enabled LI system should monitor address assignments through DHCPv6.

Groat et al. [78] studied DHCPv6 for monitoring the identity of users on LANs. They
focused on possibilities of an adversary that has access to several IPv6 LANs. The adversary
sniffs and spoofs DHCPv6 messages. An adversary can operate:

1. Directly on the LAN of the tracked device — the adversary monitors DHCPv6 traffic.

2. On the LAN of the DHCPv6 server — the adversary can sniff the DHCPv6 traffic or
access the database of the leases stored on the server.

Nevertheless, Groat et al. [7] focus only on one particular address assignment method
— DHCPv6. SLAAC is the default address assignment method in IPv6 whereas DHCPv6
is optional. Moreover, even if DHCPv6 is deployed, end hosts can still employ SLAAC
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to generate additional IPv6 addresses provided that the RA contains prefix information
option with the autonomous address-configuration bit set [136]. As DAD must verify the
uniqueness of an IPv6 address assigned by a DHCPv6 server, the IPv6 address assign-
ment tracking proposed in this chapter also detects DHCPv6 leases. Moreover, identity
graphs proposed in Chapter 8 support DHCPv6 as a partial identity detector; a module for
DHCPv6 lease tracking was developed as a part of the Sec6Net project [159]. The module
provides information required to build identity graphs.

6.1.3 Web-based dual stack address discovery

Sanguanpong et al. [170] implemented a captive portal for dual-stacked networks. When a
host connects to the Kasetsart University network, the user needs to authenticate to the
network. The first HT'TP request is redirected to the captive portal where the user can
enter his or her credentials.

The authentication web page embeds two images, one accessible through IPv4 and one
through IPv6. Both images are identified with a unique hash. When the browser downloads
the image, it provides the unique hash to the web server. Consequently, the web server
links the IPv4 address and an IPv6 address by the hash supplied in both HTTP requests.

The downside is that the method discovers only one IPv4 and one IPv6 address. In
IPv6, each device has at least one link-local and one routable IPv6 address. Usually, the
device generates more than one routable address, each with a different type of IID (see
Section 5.2 for more details). In the case of a temporary IID, the device regenerates a new
IID periodically.

The web-based dual stack address discovery reveals only the address that is preferred
for the communication with the web server at the time of the access to the captive portal.
Consequently, the method is not suitable for LI since LI needs to cover all traffic of the
suspect. Moreover, the identification for LI has to be transparent to the suspect. The
detection by the proposed timed transducer is transparent to hosts. In contrast, the captive
portal visibly modifies the behaviour of the network.

6.1.4 Neighbor Discovery tracking

During SLAAC [184], hosts in IPv6 network utilise ND messages [130] to learn on link IPv6
addresses, the prefix for IPv6 address autoconfiguration, and check that the IPv6 address
to be assigned is not already used in the network. Section 3.3 provides more information
about the procedure.

The messages exchanged during ND can be monitored by addrwatch [114]. Figure 6.3
provides an example addrwatch output. Each line represents a single ND message. Each line
displays the timestamp of the message, the network interface that captured the message,
the VLAN number, the MAC address, the IPv6 address and the ND message type. Hence
the tool gives the network operator an overview about the ND traffic, the tool can be used
to log IP address assignment in the network.

1329486484 ethO O 00:aa:bb:cc:dd:ee fe80::2aa:bbff:fecc:ddee ND_NS
1329486486 ethO 7 00:11:11:11:11:11 fe80::211:11ff:fel11:1111 ND_NS
1329486487 ethO 7 00:22:22:22:22:22 fe80::222:22ff:fe22:2222 ND_DAD

Figure 6.3: An example of the addrwatch output.
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Although addrwatch displays ND messages captured from the network, it does not
display the state of the IPv6 addresses. Hence, by looking at the output, it is not clear,
what [P addresses are active on the network, what interface has currently assigned an IPv6
address A and if it is the same interface that had the IPv6 address A assigned at a particular
time. Additionally, addrwatch does not track the lifetime of IPv6 addresses. Consequently,
addrwatch does not display any line when an IPv6 address expires.

The timed transducer defined in Section 6.4 also tracks ND messages. In contrast to
addrwatch, the timed transducer keeps information about the state of an IPv6 address and
the MAC address of the interface that has assigned the IPv6 address. Additionally, the
timed transitions allow the timed transducer to automatically track the tentative and valid
period of an IPv6 address. The implementation of the timed transducer can output similar
information to addrwatch including the timestamp of a new and expired IPv6 address
assignment.

6.1.5 Other host discovery methods applicable in local IPv6 networks

A passive traffic analyser can monitor all traffic on a LAN, for example, by copying all
traffic with a Switch Port Analyser” or a tap. If the analysis happens on all links, such
analysis detects all local addresses. Nevertheless, the passive analysis of local traffic requires
much more computing power compared to the analysis by timed transducers described in
Section 6.4.

An active adversary can ping multicast groups such as the all host multicast group
ff02::1. However, some operating systems do not reply to these ping requests [75]. An
alternative solution is to send invalid or unspecified options in the packets [75]. Nevertheless,
each host typically replies from a link-local address. The IPv6 address assignment tracking
described in this chapter is passive for monitored devices and detects all IPv6 addresses of
the hosts.

6.2 Study of Neighbor Discovery implementations

For LI, it is necessary to deploy a mechanism that detects a new IPv6 address assignment
as fast as possible. Hence, we decided that the mechanism should observe ND, DAD in
particular. However, we realised that the message sequence exchanged during DAD is not
the same for different operating systems; we observed protocol obscurities [65, Section 2.1]
in ND implementations. We decided to study [119] the exact sequences of messages during
DAD created by several operating systems. This section provides an updated version of
the study. The study focuses on different types of IPv6 addresses (SLAAC-generated,
DHCPv6 leases, static). The study discovers the differences between the defined message
sequence [181] and current implementations. The study proves that differences do exist.

This section describes the implementation of ND in different operating systems. The
study focuses on Windows, Linux, Mac OS X, FreeBSD, OpenBSD, and Solaris. Table 6.1
shows the exact version of studied operating systems for each family. In addition to the
original tests [149], for the purpose of this thesis, I rerun the tests with recent versions
of Linux (kernel 3.19), Mac OS X 10.7.5, and Windows 10. The results of this study
influenced the proposed timed transducer that detects IPv6 addresses on a LAN as described
in Subsection 6.2.4.

2https://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst3560/software/release/12-
2_52_se/configuration/guide/3560scg/swspan.html
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Table 6.1: Operating systems tested for compliance during ND.
Windows | XP SP3, Vista, Vista SP3, Server 2008 R2, 7, 7 SP1, 8, and 10
Linux kernel 2.4.27: Debian 3.1
kernel 2.6.18: Red Hat 5
kernel 2.6.32: CentOs 6.2, Debian 6.0.4, Ubuntu 10.04
kernel 2.6.38: Mandriva
kernel 3.0: Linux Mint 12, Ubuntu 11.10
kernel 3.1: Fedora 16
kernel 3.2: Ubuntu 12.04
kernel 3.19: Ubuntu Server 15.04
Mac OS X | 10.6.2 (kernel 10.2), 10.7.5 (kernel 11.4.2)

Unix FreeBSD 9.0, OpenBSD 5.0, and Solaris 5.11

6.2.1 SLAAC message sequence

Firstly, we tested basic SLAAC implementation. We observed that operating systems join
multicast groups, perform DAD, and do not generate addresses that are already present in
the network.

Figure 6.4 depicts the network used for DAD testing. We were interested in both
successful and failed address assignments. To test the former, we used the network (a); to
test the latter, we connected an additional computer (b) that injected the NA messages
that forced the host under test not to use specific addresses.

Switch

Router Host

Host
under test under test Additional host

b) For each NS message, the additional
host in the network replied with an NA
pretending that it uses all addresses.

a) All address assignments were
successful in this network.

Figure 6.4: Network topologies used for SLAAC testing.

For successful address assignments, we designed the following scenario:

1. The router and the switch were running. The router was configured to send RAs with
a custom prefix. The interface of the host under test was not active.

2. The interface of the host under test was activated.

e The host configured a link-local address.

e The host configured one IPv6 addresses or more. In all operating systems, one
address had an IEEE-identifier-based IID or a constant, semantically opaque IID.
Some operating systems configured additional addresses, for example, temporary
IIDs [135].
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We expected the following behaviour that is based on RFC 4862 [184, Section 5]:

1. The host under test generates an IID for the link-local address, joins the appropriate
solicited-node multicast group [29], and performs DAD.
2. The host sends an RS, the router replies with an RA, and the host learns the prefix
configured for the test network.
3. For each additional address to be configured, the host:
(a) generates the IID.
(b) joins the appropriate solicited-node multicast group [29] (if the host is not already
present in the group).
(c) performs DAD for the address generated for the IID.
4. Asthe router periodically queries multicast groups, the host confirms its subscriptions.
Nevertheless, the DAD procedure can be slightly modified with extensions such as the
optimistic DAD [127]. The goal of the study was to learn what are the real implementations
of DAD.

The expected outcome was that the host generates IPv6 addresses. All tested operating
systems were successful. During testing, we observed the following behaviour:

Linux machines follow the original message sequence [181]: for each address A, the
host joins the solicited-node multicast group, performs DAD, and only when no other
host replies, the host uses the address as a source address A.

MAC OS X machines also follow the original message sequence [1341]. Nevertheless, for
each newly assigned address, MAC OS X sends an unsolicited NA with the override
flag set as described below.

Windows Vista and later use an optimistic link-local address A [127] to join multicast
groups before they start DAD for the address A.

Windows Server 2008 R2, Windows 7 and later send NS-DAD for link-local addresses
before they subscribe to the solicited-node multicast group corresponding to the ten-
tative address.

Solaris (for all addresses) sends NS-DAD before it subscribes to the solicited-node
multicast group corresponding to the tentative address.

OpenBSD does not join solicited-node multicast groups at all.

Windows 8 and later, Solaris, and recent Mac OS X (for example, 10.7.5) advertise
their presence by unsolicited NAs during DAD (that are not mandatory) to all hosts
in the network (to the ff02::1 multicast group). Windows 8 and Mac OS X set the
override flag; they try to update invalid NC entries (for example, to override entries
created by another host using the same address recently).

All operating systems that subscribe to multicast groups reply to MLD queries peri-
odically sent by the router. However, in some cases, we observed that the maximal
timeout specified in the RAs was not met. Although RAs specified the maximal time-
out of 0.1 second, some replies to the MLD queries were received after 0.7-0.8 seconds.
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To test the collision detection behaviour of the operating systems, we connected an
additional host to the network (see Figure 6.4 b). We tested the following scenario:

1. The router, the switch, and the additional host were running. The router was config-
ured to send RAs with a custom prefix. The interface of the host under test was not
active.

2. There was an additional host in the network.

(a) The additional host was either configured statically with the same address as
the host under test (this is possible in the case of predictable IIDs), or,

(b) the additional host simulated collisions of unpredictable IPv6 addresses with a
customised script that replied to all NS-DADs with a fake NA; effectively, the
additional host was pretending that it has each address already assigned.

3. The interface of the host under test was activated. Then, the host tried to configure
IPv6 addresses similarly to the previous scenario.

We repeated the scenario and configured the additional host to cause collisions only for
a specific case in each run. The expected outcome was that the operating systems do not
use the colliding address. The testing was successful except the test where we configured
both hosts with the same MAC address. In this case, FreeBSD and all versions of Windows
except Windows XP ignored the NA with the same MAC address as their own.

The results show that some operating systems do not follow the message sequence de-
scribed in RFC4862 [184] and RFC 4429 [127]. The impact on the IPv6 address assignment
tracking proposed in this chapter is summarised in Subsection 6.2.4.

6.2.2 DHCPv6 support and message sequence

RFC 3315 [19, paragraph 18.1.8] recommends that a DHCPv6 client that is about to utilise
the assigned address for communication should perform DAD. Additionally, RFC 4862 [184,
Subsection 5.4] requires that DAD must be performed on all unicast addresses. As the IPv6
address assignment tracking proposed in Section 6.4 monitors DAD, we wanted to test real
implementations. For the ND test triggered by DHCPv6, we connected a DHCPv6 server
to the network and reconfigured the router. The network is depicted in Figure 6.5. The
main goal is to study DAD for DHCPv6-leased addresses.

Host
under test

DHCPv6 server

Figure 6.5: The network for monitoring the interaction between SLAAC and DHCPv6

We tested Linux (Ubuntu 12.10 and Mandriva 2011), Solaris 11.11, Windows 7, 8 and
2008 R2. The test scenario follows.
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1. The router, the switch, and the DHCPv6 server were running. The router was con-
figured to send RAs with the flag signalling that a DHCPv6 server is present in the
network. The interface of the host under test was not active.

2. The interface of the host under test was activated.

e The host configured a link-local address.

e The host learnt about the presence of the DHCPv6 server from an RA.
e The host leased an IPv6 address from the DHCPv6 server.

e The host periodically refreshed the lease.

All operating systems performed DAD when they leased a new IPv6 address as expected.
However, the behaviour diverged during the lease refresh:

e Linux distributions did not perform DAD during lease refresh.

e Solaris repeated DAD while it resubscribed to the solicited-node multicast group
corresponding to the leased address during each lease refresh.

e All versions of Windows repeated DAD during each lease refresh, but they did not
explicitly resubscribe to the solicited-node multicast group corresponding to the leased
address.

RFCs do not mandate the repeated DADs. Hence, all tested operating systems behaved
in conformance with the expectations and followed the advice by RFC 3315 [19, Paragraph
18.1.8] and requirement in RFC 4862 [184, Subsection 5.4]. Consequently, the IPv6 address
assignment tracking proposed 6.4 tracks also DHCPv6-leased IPv6 addresses.

6.2.3 Duplicate Address Detection for static address assignments

The requirement to perform DAD for all unicast addresses [184, Subsection 5.4] also holds
for static addresses. To validate that DAD occurs in practice, we run the final scenario
focused on DAD for static addresses. Figure 6.6 depicts the network.

Switch S
Host Additional

under test host

Figure 6.6: The network used for static address assignments testing.

We tested both unique and colliding address assignments. The scenario was as follows:

1. Both hosts in the network were running. The additional host was preconfigured with
static IPv6 addresses and a link-local TPv6 address.

2. We configured a new IPv6 address on the host under test that did not collide with
any address on the additional host.

3. We configured a new IPv6 address on the host under test that collided with one of
the IPv6 addresses preconfigured on the additional host.
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The expected behaviour was that the unique address was assigned to the interface and
the colliding address was dropped. We identified the following observations:

1. Solaris and FreeBSD send NS-DAD before they join the solicited-node multicast group
corresponding to the tentative address.

2. Windows 8, Solaris, and recent Mac OS X (for example, 10.7.5) advertise their pres-
ence by unsolicited NAs during DAD (which are not mandatory) to all hosts in the
network (the ff02::1 multicast group). See the explanation in Subsection 6.2.1.

3. OpenBSD does not join solicited-node multicast groups.

The results were similar to those collected during the tests of SLAAC (see Subsec-
tion 6.2.1). The main difference is that during SLAAC, FreeBSD first subscribes to the
solicited-node multicast group and later sends NS-DAD during SLAAC, the order is the
opposite for the static address assignments (NS-DAD followed by the MLD report that
joins the node to the solicited-node multicast group).

6.2.4 Summary of observations of ND implementations

The study of ND implementations in current operating systems reveals that there are some
differences. Nevertheless, it is possible to provide a mechanism that is compatible with the
majority of operating systems.

Figure 6.7 depicts the life cycle of an IPv6 address as defined by RFC 4862 [131] as
observed from the position of the host that generates the IPv6 address. The address can be
used for communication in the preferred and the deprecated state. A monitoring device has
to detect the transitions between (1) the tentative and the preferred state, (2) the preferred
and the invalid state, and (3) the deprecated and the invalid state. These transitions change
the availability of the address for communication of the monitored host.

Linux hosts follow the standard sequence [131] most closely. A monitoring of IPv6
address management traffic of Linux hosts can detect:

1. A change between the invalid and the tentative state by observing MLD reports
joining a solicited-node multicast group, and the following NS-DAD in the solicited-
node multicast group.

2. A change between the tentative and the preferred state when there is no reply for the
NS-DAD for a period defined by RetransTimer [130].

3. A change between the deprecated and the invalid state can be computed from the valid
lifetime contained in RAs [136]. Alternatively, in the presence of an MLD querier,
the address is invalid when there is no reply for an MLD query to the solicited-node
multicast group.

4. The change between the preferred and the deprecated state can be computed from the
preferred lifetime contained in RAs [136]. However, this is not necessary for the timed
transducer proposed in Section 6.4 as the address can be used for communication in
both states.

61



INew address generated

DAD finished

Preferred

Another host uses

the address (DAD failed) Address preferred life time expired

Address dropped,

e.g. the host went down Deprecated

Address life time expired

Invalid

Figure 6.7: IPv6 address life cycle as defined by RFC 4862 [134].

The same messages can be observed by monitoring Apple Mac OS X. Additionally, a
change from the tentative to the preferred state of a Mac OS X host can be detected from
an unsolicited NA issued during DAD.

FreeBSD follows the standard as well, so it is possible to detect the transitions between
(1) the invalid and the tentative state, (2) the tentative and preferred state, and (3) the
deprecated and invalid state. The only exception is a static address for which it may not
be possible to detect the change between the invalid and the tentative state as FreeBSD
sends NS-DAD before it joins the solicited-node multicast group.

Windows Server 2008 R2, Windows 7 and later send an NS-DAD before they subscribe
to the solicited-node multicast group for the address. However, it is possible to detect the
change from the tentative to the preferred state from the additional unsolicited NAs.

Solaris sends NS-DAD before it subscribes to the solicited-node multicast group. Hence,
the change from the invalid state to the tentative state may not be detected. However, as
it issues unsolicited NAs during DAD, a monitoring node can detect the change from the
tentative state to the preferred state.

OpenBSD does not join solicited-node multicast groups. Therefore, it is not possible to
observe NS-DADs in its tentative phase unless they are broadcasted by the network (no
MLD snooping). We decided that the market share of the operating system is too low and
the timed transducer proposed in Section 6.4 does not detect OpenBSD in networks with
MLD snooping.

As a result, we decided to construct timed transducer. The input symbols of the timed
transducer represent IPv6 address management messages discussed in this section. The
output symbols of the timed transducer contain information about the assignments of an
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IPv6 address. The goal is to detect the change from the invalid state to the tentative state,
and consequently, the change from tentative state to the preferred state as described above
for a Linux host. Additionally, the proposed IPv6 address assignment tracking based on
timed transducer utilises unsolicited NAs to detect that an unobserved address shifted to
the preferred state. The timed transducer should delay transitions from both the preferred
and the deprecated states to the invalid state as we observed that some replies to MLD
queries arrived after 0.7-0.8 seconds instead of the advertised 0.1 second,

6.3 Theoretical background for proposed IPv6 address as-
signments tracking

This section provides the mathematical background for the timed transducer proposed for
the local IPv6 address assignment tracking.

Let € denote an empty string in the following text.

As resolved in Section 6.2, the proposed [Pv6 address assignment tracking is based on
a timed transducer. Definition 6.1 defines Mealy machine — a deterministic finite state
transducer without a notion of time.

Definition 6.1. A Mealy machine is a 5-tuple (5, Sp, X, A, 0), where:
e S is a finite set of states,

e Sy € S is an initial state,

Y is a finite input alphabet (X NS =10, € ¢ 2),

A is a finite output alphabet (AN S =0, € ¢ A),

e ): S xX — S x A*is a transition function mapping a pair of a state and an input
symbol to a pair of a new state and an output sequence (given a specific input symbol,
J shifts the machine from one state to another while it produces an output).

Alur and Dill [6] consider the dense-time model, in which time is a dense set. The time is
represented with real numbers that increase monotonically without bounds. Clock variables
can be compared with clock constraints as defined by Alur and Dill [6] in Definition 6.2.

Definition 6.2. For a set X of clock variables, the set ®(X) of clock constraints ¢ is
defined inductively by

d =z < cle < x|=d]61 A da,

where x € X is a clock from the set X and ¢ € QQ is a constant.

Alur and Dill [6] also define abbreviations of clock constraints, such as true, which
means that there is no clock constraint. This thesis follows their notation.
Definition 6.3 defines a timed transition table [0]:

Definition 6.3. A timed transition table is a 5-tuple (3, S, Sp, C, F), where:

e Y is a finite alphabet,
e S is a finite set of states,

e Sy C S is a set of start states,
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e (' is a finite state of clocks,

o EC SxSx%x2¢x®(C) gives the set of transitions. An edge (s, s',a, A, ¢) represents
a transition from state s € S to state s’ € S on input symbol a € ¥. The set A C C
gives the clocks to be reset with this transition. ¢ is a clock constraint over C.

Let us combine the Mealy machine (Definition 6.1) and timed transition table (Defini-
tion 6.3) into a timed transducer in Definition 6.4.

Definition 6.4. A timed transducer is a 6-tuple (5, Sg, X, A, C, J), where:

e S is a finite set of states,

e Sy € S is an initial state,

Y is a finite input alphabet (X NS =0, e ¢ X0),

A is a finite output alphabet (ANS =0, € & A),

C' is a finite state of clocks,

§: S x (ZUe€) x ®(C) — S x A* x 2¢ is a transition function mapping a triplet of a
state, an input symbol (or empty string), and a clock constraint over C to a triplet
of a new state, an output sequence, and a set of clocks to be reset. It means, given a
specific input symbol, § shifts the timed transducer from one state to another while
it produces an output if and only if the specified clock constraint hold.

Note that Definition 6.4 allows shifting without reading an input symbol.

6.4 Proposed IPv6 address assignments tracking

Based on the study of the DAD implementation in different operating systems described in
Section 6.2, we proposed [154, | and implemented [93] the address assignment tracking
on IPv6 LANSs.

This section formally describes the core of the proposed tracking mechanism as a set of
timed transducers (see Definition 6.4).

A single proposed timed transducer tracks a single IPv6 address A. Informally, the pro-
posed timed transducer stores the MAC address identifying the interface to which IPv6
address A is being assigned in the states of the timed transducer. At the input, the pro-
posed timed transducer reads symbols constructed from NS-DAD messages related to the
IPv6 address A, NA messages of A, MLD queries for the solicited-node multicast group cor-
responding to A, and MLD reports (replies) for the queries. The timed transducer outputs
which MAC address is linked to the IPv6 address A and which MAC address is no longer
linked to the IPv6 address A.

As already mentioned, a single timed transducer described in this section tracks only
a single IPv6 address A. To track all IPv6 addresses in the network, one timed transducer
is required for each IPv6 address. The need for a vast number of automata is reduced in
practice. It is sufficient to store and track only addresses that are not in the initial state.
Hence, there is not any substantial memory overhead.

The proposed timed transducer is executed on a monitoring node as depicted in Fig-
ure 6.8. The monitoring node is connected to any switch in a network as any other host.
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To ensure that the multicast ND traffic is delivered to the monitoring node, the node has
to join the multicast group for all nodes (ff02::1), all MLDv2-capable routers (ff02::16),
and all solicited-node multicast groups detected by analysing MLD reports in the multicast
group for all MLDv2-capable routers. A symbol converter transforms the IPv6 address
management messages in these multicast groups to the input symbols of the timed trans-
ducer. The proposed timed transducer creates the output that is available for processing
by other software, for example, to construct identity graphs, see Chapter 8.

Monitoring node

IPv6
address
management mé?lidreizsen " Input Output Notification that
IPv6 traffic sen symbols Timed symbols address A is:
—————— | traffic to input | SYMDOS o, .
LAN symbols transducer L assigned
Y L dropped
converter

Figure 6.8: Monitoring node observes address management traffic in the network. Be-
sides the proposed timed transducer, the IPv6 address assignment tracking incorporates a
converter that transforms network messages to the input symbols of the proposed timed
transducer.

A monitoring node in a network cannot accurately detect all events and state changes
happening on network nodes [17]. Therefore, the proposed timed transducer focuses on
detecting substantial states of address assignments. Specifically, it detects that an IPv6
address (1) is not used in the network, (2) is in the tentative state, or, (3) is considered
preferred or valid by a host in the network.

Before we formally define the proposed timed transducer, let us define the following
finite sets that are later used to construct the tracking time transducer:

e the set of all MAC address values Vyrac [181],
e the set of all IPv6 address values Vipyg [39],

e the set of all IPv6 multicast addresses Vipvs—m (ff00::/8 [39]).

Following subsections define the components of the proposed timed transducer M =
(S, 50, %,A,C,6). Equivalence 6.1 defines S, Equivalence 6.2 defines Sy, Equivalence 6.7
defines 3, Equivalence 6.10 defines A, Equivalence 6.11 defines C, and Equivalence 6.27
defines 9.

6.4.1 States of the timed transducer M

An IPv6 address goes through several phases during its lifetime [184] (see also Figure 6.7).
Under typical conditions, an address first reaches the tentative state (during which the node
validates that the address is not already active), then the address reaches the preferred
state, later the address becomes deprecated, and finally, it becomes inactive. Alternatively,
instead of being tentative, the host can optimistically use the address for communications
before it validates its uniqueness [127]. However, the node should avoid using an address in
the optimistic state unless necessary and the node cannot announce the possession of the
address in NS messages.

65



Any TPv6 tracking mechanism based on ND messages needs to take the IPv6 address
states into account. An optimistic, preferred, or deprecated address can be used for com-
munication. A tentative address is tentatively assigned to an interface but it is not used
until its uniqueness is verified.

The proposed timed transducer differentiates between the following monitoring states
for an address:

Address not used (NotUsed) meaning there is no known address assignment of IPv6
address A.

Address in DAD (InDAD) meaning there is a host in the network performing DAD for
the address — the host treats the address as tentative or optimistic.

Address assigned (Assigned) meaning there is a host in the network that treats the IPv6
address as preferred or deprecated.

Assignment being validated (BeingValidated) meaning that an MLD querier validates
active multicast groups in the network.

Another host in DAD (AnotherDAD) resolves circumstances during which another host
performs DAD.

Let us define the set Sg = {NotUsed, InDAD, Assigned, BeingValidated, AnotherDAD}
as the set of IPv6 address tracking states. Additionally, let us define the set Sy, = {InDAD,
Assigned, BeingValidated}.

The states .S of the proposed timed transducer M are defined as

S = Sy x Vmac U {(NotUsed, €)} U {AnotherDAD} x Vyiac X Vamac.- (6.1)

The components of the states in set .S encode:

e For tracking states in S)p;, S contains pairs compound of two elements: (1) the ex-
pected state of the tracked IPv6 address A, and (2) the MAC address of the interface
having the IPv6 address A assigned.

e In the NotUsed tracking state, there is no linked MAC address.

e For the AnotherDAD tracking state, the timed transducer M needs to remember
both the MAC address of the original host and the MAC address of the another host
performing DAD.

The initial state of the timed transducer M is
So = (NotUsed, ¢). (6.2)

6.4.2 Alphabets of the timed transducer M

The timed transducer M tracks ND messages, and MLD queries and reports (responses).
The timed transducer M outputs information about an address being active (the assignment
begins or ends).

Let s(4) denote an NS-DAD querying the presence of the IPv6 address A on another
host in the network by a computer with a MAC address a € Varac. Let us define the set
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VN“S_D Ap containing symbols for all possible NS-DAD queries for the IPv6 address A in
Equivalence 6.3. The set Vl\‘?st Ap contains one symbol for each valid MAC address.

Vis_pap = {S(Q’A) ta € VMAC} (6.3)

Whenever the monitoring node running the timed transducer M intercepts an NS-DAD
for the address A, the input symbol converter transforms the message into the symbol s(®4).
The symbol refers to both the IPv6 address A and the MAC address a.

Additionally, let n(%4) denote an NA advertising that an interface identified by the MAC
address a € Vpac has the IPv6 address A assigned. Let us define the set V1<I4A representing
all possible NAs for the IPv6 address A in Equivalence 6.4. The set Vl\‘f‘A contains one
symbol for each valid MAC address.

Vi = {n(a’A) ta€ VMAC} (6.4)

Whenever the monitoring node running the timed transducer M intercepts an NA
message for the IPv6 address A, the input symbol converter transforms the message into
the symbol n(*4) the symbol refers to both the IPv6 address A and the MAC address a.

Let the symbol gy refer to an MLD query for all multicast groups. Let the symbols
in the set Qumrp (see Equivalence 6.5) represent all MLD requests; each symbol represents
a query for a specific group G € Vipyg—m. Let the symbols in the set Ryrp (see Equiv-
alence 6.6) represent all MLD reports (replies to queries); each symbol rl(\ZLAI;’G) contains
(1) the MAC address a of the sender, (2) the IPv6 address N of the sender, and (3) the

multicast group address G.

QumLp = {aiip : G € Vipve—m} (6.5)
Rmip = {7“1(\2}%’(;) ca € Vmac, N € Vipve, G € Vipve—M} (6.6)

Finally, let us define the input alphabet 3 as

¥ = Vi§_pap U Vih U {diwp} U Quip U Rurp- (6.7)

The output alphabet A consists of symbols announcing state changes of the IPv6 ad-
dress A:

e just begun to be used on an interface with the MAC address a — the set

Thegin = {Start(“’A) ca € Wiact, (6.8)

e stopped to be used by the interface with a MAC address a — the set

Tpg = {End(a’A) :a € Vmac}- (6.9)
The output alphabet A is defined as follows:

A= Ibegin U Ieng- (610)
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6.4.3 Clocks of the timed transducer M

Timed transducer M has three clocks,

— A A
C = {THap: Tvatiars Taip b (6.11)
where:
e Clock T11)4AD tracks the tentative (or optimistic) phase of the IPv6 address life cycle.
e Clock T\f/‘alid tracks the validity phase of the IPv6 address A.

e Clock T{};p tracks the Mazimum Response Delay [16] to an MLD query.
Additionally, let us define the following constants:

e trr is the value of the RetransTimer [130].
® {vaid is the value of the valid lifetime contained in RAs [130].

e {yrp is the value of Mazimum Response Delay in MLD queries. Nevertheless, as the
study in Section 6.2 shows, the replies sometimes come late. Therefore, increase ty,p
by a small amount of time, for example, 1second.

6.4.4 Transitions of the timed transducer M

The transitions of timed transducer M are explained in groups below.

Detection of new address assignments

The initial state Sy of the timed transducer M is (NotUsed, €). When a host generates the
address A on an interface with a MAC address a € Varac, the host issues appropriate NS-
DAD that the input symbol converter translates to the symbol s(*4). When the proposed
timed transducer M detects s(%4) it shifts to the state (InDAD, a) following a rule from

86.12 = {((NotUsed, €), s true) — ((InDAD, a), ¢, {Tfap}) : @ € Viac}.  (6.12)

Typically, the address A is not used by another host, the timeout expires, and the timed
transducer M shifts to the (Address assigned, a) state and M outputs the newly detected
assignment following a rule in

86,13 = {((InNDAD, a), ¢, trr < Thap) — ((Assigned, a), Start(®? {T3 1) : a € Varac}-
(6.13)
However, in case the timed transducer M missed an earlier communication, for example,
because it did not receive the messages or it was not yet running, the timed transducer M
receives an NA for the IPv6 address A and registers the other interface identified by the
MAC address b € Viiac following a rule in

8614 = {((InDAD, a), n®4) true) — ((Assigned, b), Start>4 {T& 1) < a,b € Viac)
(6.14)
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In case that the timed transducer M detects an MLD report or NA in the (NotUsed, ¢)
state sent for an unknown IPv6 address assignment, it learns the assignment following a
rule in

86.15 = {((NotUsed, €), m®, true) — ((Address assigned, a), Start(®4) {T{4}) :

“ (6.15)
a € Vmac, m? € {n(a’A)} U {Tl(\/[’L%G) G e VIPV6—M}}-

The NA detected by a rule in dg 15 can be, for example, created by Windows Server 2008
R2, Windows 7 and later that join solicited multicast groups after they send NS-DAD, and
later send NA with the override flag set. Solaris and recent Mac OS X (for example, 10.7.5)
also send unsolicited NA during SLAAC.

MLD traffic monitoring

Once, the timed transducer M learns that the IPv6 address A was assigned to the interface,
it monitors its activity by monitoring MLD queries and reports.

Let us define MSANl\/[G to be the IPv6 address of the solicited-node multicast group
corresponding to the IPv6 address A [39].

When the timed transducer M reads a general MLD query (¢x;p) or an MLD query

A
for the solicited-node multicast group qI]\\/I/IE%MG, it shifts to the (BeingValidated, a) state
following a rule in

86.16 = {((Assigned, a), ¢, true) — ((BeingValidated, a), e, {T{p}) :

MA
a € Vaac, ¢ € {auLp: ip © -

(6.16)

Several possibilities arise in the (BeingValidated, a) states:

e [f any node replies that the solicited-node multicast group is active, M shifts back to
the (Assigned, a) following a rule in

A
d6.17 = {((BeingValidated, a),ri/’ingNMG,true) — ((Assigned, a), €,0) : (6.17)
a,b € Vaac, B € Vipyg, B# AV a = b}
Nevertheless, note that another IPv6 address B that is mapped to the same solicited-
node multicast group MSANMG may confuse the timed transducer M into believing
that the IPv6 address A is still active. Due to the rules for solicited-node multicast
group addresses [39], such collisions are not likely.

e [f the MLD report comes from an interface identified by different MAC address b €
VMmac but the same IPv6 address A, the timed transducer M detects a change in the
ownership of the IPv6 address A by a rule in

- : : b, A, My
d6.18 = {((BeingValidated, a), m\j; ,true) —

(6.18)
((Assigned, b), End (@4 Start® (T .1}) : a,b € Vigac, a # b}.
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e [f there is not any reply for the MLD query, the timed transducer M shifts to the
(NotUsed, €) state following a rule in

86.10 = {((BeingValidated, a), ¢, tyrp < Titp) — ((NotUsed, €), End@?) | 9) :

a € VMAC-}
(6.19)

e In an unlikely event, during which the timed transducer missed that the IPv6 address
was dropped and another host B with the interface identified by a MAC address
b € Viiac assigned the address A, host B can send an NA message, which is detected
by a rule in

J6.20 = {((BeingValidated, a), n(OA), true) — ((Assigned, b), End (@4 Start(®4),
{Tuia}) : a,b € Varac.}
(6.20)

Expired address validity

Besides MLD queries and replies, the timed transducer M detects that a validity of the
IPv6 address expired through the clock T{;‘ahd as defined by

8601 = {((Assigned, a), €, tvaiia < Tihiq) — ((NotUsed, €), End(@4) ) : a € Varac}. (6.21)

Note that the testing in Subsection 6.2.2 revealed that Linux hosts do not perform
DAD when they refresh leases. Rules in set d521 do not take refreshed DHCPv6 leases into
account. In networks with DHCPv6 and Linux hosts, it is necessary to monitor the leases
and reset clock T\I;‘alid whenever a lease for IP address A is refreshed.

Another host performing duplicate address detection

When the timed transducer M is in one of the (Assigned, a) states, it can detect another
host performing DAD by a rule in

8622 = {((Assigned, a), s true) — ((AnotherDAD, a,b), €, {THap}) : a,b € Varac}.
(6.22)
Typically, the original host replies that the address A is still active, which is detected
by a rule in

8623 = {((AnotherDAD, a,b), n{*4) true) — ((Assigned, a),e,0) : a,b € Varac}.  (6.23)
However, if the original host is not active anymore, the timeout Tpap expires. Thus,

the timed transducer M learns a new binding and follows a rule in

96.24 = {((AnotherDAD, a,b), €, tgrr < Tpap) —

6.24
((Assigned, b), End(@4 Start &) {TA . 1) : a,b € Varac, a # b}. (6.24)
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In an unlikely event, when the timed transducer misses that the original host dropped
the address A and a host with an interface having a MAC address ¢ € Virac assigned the
address A, M learns the assignment by transitions defined by

8625 = {((AnotherDAD, a, b), n\®?) true) — ((Assigned, ¢), End(®»?) Start(“4),

A (6.25)
{TVasa}) - a,b,¢ € Viac,a # b,a # ¢, b # c}.

Detection of missed address assignments

The timed transducer M can also detect an MLD report or NA sent by another host in one
of the (Assigned, a) states. Again, this can happen due to a previous message being lost.
The rules are defined by

8626 = {((Assigned, a), m”, true) — ((Assigned, b), End @4 Start®4) {Ty,uq}) :

(b,A,G) .

(6.26)
a,b € Vsac,a # b,’mb S {n(b’A)} U {TMLD :G e VIPVG—M}}-

Transition function ¢

Finally, transition function § is defined by

6= U 5. (6.27)

ie{ 6.12... 6.26}

6.5 Evaluation of the IPv6 address assignment tracking

This section describes the experiments with ndtrack [93], a tool that follows the proposed
approach for IPv6 address assignment tracking. This section is based on text from our
previous papers [154, ], T am the original author of the text.

Firstly, we run three experiments in a laboratory network; the experiments focused on
the quality of the monitoring. The final experiment aimed at real network monitoring. In
this case, most of the detected devices were not under our control; we could not confirm
that ndtrack detected all devices. However, we checked that all our devices were detected.
All experiments are described below.

6.5.1 A test in a network with MLD Snooping of solicited-node multicast
groups

We validated the behaviour of ndtrack in a laboratory. We deployed a network with active
MLD snooping of the solicited-node multicast groups. Figure 6.9 depicts the network.
There was ndtrack running on a monitoring node in the network. Additionally, a testing
computer was connected to the switch with MLD snooping enabled.

In the first set of experiments, ndtrack did not join detected solicited-node multicast
groups. In the second set of experiments ndtrack joined the multicast groups as described
in Section 6.4. Each set of experiments tested several operating systems.

Table 6.2 summarises the results of the experiments. When ndtrack did not join the
solicited-node multicast groups, the switch did not propagate NS-DADs to the monitoring
node. As a result, ndtrack did not identify computers that follow the recommended sequence
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Figure 6.9: The network used for the experiments in a network with active MLD snooping
of solicited-node multicast groups.

of messages during the DAD. Windows 8, Mac OS X, and Solaris send additional NAs
(as revealed in Section 6.2). The additional NAs allowed ndtrack to discover the address
assignments even if it did not join the solicited-node multicast groups. When ndtrack
joined the specified multicast groups during the DAD launched by the tested computer,
ndtrack successfully detected all operating systems except OpenBSD and static addresses
in FreeBSD as expected, see below.

Table 6.2: Effectivity of ndtrack in networks with active MLD snooping of solicited-node
multicast groups (v'means detected).

Static addresses | SLAAC addresses

Monitoring node joined multicast groups | No Yes No Yes
Windows 7 and earlier - v - v
Windows 8 v v v v
Linux - v - v
Mac OS X v v v v

FreeBSD - - - v
OpenBSD - - - -

Solaris v v v v

OpenBSD was not detected as expected by Section 6.2. It does not join the solicited-
node multicast group corresponding to the tentative address. Consequently, ndtrack did
not join the solicited-node multicast group. As a result, the switch with activated MLD
snooping did not propagate the NS-DADs to the monitoring node.

As already described in Section 6.2, for static addresses, FreeBSD sends NS-DAD be-
fore it joins the solicited-node multicast groups corresponding to the tentative address.
Therefore, ndtrack joined the solicited-node multicast groups corresponding to the tenta-
tive address after the tested computer send NS-DAD. As a result, the monitoring node did
not discover the address assignment.

6.5.2 Network with stateful DHCPv6

The next experiment tested stateful DHCPv6. Figure 6.10 shows the testing network with
computers running Windows 7, 8, 2008 R2, Ubuntu 12.10, and Solaris (one computer
for each operating system). As expected, ndtrack detected all address assignments. The
proposed approach detects DHCPv6 leases.
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Figure 6.10: A network utilised for stateful DHCPv6 testing.

6.5.3 Comparison to Other Methods

Figure 6.11 shows the network that we used to compare ndtrack with NC polling and
addrwatch [111]. We tested MLD snooping of solicited-node multicast groups both enabled
and disabled. Note that NC polling does not depend on MLD snooping.

Remote TCP session (step 4)

..................................................... Monitoring
| _One-way UDP - node
USRS PP ter  Switch

Remote

host Host B

Figure 6.11: The test case that compares the ndtrack with other methods.

The test case followed several steps for each method. Note that the router also behaved
as an MLD querier.

1. Two Linux hosts were deployed in the network.

2. Host A opened a connection to host B. The hosts transferred a file in this connection.
3. Host A initiated a one-way UDP connection outside the network.

4. Host A opened a TCP session to the remote host.

5. Hosts A and B disconnected.

During the experiment, we monitored NC of the router, and the outputs of addrwatch
and ndtrack. Table 6.3 compares the methods.

Data transfers inside a LAN and the outgoing UDP session do not create an NC entry.
The router created an NC entry for the monitored host only when the router received a
packet destined to the host from the Internet. The entry stayed in the NC after the host
was disconnected in the stale state.

With MLD snooping disabled, addrwatch detected the NS-DADs issued by the hosts
when they connected to the network. Additionally, addrwatch reported NS messages, issued
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Table 6.3: Comparison of our approach with other methods (v'means detected).
NC polling addrwatch ndtrack
MLD snooping | Does not matter | Inactive Active | Inactive Active

A, B connected - v - v v
Local TCP - v - v v
One-way UDP - v - v v
Remote TCP v v - v v
A, B disconn. - - - v v

by the hosts or the router, during the data transfers. However, active MLD snooping did
not leak any ND message to the monitoring computer. Consequently, addrwatch did not
report any activity in the network. Moreover, addrwatch did not report that the hosts
disconnected from the network even without MLD snooping as no ND message appeared
on the network announcing that the IPv6 address was dropped.

Both hosts were successfully identified by ndtrack even with MLD snooping active for
solicited-node multicast groups. Additionally, ndtrack detected that the addresses were no
longer used by observing MLD queries and replies.

6.5.4 Real network deployment

The final experiment aimed at long-term monitoring (almost a month) of SLAAC in a
network with MLD querying enabled. The network spans two buildings and is available for
all employees of the faculty (see Figure 6.12).

o2 eeq
o966

Figure 6.12: The real network monitoring. Most of the computers were not under our
control.

Monitoring
node

We successfully validated that ndtrack detected IPv6 addresses of devices under our
control among other devices of our colleagues that were active in the network. We also
validated that the addresses are correctly identified as no longer assigned after the hosts
disconnect or stop using the addresses (see Figure 6.13 for the statistics).

The monitoring node was deployed in building B. To further test the timing of the
detection, we connected a device to the network in building A. All addresses of the tested
device were correctly identified and later dropped when we disconnected the device.
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Figure 6.13:  Real network monitoring. The number of known addresses rises during
working hours and drops at night.

6.6 Considerations about the IPv6 address detection

Timed transducer M changes state according to the content of ND and MLD messages.
Hence, any message not observed by timed transducer M can desynchronize timed trans-
ducer M and the network. The rules in the set § contain transitions that try to detect any
desynchronization and fix the internal state.

In wireless networks, packet loss is frequent, Yourtchenko and Nortmark measured [197]
that a duplicate address is correctly detected in wireless networks only in about 80 % cases.
In unjammed wired networks, packet loss is rare, but problems such as network split may
hide some ND messages from the observing node [191].

RFC 4541 [30] describes MLD snooping, during which a switch inspects MLD reports
and learns the multicast groups that devices on each port listen to. Consequently, the
switch can forward multicast traffic only to links with listeners. Most switch vendors
implement MLD snooping [191]. Vyncke et al. [191] argue that currently, switches do
not have enough memory to track link-local multicast groups. Consequently, switches flood
traffic in solicited-node multicast groups to all ports. The proposed IPv6 address assignment
tracking based on timed transducers deals even with networks where switches perform MLD
snooping for link-local multicast groups since it subscribes to all MLDv2-capable routers
multicast group (ff02::16) and all solicited-node multicast groups detected by analysing
MLD reports in the multicast group for all MLDv2-capable routers. However, in networks
spanning a wide area, the delays can cause that a switch in the network receives the MLD
report (join) too late and consequently misses the NS-DAD, see Figure 6.14.

6.7 Chapter conclusion

Compared to the related work described in Section 3.3, the proposed IPv6 address assign-
ment tracking based on timed transducer detects all addresses of each node, signals newly
assigned addresses immediately, does not poll routers in the network, and distinguishes be-
tween states when an IPv6 address was dropped or is merely not used. However, the biggest
downside of the proposed IPv6 address assignment tracking is its reliability on the visibility
of ND traffic. Each lost message can create inconsistencies between the timed transducer
M state and the network. The proposed IPv6 address assignment tracking works even in
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Figure 6.14: The monitoring node does not see the NS-DAD issued by the host.

networks with MLD snooping active for solicited-node multicast groups (IPv6 multicast is
not broadcasted).

With these considerations in mind, the proposed IPv6 address assignment tracking based
on timed transducer fulfils Hypothesis 1. If desired the IPv6 address assignment tracking
can be further extended in the following way:

e Assignments can be validated with additional NSes. For example, after each new
assignment or periodically in a (Assigned, m) state for m € Vyiac. Nevertheless, the
additional messages are visible to end hosts, and consequently, such extension is not
suitable for the LI use case.

e In combination with NC polling [$1], the monitoring node can reveal assigned IPv6
addresses that were not detected, for example, because some of the traffic was lost
and did not reach the monitoring node.

This thesis focuses on instant recognition of address assignments that is transparent to
the hosts. Hence, these extensions are not considered in this work.
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Chapter 7

Clock-skew-based remote
computer identification

Sometimes, it is not possible to deploy partial identity detectors to the LAN of a target
of an intercept. Imagine a home network with several individuals or a network of people
sharing a flat. In a small network, a deployment of an additional device allowed by an
official warrant can raise suspicion of the intercept target. Hence, the local deployment is
not possible. The identification has to be done without the address management traffic
present only on the LANs. Consequently, the ND-based identification method presented in
Chapter 6 is not applicable.

This chapter focuses on remote identification methods that are transparent to identifi-
cation subjects. The transparency of the identification method is a crucial requirement for
the application of the method for LI. This PhD research has studied the clock-skew-based
remote computer identification method presented by Kohno et al. [112] as formulated in
Hypothesis 2. The method identifies computers based on manufacturing deviations [65,
Section 2.1] causing small differences in time measurement on each host in the network.

A fingerprinter (observer) monitors timestamps of fingerprintees (identification sub-
jects). By default, each machine has a constant built-in error in the time measurement.
The fingerprinter estimates the error and utilise the estimation as an identifier. TCP times-
tamps allows transparent clock-skew-based identification by any observer of the TCP flows.

However, during the evaluation of the clock-skew-based identification, we have learnt
that the applicability is lower than expected. We [158] revealed that clock value changes,
such as those caused by NTP [126], influence clock skew. Later [117], we focused more on
the applicability of clock-skew-based measurements in an identification scheme suitable for
LI. The final paper [118] formally evaluated the requirements for an accurate clock skew
estimation. Additionally, the final paper presented a method that remotely links IPv4 and
IPv6 addresses of the same computer. Moreover, the paper [118] elaborated on various
use cases of clock-skew-based identification and presented a scenario in which a user can
mimic arbitrary clock skew. This chapter is based on the content of the papers on the
clock-skew-based identification [147, , ]. T am the author of the text of the papers.

For clock skew measurements, we developed a tool PC Fingerprinter (pcf) [153]. The
basis of the tool was implemented as a master thesis of Jirdsek [104] under my supervision.
I rewrote the code into C++ and added support for IPv6, linkage of multiple addresses,
and computers with unstable clock skew. Later, bachelor thesis of Frankova [69] focused
on clock skew measurements and comparison of timestamp sources under my supervision.
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Even though this PhD research has revealed that there is only a limited applicability of
the method for LI, it improved understanding of several specifics that were not covered by
other papers in the area of clock-skew-based computer identification. The contribution of
this PhD research in the area of clock-skew-based remote computer identification is:

1. The formal requirements for accurate clock skew measurement (see Section 7.3).
2. The discovery that NTP makes clock skew unstable (see Section 7.4).

3. The method that links the IPv4 and all IPv6 addresses of a single computer (see
Section 7.5). (However, Beverly and Berger [10] presented a similar method based on
the same ground on a conference held earlier than the paper Clock-Skew-Based Com-
puter Identification: Traps and Pitfalls [118] appeared in the journal. Nevertheless,
the paper [118] was submitted before the conference.)

4. The guide to mimic a constant clock skew of another computer (see Section 7.6).

5. The study of a short-term measurement in a moderately sized real network (see Sec-
tion 7.7).

7.1 Hidden identifiers

As introduced in Section 3.2, hidden identifiers are an identifying information that is not
obvious. Some hidden identifiers are generally available in network communication, some
are present in specific messages, and other hidden identifiers have to be revealed actively.
Even though this chapter focuses on clock skew, this section also explains related work in
other areas of hidden identifiers. The purpose is to explain why this PhD research has
focused on clock skew and not on other hidden identifiers.

Herrmann et al. [38] provide three use cases how hidden identifiers can improve current
methods for target-oriented investigations. Their use cases contain fingerprints of encrypted
traffic, fingerprints of operating systems, and behaviour analysis. They conclude that fin-
gerprinting techniques can reveal associations between suspects and their actions. Whereas
Herrmann et al. did not apply hidden identifiers for LI, and thus the topic of their paper is
only loosely related to this thesis, their work applies as an example of other research groups
trying to promote the idea of revealing hidden identifiers to improve crime investigation.

7.1.1 Browser identification

A web server can save a small amount of data to a computer in as a cookie. The web
browser sends the cookie value in each subsequent request. Originally, cookies were intended
to maintain state in otherwise stateless HTTP protocol [137]. Cookies are often used to
identify users [5, ]. Recent studies show that removed cookies are often restored by
techniques called evercookie and synchronised between cooperating websites [5, ].

Nevertheless, web users are identifiable even with disabled cookies. Eckersley set up a
web page' that collects various attribute values from a browser, for example, the content
of HTTP headers including user agent string, screen size, language, time zone, and system
fonts. The paper [51] that describes the test reports, that 84 % browsers have a unique fin-
gerprint. When accompanied by information actively probed by Flash and Java, Eckersley
uniquely identified 94 % of browsers.

"https://panopticlick.eff.org/
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Laperdrix et al. [117] have later set up another test page’ that runs a similar browser
recognition test accompanied by additional techniques such as HTML canvas image render-
ing [128]. Laperdrix et al. observed 17 attributes and reported that Eckersley measurement
is not effective as it used to be as Flash is not installed on many devices, especially mobile
devices. Laperdrix et al. report that mobile devices are often identifiable by user agent
string.

Yinzhi Cao et al. [24] performed the latest test that aimed at identifying specific ma-
chines. The goal was to identify the machine even if the user changed a browser. To identify
a computer, they instructed the browser to perform several tests including advanced canvas
image rendering and audio processing.

Several studies [4, 5, 52, | monitored the fingerprinting techniques on the Internet.
Results indicate that evercookies, shared cookies, font enumeration, and canvas are com-
monly used to identify browsers and consequently their users.

Based on the studies conducted by Laperdrix et al. [117] and Eckersley [51], for mobile
devices user agent string accompanied by other HT'TP headers can serve as an identifier.
Nevertheless, the increasing HT'TPS traffic limits the possibilities. Many advanced browser
identification techniques rely on JavaScript, Flash, and Java. Hence, they are applicable
for fingerprinting by a server, but the usability for a passive traffic observer is limited.
Additionally, the information in HTTP headers changes, for example, with a new browser
version.

In addition, HTTP headers are specific to HT'TP protocol only. Their content does
not reflect information sent by other protocols such as SIP, SMTP, POP3, IMAP. Hence,
a passive identification inspired by browser fingerprinting techniques is limited to HTTP
only.

As this thesis aims at a broader identification, we decided not to pursue browser iden-
tification techniques and aim at more general techniques.

7.1.2 Behaviour models based on repetitive traffic patterns

Behaviour models aim at passive monitoring of long-term user behaviour. A behaviour
model reflects metadata of user behaviour over time, such as the amount of received and
transmitted packets and bytes, the size of the packets, required bandwidth, DNS queries.
The goal is to exploit the repetitive behaviour of users performing network-related activities,
for example, visiting the same set of web servers every day.

Banse et al. [14] linked up to 88.2% of all sessions on a day-to-day basis. However,
the successful ratio drops to 60.4% for sessions lasting three hours; for one hour sessions,
the successful linking drops lower than 50 %. As a counter-measure, Banse et al. propose
frequent changes of IP addresses. The privacy extension addresses of IPv6 [135] change
with every reconnection to Wi-Fi networks. Moreover, it is not feasible to wait even for
one hour to link the user behaviour with his or her profile. LI has to intercept all data
belonging to an intercept target.

Kirchler et al. [110] studied DNS patterns to link user sessions. In their scenario, users
change IP addresses of their computers every day. A remote observer tries to identify all
user sessions. Kirchler et al. achieved the best ratio of 73 % in identified sessions for highly
active users. Only 19 % of active users were tracked completely.

The properties of user behaviour models are not suitable for LI as an IP address has to
be identified to belong to a specific user as quickly as possible. As presented in Section 5.2,

Zhttps://AmIUnique.org/
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IPv6 addresses change once a day or even more frequently. Behaviour models aim at the
observation of longer periods and provide the identification with latency. Hence, this thesis
does not consider behaviour patterns.

7.1.3 Clock-skew-based identification

Kohno et al. [112] proposed to measure clock skew by monitoring timestamps embedded
in TCP segments carrying the timestamp option [18] and ICMP Timestamp Replies [161,
page 16]. The clock-skew-based identification is based on the idea that the manufacturing
deviations [065, Section 2.1] in clock crystals cause small differences in time measurement.
The differences are unique for each device. The differences cause a small drift of clock with
respect to the true time. Each device is manufactured with a specific drift called clock
skew. Kohno et al. [112] proposed a method that quickly reveals the clock skew. Due to
the uniqueness of the clock skew, the method identifies a computer. As the method was
reported to be highly accurate, quick, and applicable to all TCP sessions, we decided to
investigate its applicability for LI.

The original idea behind TCP timestamp option [15] is the improvement of TCP perfor-
mance on large bandwidth delay product paths (paths, where the bandwidth multiplied by
the delay is large). The timestamp option has two goals: (1) the protection against wrapped
TCP sequence numbers and (2) the measurement of round trip time. The presence of the
timestamp option is negotiated during the TCP handshake.

RFC 7323 [18] defines timestamp values as “approximately proportional to real time”.
Currently, all TCP sessions initiated by machines running Linux (including Android), Mac
OS X, and FreeBSD carries TCP timestamps by default. Kohno et al. observed [112] that
servers typically accept a proposal to add timestamp option to all segments.

ICMP sends local timestamp as a reply to Timestamp Request probes [161]. Hence,
whereas a fingerprinter may gather TCP timestamps passively, ICMP timestamps has to
be gathered by active probing.

Clock skew computation

The following description of the clock skew computation is based on my text that appeared
in our paper [118].

Let us denote the time reported by clock C' at time ¢ (as defined by national standards,
that is the true time) as Ro(t). The offset is the difference between two clocks: offc p(t) =
Re(t) —Rp(t). Assume that off ¢ p is a differentiable function in ¢, then, clock skew sc p is
the first derivative of offc p. Clock skew is measured in parts per million (ppm), meaning
that every million time units, the difference between the clocks and the true time increases
(or decreases) by the specified amount of units. For example, 20 ppm means that every
second, the clock error increases by 20 us.

Consider C' to be the clock of the fingerprinter (observer) and D to be the clock of the
fingerprintee (the monitored node) as depicted in Figure 7.1. Rp is not observable by the
fingerprinter, instead, it sees packets marked with timestamps delayed by €(t), €(¢) denotes
the delay observed at time ¢t. The delay €(¢) is composed of the processing time at both
the fingerprinter and the fingerprintee and the network delay. If ¢ was constant, the first
derivative of off’c p(t) = Re(t) — Rp(t — €(t)) would have been equal to the first derivative
of off¢ p. Unfortunately, € is not a constant.

Let us represent observed timestamps from the fingerprintee as offset points (x,y) where
x is the observation time, either R¢(t) or the elapsed time since the start of the measure-
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Figure 7.1: Each timestamp of the fingerprintee is delayed by the network and the network

stacks of the end hosts.

ment, that is Ro(t) — Ro(tstart); and y is the observed offset offc p(t). Kohno et al.
proposed to estimate clock skew by the slope of the upper bound of all offset points. They
have shown that the slope of the upper bound is similar to the slope of the off¢ p. Conse-
quently, the first derivatives are similar and the clock skew can be estimated by computing
the slope of the upper bound of all offset points. See Figure 7.2.
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Figure 7.2: Clock skew estimation.

7.2 Related work in clock-skew-based identification

Numerous studies focused on clock-skew-based identification. Each subsection of this sec-
tion focuses on a specific topic in clock-skew-based identification.

7.2.1 Timestamp sources

The original paper on clock-skew-based fingerprinting by Kohno et al. [112] studied the
applicability, advantages and disadvantages of the method. As mentioned above, Kohno
et al. used two sources of timestamps: TCP and ICMP. The subsequent research also
considers additional sources of timestamps: either carried in protocols on the application
layer or the link layer.
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TCP timestamps: Unix-related operating systems such as Linux, FreeBSD, Apple Mac
OS X, Apple iOS, and Android include TCP timestamp option in the first SYN segment
by default. Typically, the server supports TCP options (including Windows servers) and
the TCP flow contains timestamps in all TCP segments.

Since the original paper [112], it is known that TCP timestamps are not generated by
Windows devices by default. We evaluated that this is valid to this date and Windows
10 still does not support either RFC 7323 [18] or the original RFC 1323 [101] by default.
Kohno et al. [112] injected a timestamp as the timestamp option into the first SYN segment.
Consequently, Windows clients include TCP timestamps into subsequent TCP segments. A
Windows administrator can enable TCP timestamps either in the registry® or by the netsh
command”.

ICMP timestamps: Cristea and Groza [13] validated that clock skew can be measured
from ICMP timestamps on Android. Windows ICMP timestamps have different byte or-
dering [69] and MAC OS X does not reply to ICMP Timestamp Requests [69].

HTTP timestamps: Murdoch et al. [130, | investigated properties of timestamps
present in the HT'TP protocol. Their goal is to identify the HT'TP server. The Date HTTP
header [66] contains a timestamp reflecting the time when the web page was generated.
Usually, the resolution of the timestamp of the Date header is 1 second resulting in a quan-
tisation error of up to 1 second [198]. Zander et al. [198] compensate the quantisation
error by synchronised sampling. During synchronised sampling, the fingerprinter tries to
synchronise the probing HTTP requests with the clock ticks of the fingerprintee. Conse-
quently, active fingerprinters can remove the quantisation error even from 1 Hz timestamp
sources.

Application layer timestamps: Besides HT'TP, many other application layer protocols
carry timestamps, for example, XMPP, SMTP, and RTP. Usually, the resolution of these
timestamps is in seconds. Hence, to observe the clock skew without the quantisation error,
synchronised sampling [19%] or similar technique has to be employed.

IEEE 802.11 timestamps: Jana and Kasera [102] and Lanze et al. [116] applied clock-
skew-based identification to detection of rogue Wi-Fi access points. The idea lays in finger-
printing another source of timestamps — IEEE 802.11 beacon frames (management frames
periodically sent by each access point). The fingerprinter is a host that wants to connect
to a Wi-Fi network; the goal is to validate a pre-defined clock skew of an access point and
detect wireless network spoofing.

Lanze et al. [116] analysed clock skew of 388 access points. They observed that the
measured clock skew of the majority of the devices is in the range of -30 ppm to 30 ppm.
This observation is in conformance with our study presented in Section 7.7 performed in the
network of our university. Additionally, for access points that can run NTP, for example,
a Linux-based OpenWRT”, an attacker can follow the algorithm presented in Section 7.6
and deploy a rogue access point with the clock skew of the original.

3http://technet.microsoft.com/en-us/library/cc938205.aspx
“http://technet.microsoft.com/en-us/library/cc731258.aspx
Shttp://wiki.openwrt.org/doc/howto/ntp.client
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Custom timestamps: An active fingerprinter can force a fingerprintee to provide custom
timestamps inserted by an application or a script running on the fingerprintee. For example,
Ding-Jie Huang et al. [96] identify HTTP clients as a part of multi-factor authentication by
a fingerprinting server. A client that accesses a login web page on the fingerprinting server
downloads an AJAX script that periodically sends custom timestamps to the fingerprinting
web server. The server leverages these timestamps to compute clock skew of the clients
during the connection time.

Summary of timestamp sources Table 7.1 shows the timestamp sources. Passive fin-
gerprinting is transparent to the fingerprintees whereas active fingerprinting generates more
traffic into the network which can reveal the fingerprinting to the fingerprintee. Applica-
bility in LI requires passive methods.

’ Method ‘ Type ‘ Frequency ‘
ICMP Active 1kHz
TCP Passive 10-1000 Hz (OS-dependant)
Application layer protocols Active or passive Method/OS-dependant
Application-generated timestamps Active Method/OS-dependant
IEEE 802.11 beacon frames Passive 1 MHz

Table 7.1: Comparison of timestamp sources.

7.2.2 Improvements of clock skew estimates

Several researchers aim to improve the accuracy of clock skew estimates.

Sharma et al. [1741] report an error of 0.3 ppm when they combined TCP clock skew
estimation with a batch of ICMP packets that compensate for the latency and losses on
the network path. This PhD research does not follow this approach for several reasons.
(1) The application in LI requires passive detection, see Chapter 4, (2) ICMP timestamps
are disabled by default in Apple operating systems, and (3) the successor of ICMP for IPv6,
ICMPv6, does not define ICMPv6 Timestamp Request and Reply.

Although Ding-Jie Huang et al. [96] improved the clock skew estimation by linear re-
gression, the reported error is still in the range of 1 ppm, that is the same as discussed
by Kohno et al. [112]. This PhD research does not employ the linear regression. However,
Section 7.3 describes a formula that quantifies the error of the estimation. Following the
formula, the inaccuracy of clock skew estimates during long-term measurements may be
lower than +1 ppm.

Recently, Komang Oka Saputra et al. [139] improved the clock skew detection algorithm
by removing outliers with Hough transform. They report an error of 0.59 ppm. Due to the
publication date, we did not evaluate their method. A downside of the method is that it
does not support a host with unstable clock skew.

7.2.3 Unstable clock skew

Kohno et al. [112] observed changes in clock skew caused by temperature and a power source.
According to Kohno [112], clock skew does not change when the user or an NTP [120]
daemon adjust clock value. However, other researchers reported changes in observed clock
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values caused by time manipulation, which invalidates clock skew estimation by computing
upper bound of all offset points.

Ding-Jie Huang et al. [96] observed jump points — points over time where the offset
changes dramatically (see Algorithm 7.1) but the skew remains the same. Figure 7.3 shows
a jump point that occurred after 30 minutes of the clock skew monitoring. The clock skew
estimated from data collected during the first 30 minutes of the experiment is similar to
the clock skew estimated during the last 30 minutes of the experiment. In both cases, the
estimated clock skew is about —353 ppm. However, the upper bound of all offset points
estimates clock skew of 133.5ppm. Obviously, the clock skew estimated from the upper
bound is not correct and a fingerprinter has to identify jump points to prevent invalid clock
skew estimates.
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detected skew -353.3 ppm 4
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detec|ted skew —353.9 ppm
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Figure 7.3: A jump point in observed offsets occurred after 30 minutes of a measurement.

Ding-Jie Huang et al. [96] proposed Algorithm 7.1 that detects jump points. When
Ding-Jie Huang et al. [96] detect a jump point, they compute clock skew separately before
and after the jump point. We also independently observed jump points [104, subsection

5.3.3]. Section 7.4 gives more details on the phenomenon.

Algorithm 7.1. Jump point detection proposed by Ding-Jie Huang et al. [90]:

1. divide timestamps into groups where each timestamp changes less than a threshold
compared to the previous timestamp,

2. compute the minimum offset for packets in these groups,
3. compute the difference between minimal offsets of adjacent groups.

4. If all differences are positive or negative, compute median difference and compare each
difference to a threshold derived from the median difference. A jump point occurs
when the difference between minimal offsets of adjacent groups is greater than the
threshold.

5. If groups with a negative difference between minimal offsets are followed with a group
g with a positive offset, or vice versa, g is the jump point.
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Ding-Jie Huang et al. [96] observed jump points caused by time adjustments and roaming
in wireless networks. Section 7.4 provides more details on unstable clock skew caused by
NTP and time adjustments in general. Algorithm 7.3 detects changes in observed clock
skew including jump points.

According to Cristea and Groza [13], NTP-enabled phones do not run full NTP service.
NTP applications in phones do not compensate the inbuilt skew of the oscillator in the
device. Instead, the NTP applications periodically shift the device time to the true time,
only. Consequently, a fingerprinter sees such synchronisation as a jump point.

7.2.4 1Pv4 and IPv6 address linking

Beverly and Berger [16] explored the deployment of IPv6 with the goal of determining if
IPv4 and IPv6 addresses listed in DNS for the same service represent the same computer.
They call addresses obtained from A and AAAA DNS queries for a single domain name
as candidate addresses. Beverly and Berger applied clock skew in an active probing to
determine if the candidate addresses belong to the same machine. Beverly and Berger call
candidate addresses that belong to the same computer as siblings. To reveal siblings, they
propose the Algorithm 7.2.

Algorithm 7.2. Siblings detection proposed by Beverly and Berger [16]:

1. A fingerprinter connects to both candidate addresses resolved for a single domain
name. For both, the fingerprinter determines the operating system fingerprint by
nmap®. If the operating system fingerprints do not match, the candidate addresses
are not siblings.

2. The fingeprinter estimates clock skew for both candidate addresses during several
TCP connections for each candidate address. Beverly and Berger classify observed
clock skew to three groups:

(a) Timestamp values monotonically increase across TCP connections.

(b) Timestamp values are influenced by load balancers. Even though timestamp
values constantly increase in one TCP connection, timestamp values exhibit a
non-linear increase across different TCP connections.

(c) Timestamp values start from a random value for different TCP connections.

If the measured category of clock skew for both candidate addresses does not match,
they are not siblings.

3. The fingerprinter compares the clock skew value with a threshold to determine true
siblings.

As an enhancement, Beverly and Berger [16] classify measured clock skew of negligible
value as unknown. Algorithm 7.3 presents the linking algorithm used during this PhD
research [148]. In comparison with Beverly and Berger, Algorithm 7.3 is suitable for clients.
This PhD research has studied clock-skew-based identification as a sole method. We did
not add any additional data such as operating system fingerprinting as LI prohibits active
probing.

http://nmap.org/
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The idea of comparing clock skew measured for an IPv4 and IPv6 address is common to
the research of Beverly and Berger [16] and to this PhD research. Moreover, both papers

[16, 118] were published during the same period — our paper [118] was in a review process
when Beverly and Berger published their paper [16].
Scheitle et al. [171] also studied IPv6 deployment and tried to identify IPv4 and IPv6

sibling addresses based on active fingerprinting. In contrast to Beverly and Berger [10],
Scheitle et al. observed many hosts exhibiting non-linear clock skew. Scheitle et al. applied
nonlinear splines to determine if candidate addresses are siblings. Although we did not
present the exact algorithm, our paper [118] predicted such possibility. We did not pursue
the idea presented in the paper because we were interested in short-term measurements.
Scheitle et al. [171] present measurements of 9 to 11 hours.

7.3 Accuracy of clock skew measurements

The application of clock-skew-based identification in LI requires that the clock skew of a
computer is computed quickly and with high accuracy. The application in multi-factor
identification [96] suggests that a quick identification is possible. This section investigates
the accuracy both formally and in an empirical study of 24,071 measurements. This section
is based on the text from the paper Clock-Skew-Based Computer Identification: Traps and
Pitfalls [118]. T am the author of the text.

7.3.1 Formal evaluation

The upper bound of the offset points crosses at least two offset points by definition. Let us
denote one of these points as an offset point X. Its coordinates are X = [tx, off‘c p(tx)]
where tx is the observation time. In addition, let us denote the amount of time elapsed
during period T (of the national standards ¢rue time) on clock C' as E¢(T'). According to
Formula 7.1, the y-coordinate of X equals to offc p(tx) — Ep(e(tx)).

off’c,p(t) = Re(t) — Rp(t —€(t)) =
= Re(t) = Rp(t) — Ep(e(t) = (7.1)
= offc,p(t) — Ep(e(t))

Figure 7.4 depicts the geometry of a clock skew estimation. Consider the two offset
points K', L' located on the upper bound b(t). The offset points were observed at time
t1 and t. The points K’, L', and the point M’ = [ta, off ¢ p(t1) — Ep(e(t1))] form a right
triangle. In addition, consider the right triangle defined by points K = [t;,offc p(t1)], L =
[t2,offc.p(t2), and M = [ta,offc, p(t1)]. Observe that K and L are located on the line
representing real offset (offc p(t)) at time ¢; and ¢,. Hence, the points K and L represent
the real offset between the clock of the fingerprinter and the fingerprintee at the time ¢;
and t9 that is not biased by the delay e.

From the definition of the tangent function, Formula 7.2 defines the observed clock skew
whereas the real clock skew is defined by Formula 7.3.

"Moreover, pcf estimates clock skew for IPv6 addresses since 2012, see https://github.com/polcak/
pcf/commit/c828ea6e39326776704e9bbdfbcefdb1218c9449
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Figure 7.4: Outline of the clock skew computation used for error estimation.

(off¢,p(t2) — Ep(e(tz))) — (offc.o(t1) — Ep(e(ta)))

_ I
Sobserved = tan o’ =

t2 =t (7.2)
_offcp(tz) —offcp(t1) | Ep(e(t1)) — Ep(e(t2))
= +
to — 11 to — 11
ff ty) — off t
s = tana = > c.n(t2) = offc,p(ty) (7.3)
to — 11
Combining Formulae 7.2 and 7.3,
E t1)) — E t
Sobserved = S + D(E( 1)) D(e( 2)) (74)

to — 11
expresses the dependency of the observed clock skew on the real clock skew and the error
introduced by the observed volatile latency e. Observe that Formula 7.4 expresses the
observed clock skew as a sum of the real clock skew and the error

o = Epn(e(ty)) — Ep(e(t2)) (75)
to — 11
Let us denote At = t3 — t; and Ae = |Ep(e(t1)) — Ep(e(t2))]. Additionally, let us
denote the expected accuracy of a clock skew measurement as A. To satisfy the accuracy
requirement, the observed error e has to be lower than A as displayed in

Ae
— <
At —
Formula 7.6 shows that the quality of the estimation depends on the stability of the
network latency Ae and the elapsed time At. Note that At is weakly lower than the

A (7.6)
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total duration of the measurement as At cannot be bigger than the measurement duration.
Hence, a longer measurement can yield more accurate estimates as a longer measurement
can detect offset points with similar Ae and bigger At.

Supposing that the fingerprinter observes only packets going through one network path,
the latency introduced by wires and fibres is constant. Papagiannaki et al. studied the single
hop delay [140]. Their conclusion is that “there is at least one packet that experiences no
queueing in each one minute interval” on a hop (an intermediary device).

Based on the study of Papagiannaki et al., a higher number of packets can yield an
upper bound for which the Ae is low. Nevertheless, this effect is only indirect and addi-
tional effects have to be considered. For example, the observed delay e¢ depends on the
network interconnections as each intermediary device adds to the total delay. In addition,
network load or packet size [140] also influence the queueing time. Both longer duration of
a measurement At and additional packets that can experience lower € relax the conditions
on the fluctuation of € as shown in Formula 7.6.

Additionally, the software generating timestamps may increase the variance of € when an
already obtained timestamp value is delayed by a data processing algorithm that constructs
the network message. For example, a user space code can construct each message based on
a different number of kernel calls or there might be a garbage collector running that delays
the execution of the program code.

Even more, computer clocks are updated by a constant value. The exact value depends
on the underlying frequency of the clock source. This creates quantisation error and it is
an important factor in the clock skew computation. Without synchronised sampling [195],
it takes longer to compute the clock skew of a source with a frequency of 1 Hz compared to
a source with a frequency of 100 Hz, because the time that the clock value does not change
contributes to e. Consequently, the increased instability of Ae has to be compensated with
bigger At to achieve the same accuracy. Nevertheless, an active fingerprinter can synchro-
nise [198] probe packets with clock ticks at the fingerprinter to remove the quantisation
error from e.

7.3.2 Empirical evaluation

To examine the relation established by Formula 7.6 between the duration of a fingerprinting
At and the observed network latency Ae (that influence the number of timestamps needed
to compute accurate clock skew estimates), we set up two experimental scenarios during
which we monitored timestamps generated by our laboratory computers, all running Red
Hat Enterprise Linux 6.6 with Linux kernel 2.6.32.

In the first experimental scenario, we fingerprinted 18 computers on a LAN; there was
only one intermediary device between the fingerprinter and each fingerprintee — a switch.
We run a Python script® repeatedly calling the time.time() function. The script sends cus-
tom timestamps to the fingerprintee as a payload of HI'TP POST requests. Linux kernel
automatically added TCP timestamps to TCP headers of the TCP segments carrying the
HTTP communication. All computers generated timestamps with a Poisson distribution
with expected number of requests between 1 to 10 per second. TCP timestamps had a fre-
quency of 1 kHz whereas the Python-generated timestamps had a frequency of 10 MHz. We
included very high frequency Python-generated timestamps to get as accurate timestamps
as possible. Since two successive calls of time.time() yields different value, we removed the

8https://github.com/polcak/pct/blob/master/exporequests.py
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quantisation error. Note that TCP timestamps contained quantisation noise as neither the
fingerprinter nor the fingerprintees tried to detect ticks from TCP timestamps.
The first experimental scenario simulated:

1. The possibilities of an active fingerprinter generating custom timestamps (in this
case Python-generated) in a user space application, for example, for authentication
purposes [96].

2. The possibilities of a passive fingerprinter observing TCP timestamps of an interactive
application frequently communicating with a server.

The second experimental scenario aimed at JavaScript-generated timestamps by a script’
executed by Firefox. The fingerprinter repeatedly monitored four computers on a LAN; each
computer was periodically (with a period between 0.1s and 1s) sending its current times-
tamp obtained by the Date.getTime() function. The function provides timestamps with
1kHz frequency. To minimise the quantisation error, we let the JavaScript code to re-
peatedly obtain a new value from Date.getTime() while the returned value did not change.
Therefore, the code detected a clock tick and sent the timestamp to the fingerprinter.
The second scenario studied the possibilities of an active fingerprinter capable of running
JavaScript code in a user browser [J0].

In total, we evaluated 9,959 experiments with TCP timestamps, 10,016 experiments with
custom Python-generated timestamps, and 4,096 experiments with JavaScript-generated
timestamps. During each experiment, we computed current clock skew s; of the computer
based on the actual conditions (for example, temperature). Then, we determined the
number of examined timestamps and the elapsed time, after which the clock skew estimation
did not leave the s; & 1 ppm interval.

The rest of this subsection evaluates the measurements.

Number of timestamps required to get accurate clock skew estimates

Figure 7.5 shows how many timestamps were required to converge to the s; &= 1 ppm where
s¢ is the current clock skew of the fingerprintee. For each number of timestamps on the x-
axis, the y-axis shows the percentage of experiments that already converged to the expected
clock skew range.

According to Figure 7.5, hundreds of packets carrying TCP or Python-generated times-
tamps were needed in a majority of the experiments, some experiments required thousands
of timestamps before the clock skew estimate converged to the +1ppm range of the ex-
pected value. We did not observe any special boundary associated with 70 timestamps
as reported in previous research [174]. Whereas 41.67 % of experiments with JavaScript-
generated timestamps already converged before detecting 70 timestamps, only 0.35% of
TCP experiments and only 0.28 % of experiments with Python-generated timestamps re-
quired 70 timestamps or less.

Each HTTP request yielded several TCP timestamps but only one Python-generated or
JavaScript-generated timestamp. Hence, a measurement consisting of a particular number
of Python-generated or JavaScript-generated timestamps took longer than a measurement
computing clock skew from the same number of TCP timestamps. Given a specific num-
ber of packets, the share of already converged experiments with Python-generated and

“https://github.com/polcak/pct/blob/master/timestamp46.html
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Figure 7.5: The number of timestamps needed to compute accurate clock skew estimates.

JavaScript-generated timestamps were higher compared to the measurements based on
TCP timestamps as the TCP timestamps were observed in a shorter time frame.

Time required to get accurate clock skew estimates

Figure 7.6 depicts the percentage of experiments that converged to the s; + 1 ppm interval
at a specific time after the start of the measurement. Python-generated timestamps took
generally much longer to converge. 41.2% of TCP experiments converged in 20 seconds,
70.6 % converged in 30 seconds and 97.3 % converged in one minute. Only 2.8 % of Python-
generated timestamp experiments converged in one minute and 95.1 % converged in 6 min-
utes. In comparison, 38.1 % of JavaScript-generated timestamp experiments converged in
20 seconds, 53.4 % in one minute, 96.9 % in 3.5 minutes and 99.7 % converged in 6 minutes.
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Figure 7.6: Time needed to compute accurate clock skew estimates.

A high volatility of € causes the slow convergence of the Python-generated timestamps.
Even though the program received different timestamps after each call of the time.time()
function, the call of the time.time() function requires context switching from the user space
to the kernel space and back. Additionally, the Python interpreter can schedule garbage
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collector or another service routine during the construction of the HT'TP request. Finally,
the context is switched to the kernel space to send the HT'TP request through the network
stack. Since the context switching is not deterministic, the variance of € increases and
clock skew estimates converge to its correct value longer. JavaScript implementation in
the Firefox browser seems to have a lower variance of the ¢ which resulted in a very fast
convergence of about 40 % of experiments with the convergence pace better than the pace
achievable from TCP timestamps. However, about 60 % of experiments took a longer time
to converge in comparison with TCP timestamp fingerprinting.

Observed errors during computation of clock skew estimates

Figure 7.7 depicts the minimal, maximal, and median value of the error in clock skew
estimation. The quality of the estimation improves over time, as expected by Formula 7.6.
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Figure 7.7: Minimal, maximal, and median value of the error during clock skew estimation.

In summary, the observation confirms the expectations raised by Formula 7.6. The
longer an experiment lasts, the less likely it is to get a timestamp that introduces an offset
point that incorrectly shifts the upper bound of all offset points. Nevertheless, besides time
duration, the variance of delay € also plays a major role.
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7.3.3 Conclusion about clock-skew-based identification accuracy

This section proves that the quality of clock skew estimates depends on the duration of
the measurement and the stability of the timestamp observation delay. Nevertheless, the
number of observed packets influence the quality of the estimate in two ways:

1. The longer the fingerprinting lasts, the more packets are available.

2. The more packets are available, the more probable it is to get timestamps shifted with
such similar delay e so that the time difference between the two packets forming the
upper bound compensates for the difference in the delay e.

Timestamps sent in the user space seems to be influenced by bigger changes in the
delay e. Real-network experiments show that clock estimations based on kernel-generated
TCP timestamps have sufficient accuracy in one minute. For user timestamps generated in
user space, the desired accuracy is reached after several minutes.

7.4 Influence of time manipulations on clock skew

Experiments in the original paper describing clock-skew-based identification [112] suggest
that NTP and other time manipulations do not influence TCP timestamps. However, our
experiments with Linux hosts revealed computers with variable clock skew. We observed
both sudden changes in timestamp values and little changes in clock skew without visible
jumps in timestamp values. Our observations were confirmed by other researchers [96, ].

NTP [126] is a protocol that synchronises clock between different systems in the network.
Typically, a host running an NTP client periodically queries one or several servers and tries
to minimise the offset between the local and remote time with regards to observed network
latency. The NTP client continuously calls a system call ntp__adjtime() that modifies the
number of crystal oscillator ticks per second to compensate for the inbuilt error. The goal is
to converge to the true time slowly and then maintain the synchronised state. In this mode,
NTP does not create sudden changes in system time. As a result, applications running on
the system do not observe any sudden changes in system time.

Another use case for NTP is a one-time synchronisation. In this scenario, an NTP client
queries an NTP server a replaces the local time with the time on the server with a system
call settimeofday(). In this case, applications running on the client observe a sudden change
in system time. However, ntpdate'’ calls adjtime() when the difference between remote time
and local time is lower than 0.5 seconds.

7.4.1 Time changes via adjtime() and ntp_ adjtime() in Linux

First, let us focus on time modifications with adjtime() and ntp_adjtime(). Both calls
modify time in a similar way — the change is gradual. System call adjtime() does not
maintain any state between calls whereas ntp__adjtime() accumulates the correction; hence,
it is suitable for continuous time corrections.

Figure 7.8 shows offset points learnt from TCP timestamps of a computer running NTP.
Observed clock skew was very close to 0 ppm for the whole duration of the 35-hour-long
measurement. The lines in Figure 7.8 shows estimated clock skew of 0.07 ppm for starting
11.7 hours; for the remaining duration of the measurement, the estimated clock skew is

DOhttp: //www.ntp.org/
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-0.04 ppm. In this case, we decided to split the data into two segments, however, the
representation can be different, such as splines applied by Scheitle et al. [171].

10 T T T T T T
’ —/ 1
0 -
£ St 1
-
b
£ -10 | s
O
215 + 4
20 offset points (TCP timestamps) i
detected skew 0.07 ppm s
detected skew -0.04 ppm
.25 1 1 1 1 1 |
0 5 10 15 20 25 30 35

Elapsed time [hours]
Figure 7.8: Variable clock skew of a computer running NTP.

Figure 7.9 shows a Linux computer with clock skew of about 6 ppm. In this experiment,
the computer runs ntpdate that calls adjtime() every 30 minutes. The clock skew can be
computed between the calls of adjtime(). In this case, the estimated clock skew is about
6.2 ppm.
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Figure 7.9: Variable clock skew of a Linux computer calling adjtime().

Note that Figure 7.9 shows a short period during which the computer synchronises its
clock. By default, ntpdate calls adjtime() only if the difference between local and NTP
time is lower than 0.5s., which can be overridden with -B parameter. Figure 7.10 shows a
computer that runs adjtime() with -B parameter. The observed clock skew changes during
the time adjtime() slowly corrects the time on the fingerprintee. When the call finishes, the
observed clock skew returns to a similar value as before the call of adjtime().

Notice that Figures 7.9 and 7.10 show that calls of adjtime() are visible from both TCP
timestamps and timestamps inserted by applications in the user space.
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Figure 7.10: Variable clock skew of a Linux computer calling adjtime() (long synchronization
period).

As the observed fingerprints did not match the expectation of the original clock skew
paper [112], we were interested why. We ran experiments with different Linux kernels
and revealed that the behaviour changed in 2007 between Linux kernel version 2.6.20 and
2.6.22 [158].

7.4.2 Time changes via settimeofday() in Linux

Another system call that changes local time is settimeofday(). This call changes time
immediately to the given value. Time modification performed by a user, for example, with
date POSIX command, typically calls settimeofday().

In Linux, TCP timestamps show the time since the last boot of the operating system
(also known as uptime). Consequently, settimeofday() does not influence TCP timestamps.
In contrast, user space applications requesting the current time via gettimeofday() see the
time that is modified by settimeofday(). As a consequence, timestamps inserted in the
user space are influenced by settimeofday() while TCP timestamps are not influenced by
settimeofday().

Figure 7.11 shows a Linux computer periodically calling settimeofday(). Looking at TCP
timestamps, the computer has a stable skew of about -354 ppm. Jump points are visible in
JavaScript-generated timestamps after each call of settimeofday(). Nevertheless, for each
segment delimited by subsequent calls of settimeofday(), the fingerprinter can detect clock
skew of about -354 ppm.

7.4.3 Conclusion on influence of time manipulation on timestamps

Across operating systems, timestamps inserted in user space are obtained by system calls
that represent time as observed by the user. The purpose of NTP is to provide time as close
to the true time as possible. Hence, every timestamp learnt in the user space carrying the
system time is influenced by NTP and other time changes. However, system calls returning
time after last boot and similar information are exception.

Our experiments with other operating system showed that time changes are visible in
timestamps produced by user space applications in all tested operating systems — Linux,
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Figure 7.11: Jump points are visible in timestamps obtained from gettimeofday() for each
settimeofday() call. TCP timestamp values do not change after a call of settimeofday/().

Windows, OpenBSD, Apple iOS, and Apple Mac OS X. At TCP level, NTP does not change
clock skew of a Windows computer. Both Linux and OpenBSD propagate NTP changes
to TCP timestamps. Apple operating systems exhibit highly unstable clock skew on TCP
level. We were not successful [147] in fingerprinting Apple devices from TCP timestamps.

Table 7.2 summarises the influence of time changes on observed clock skew. Fig-
ures 7.2, 7.4, and 7.11 (TCP timestamps) are examples of stable clock skew. Computers
with stable clock skew can be linked over time because the clock skew does not change even
if the computer changes its location or IP address. Figures 7.9, 7.10, and 7.11 (JavaScript-
generated timestamps) depict observable changes caused by clock manipulation. A finger-
printer can detect jump points, estimate clock skew between jump points, and consequently
learn the clock skew of the computer. Then the fingerprinter can track the computer over
time in different locations and with different IP addresses, similarly to stable clock skew.
Offset points of computers with unstable clock skew do not form a line. Figure 7.8 depicts
an example of unstable clock skew close to 0 ppm. Computers with clock skew close to 0 are
indistinguishable between each other over time. Figure 7.12 depicts an example of offset
points computed from TCP timestamps produced by Apple operating systems.

Table 7.2: Influence of time manipulations on clock skew fingerprinting.

TCP Userspace

Continuous NTP | adjtime() | settimeofday() timestamps
Linux Unstable, 0 ppm | Observable Stable Observable changes
OpenBSD || Unstable, Oppm | Observable Stable Observable changes
Windows Stable Observable changes
Apple Highly unstable, large Observable changes

7.5 Applicability for IPv6 addresses

Network layer does not modify the payload produced by upper layers. Consequently, both
TCP timestamps and timestamps inserted by applications are not influenced by network
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layer. Hence, this PhD research has pursued the idea that IPv4 and IPv6 addresses are
linkable via clock skew [69, . IPv4 and IPv6 address linking based on active finger-
printing was independently published by Beverly and Berger [16], see Subsection 7.2.4 for
more details.

This PhD research does not consider clock skew to be stable over time. Instead, pcf, the
fingerprinting tool developed as a part of this PhD research, continuously computes clock
skew for each active IP address in the network based on the Algorithm 7.3. Appendix A
shows an example of an application of Algorithm 7.3.

Algorithm 7.3. Proposed clock skew estimation

1. Initialize previous batch to empty.

2. Collect a batch of timestamps. The batch can be determined by duration or the count
of timestamps.

3. For each new batch, estimate the clock skew based on offset points generated for the
timestamps in the current batch. If the previous batch is empty, set current batch as
previous batch and go to step 2.

4. Compare the estimate for current batch to the previous estimate. If the estimate
differs by more than 10 ppm (by default), clock skew changed or a jump point was
detected, go to step 6. Otherwise, go to step 5.

5. Append offset points in current batch to the previous batch and estimate clock skew
based on all merged offset points. Go to step 2.

6. Ignore current batch as the observed clock skew changed or the batch contains a jump
point. Go to step 1.

For each batch created by Algorithm 7.3, pcf creates a triplet consisting of:

e the clock skew estimate,

e initial time from which the clock skew estimate is valid (observed time of the first
offset point in the batch),

e final time until which the clock skew estimate is valid (observed time of the last offset
point in the batch).

Hence, for stable clock skew, pcf detects a single triplet; for unstable clock skew, pcf
detects multiple triplets, each valid for a particular period. For stable clock skew, pcf
continuously improves the clock skew estimate (see Formula 7.6) and prolongs its validity.
For unstable clock skew, pcf detects jump points and periods where clock skew changed.

This PhD research considers two sequences of clock skew triplets (each observed for
an IP address) to be linkable, meaning both IP addresses belongs to the same anonymity
set, which (hopefully) represents a single computer, if one of the following requirements
holds [118]:

1. Both clock skew estimates are stable (both sequences have a single triplet) and both

estimates are within the range of -1 ppm. In this case, it does not make a difference
if both addresses are active during the same period or not.
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2. Both clock skew estimates were within the range of +£1 ppm during the periods when
both addresses were active. In this case, there has to be at least one period during
which both addresses were active; when the clock skew of one of the addresses changed,
the other clock skew changed soon to a similar value, for example, a jump point was
detected for both IP addresses.

The first requirement is the same as originally used by Kohno et al. [I12]. The latter
requirement deals with changes in clock skew as Section 7.4 presents.

Additionally, pcf detects addresses with a long duration of inactivity, by default one
hour. When an IP address is probed after a long inactivity period, the clock skew estimation
starts from the beginning. The restarted clock skew estimation allows pcf to deal with
address reassignments to different computers.

We evaluated the linkability of IPv4 and IPv6 addresses in a laboratory network [1418].
For the evaluation, we used the same data as in the empirical study described in Sub-
section 7.3.2 — the data from clock skew estimations based on TCP timestamps, custom
Python-generated timestamps, and custom JavaScript-generated timestamps. All exper-
iments were conducted using both IPv4 and IPv6. All clock skews were stable in this
evaluation. For all computers, we checked that clock skew estimates for both IPv4 and
IPv6 addresses converged to the same value.

In addition, we evaluated an Apple Mac Mini, an Apple Mac Book (Mac OS X 10.7.5 and
earlier versions), an Apple iPad (i0S 9.3.5 and earlier versions), Windows 7, Windows 8.1,
and FreeBSD computers. For these operating system, we tested JavaScript-generated times-
tamps and TCP timestamps.

Firstly, we tested the computers without time modifications. The results are following:

e JavaScript-generated timestamps carried over IPv4 and IPv6 converged to the same
values.

e TCP timestamps converged to the same values as JavaScript-generated timestamps
for all operating systems except Apple.

e TCP timestamps of Apple computers exhibited very large clock skew. Generally,
the computed values for IPv4 and IPv6 did not match. However, as Figure 7.12
shows, there are observable changes in both IPv4 and IPv6 traces generated by an
Apple computer. Note that in this case, there were no time changes on the computer.
Although the clock skew estimations for IPv4 and IPv6 differ by hundreds of ppm,
the shapes formed by the offset points are similar. We believe that such computers
can be linked with an approach similar to nonlinear splines developed by Scheitle et

al. [171].

7.6 Guide to mimic clock skew of a different computer

A possibility to influence the observable clock skew of a computer is a major downside
for the identification of the intercept target during LI. Hence, this section focuses on the
possibility to mimic an arbitrary stable clock skew [118].

Also, note that Ding-Jie Huang et al. [96] applied clock-skew-based identification in
a multi-factor authentication. A server estimates a clock skew during the time a client
authenticates and if the clock skew estimate matches one of the values previously seen for
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Figure 7.12: Clock skew measurement of an Apple device based on TCP timestamps.

the user account, the server accepts the authentication. In a case of a previously unseen
clock skew value, the server challenges the user with another authentication method, such
as SMS, or performs another action, for example, the server sends an alert message. An
adversary with stolen credentials can mimic clock skew of a victim computer to pass the
clock-skew-based authentication.

An NTP daemon maintains a file called driftfile where it stores current correction for
the built-in clock error. The goal is to maintain accurate time even after the NTP daemon
is restarted. After the restart, the daemon sets the correction stored in the driftfile.

To mimic clock skew of another computer, an adversary can follow the Algorithm 7.4.

Algorithm 7.4. Mimicking clock skew of a different computer [113]:

1. Run an NTP daemon and find the clock skew of the attacking computer, for example,
from the driftfile.

2. Find the clock skew of the victim, preferably by fingerprinting the victim computer
by the attacking computer (still running the NTP daemon).

3. Add the clock skew learnt in step 2 to the value stored in the driftfile in step 1. Use
the sum as the correction of attacking computer clock, for example, by restarting the
NTP daemon on the attacking computer and immediately stopping the daemon.

By applying Algorithm 7.4, we were able to reproduce clock skew of a different computer
in our laboratory [1418].

A user that tries to evade clock-skew-based detection can randomise clock skew of his or
her computer during boot or as a part of network access procedure following Algorithm 7.5.

Algorithm 7.5. Randomising stable clock skew of a computer:

1. Generate a random clock skew value, preferably in the range of observed clock skews
in real network reported in Section 7.7 or by Lanze et al. [116].

2. Apply the generated random clock skew, for example, by starting and immediately
stopping the NTP daemon.

A fingerprinter of a user with randomised clock skew by Algorithm 7.5 estimates different
clock skew after each execution of the Algorithm 7.5. Between the changes, the fingerprintee
exhibits stable clock skew.
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7.7 Real world measurements

The final test of clock-skew-based identification aims at real world deployment. Originally,
we performed the experiment for IPv4 [117] and later, we expanded the test for IPv6 [115].
This section is based on these experiments and the text of both papers [117, ]. Tam the
author of the text in both papers.

We passively fingerprinted devices in our faculty network based on TCP timestamps.
The goal was to observe the network traffic in the same manner as an LI system that tries
to identify the computers.

During the testing, we did not focus on specific devices. For privacy reasons, we did not
compare the gathered information to external sources. However, based on the fingerprinting
location, we fingerprinted following devices:

e laboratory computers (Windows, Linux, and FreeBSD),

e desktops and laptops of the faculty staff with timestamps enabled (Linux, FreeBSD,
Apple Mac OS and iOS, and possibly Windows with manually enabled TCP times-
tamps),

e mobile devices connected to the faculty Wi-Fi (for example, Android, iOS),
e faculty servers (mostly Linux and FreeBSD),

e remote servers accessed by the computers mentioned above,

remote clients that connected to local servers with TCP timestamps enabled.

We performed a continuous measurement during several days. During working hours, we
observed about 350-649 active IPv4 addresses and 100-196 active IPv6 addresses. During
nights and weekends, we observed about 120-170 active IPv4 addresses and 15-40 active
IPv6 addresses. We did not observe any substantial changes in observed clock skews. The
following text focuses on data obtained in the afternoon of a working day.

At that moment, the fingerprinter estimated clock skew for 646 active IPv4 addresses
and 177 active IPv6 addresses. Figure 7.13 shows the fingerprinted distribution of clock
skew estimations for IPv4 and IPv6 addresses. The majority of observed clock skew is close
to zero. Hence, the devices close to 0 ppm are indistinguishable by the clock skew value.

Note that for 92 IPv4 addresses and 30 IPv6 addresses, the estimated clock skew was
lower than -1000 ppm or higher than 1000 ppm. Such addresses exhibited similar be-
haviour as Apple devices in our laboratory, for example, the clock skew was not stable
similarly to Figure 7.12. We do not consider addresses with clock skew below -1000 ppm
and above 1000 ppm as the laboratory measurements [117] show that the observed values
from TCP timestamps of Apple operating systems do not match clock skew estimation from
JavaScript-generated timestamps and visual observations.

Figure 7.13 shows only 20 active IPv4 addresses and 5 active IPv6 addresses with clock
skew estimated between -1000 ppm and -100 ppm. Additionally, the are 15 active IPv4 ad-
dresses and 2 active IPv6 addresses with clock skew estimated in the range between 100 ppm
and 1000 ppm. Clock skew estimation lower than -52.3 ppm and higher than 85.7 ppm are
unique in our dataset; that is the computers are identifiable by clock skew. Some of these
addresses exhibited long-term stable clock skew, for example, one IPv4 address with esti-
mated clock skew of 501.1 ppm was fingerprinted for 105 minutes.
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Figure 7.13: Histogram of clock skew distribution in real network. Note that the range of
bins is not uniform.

The estimated clock skew for 80 % IPv4 addresses and 79 % IPv6 addresses were in the
range of -100 ppm to 100 ppm. Let us focus on these addresses.

Figure 7.14 shows the distribution of clock skew estimates for the range of -100 ppm to
100 ppm; for each clock skew estimate (x-axis), it reports the number of other estimates in
the anonymity set defined by the +1 ppm range, that is possibly of the same computer. The
largest anonymity set for IPv4 contains 223 IPv4 addresses; the largest anonymity set for
IPv6 contains 72 IPv6 addresses. Both largest anonymity sets are close to 0 ppm. Hence,
computers having assigned 34.5% of all IPv4 addresses and 40.7 % of all IPv6 addresses
are indistinguishable. Most probably, these addresses were assigned to computers running
NTP.
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Figure 7.14: The estimated clock skew and number of addresses with similar clock skew in
the range of —100 ppm to 100 ppm.

Even without hosts running NTP continuously, the majority of devices appear in the
same anonymity set with multiple other devices. Between -100 ppm and 100 ppm, only 21
IPv4 addresses were not in an anonymity set with another IPv4 address. Quick, unique
identification of computers in a moderately sized network is not possible with restrictions
compatible with LI. These observations confirm observations of Lanze et al.[l10].
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The manufacturers aim at producing clocks that are close to 0 ppm. Hence, it is not
surprising that in a moderately sized network, a majority of computers exhibits clock skew
reasonably close to 0 ppm. Whereas the laboratory experiments uniquely distinguished 20
computers, the real network deployment revealed the disadvantages of clock-skew-based
identification.

7.8 Applications of clock-skew-based identification

Although the real deployment of clock-skew-based identification for LI was not successful,
other applications for clocks-skew-based identification exist. This section focuses on the
applicability of clock-skew-based identification.

A fingerprinter can aim at short-term fingerprinting, for example, during multi-factor
authentication [96] or identification for LI. Nevertheless, long-term fingerprinting can reveal
additional information, such as geographical position [130], and link addresses based on
clock skew changes [171]. Figure 7.15 shows an example of a computer from a real network
measurement. The computer was running NTP. The amount of IPv4 traffic was much larger
compared to IPv6 traffic. However, similar changes in clock skew caused by continuous NTP
synchronisation are visible. A long-term fingerprinter can link these addresses whereas
short-term fingerprinter does not see the changes in a short timeframe and estimates clock
skew close to 0 ppm. See Figure 7.12 as another example of a long-term measurement that
enables IPv4 and IPv6 address linking.
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Figure 7.15: Real-network observation of a Linux computer running NTP.

Based on the fingerprinting duration and active or passive observations of timestamps
(see Table 7.1), it is possible to classify fingerprinters into four categories [115].

1. Passive short-term fingerprinting aims on quick identification of a fingerprintee with
the applications in LI or rogue access points identification [116]. Both this PhD
research and the research of Lanze et al. [116] show a limited applicability in small
networks only. Fingerprintees can spoil the fingerprinting by clock skew modifications,
such as the clock skew randomization achieved by Algorithm 7.5.

2. A passive long-term fingerprinter can observe changes in clock skew caused by NTP or
temperature changes. Consequently, the fingerprinter can link all IP addresses used
by a specific computer, learn geographical location [130] or disclose computers behind
network address translator [112].
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3. An active short-term fingerprinter can use clock-skew-based identification during
multi-factor authentication [96] or improve the estimates [171] compared with short-
term passive fingerprinter. However, the disadvantages connected to the limited
uniqueness of clock skew and possible influence of the fingerprintee on its clock skew
also apply to active short-term fingerprinting.

4. An active long-term fingerprinter can improve the quality of the clock skew esti-
mates [1 74] compared to passive-long-term fingerprinter. Active long-term fingerprint-
ing can be applied in deanonymization [195], virtual PC and honeypot detection [112],
and IPv4 and IPv6 linkability [171].

7.9 Chapter conclusion

This chapter describes remote computer identification based on clock skew estimation. Pre-
vious research indicates that unique short-term identification is possible [96, , | and
that passive clock skew evaluation is possible [112]. However, our research revealed that the
main source of timestamps for passive fingerprinting, TCP, has became influenced by NTP
changes. This chapter identifies that this change impacts mostly short-term fingerprinting.
The results also suggests that long-term clock-skew-based-fingerprinting is a viable choice
for deanonymization [198], virtual PC and honeypot detection [112], and IPv4 and IPv6
linkability [171].

The study of real network clock skew distribution, presented in Section 7.7, shows that
most of the real devices exhibit clock skew in the range of -100 ppm to 100 ppm with the
majority of devices close to 0 ppm. Consequently, a short-term fingerprinter cannot reliably
identify computers solely by clock skew.

Clock-skew-based identification does not work in conditions restricted by Hypothesis 2.
Remote short-term passive fingerprinting based on TCP timestamps is not reliable. How-
ever, clock-skew-based identification can be employed in the following use cases:

1. A long-term passive fingerprinter can link addresses of NTP-enabled hosts by observ-
ing the shape of the upper bound, see Figures 7.12 and 7.15 for examples.

2. An active fingerprinter can combine clock-skew-based fingerprinting with another
identification method, such as browser fingerprinting. As browser fingerprinting alone
can uniquely identify [24, | a computer or a browser running on a computer,
browser fingerprinting and clock-skew-based fingerprinting combined provides addi-
tional possibilities for unique identification.

Nevertheless, both modification does not allow clock-skew-based identification to be
applicable in LI for a moderately sized network. Short-term fingerprinting is applicable in
small networks, especially in a controlled environment where users cannot manipulate time.

Law enforcement can benefit from clock-skew-based identification during a forensic in-
vestigation. For example, pcf [153] allows an investigator to estimate clock skew from offline
traces stored in a pcap file. With expert knowledge, the investigator can reveal clues for
his or her investigation, such as the linkability of several addresses belonging to the same
computer, see Figures 7.12 and 7.15 for examples.
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Chapter 8

Identity graphs

The ability to link identifiers is crucial to identify all data of the intercept targets. For
example, the interception of CC is often based on IP addresses because IP addresses appear
in the header of every IP datagram [0, page 272]. Nevertheless, the IP addresses are
assigned dynamically. Hence, an LI system has to link a stable identifier such as a RADIUS
username, a network access identifier, a cable modem identifier, or a stable MAC address
to the dynamically assigned IP address [90, page 272].

Recently, the significance of application-layer-identifier-based LI grows [7, 90, , ]
Typically, such intercept targets an application layer identifier such as an e-mail address [(1]
or a VoIP identifier [63]. Consequently, the interception of CC is based on a dynamic IP
address or a dynamic flow identifier that are contained in header fields of all packets. An
LI system has to link the application layer identifier to the dynamic identifier that appears
in all packets of the session.

This chapter focuses on Hypothesis 3 by searching for a model based on formal rules
for cross-layer linking of partial identities discovered by different partial identity detectors.
The goal is to link an input identifier (identifying the target of the interception) to other
identifiers allowed by a warrant.

The input identifier is a long-term identifier identifying a user, a household, a computer,
or a computer network interface. Depending on the wording of the warrant (see Section 5.5
for the problem statement), some linking might be allowed or forbidden. For example, a
warrant for intercepting traffic of an IP address forbids linking the IP address to another
IP address, including all IP addresses of the same network interface. Another warrant for
interception of traffic of an interface (or a computer) identified by an IP address allows
linking the TP address to other addresses of the interface (or the computer).

To incorporate identification methods that are not completely accurate (for example,
clock skew, browser fingerprinting techniques), the model should include accuracy, which
disqualifies linkage through multiple inaccurate observations.

For digital forensic, the model should be aware of time so that the dynamic identifiers
can be tracked over time and the model should support time-related reasoning on the
gathered knowledge.

This chapter defines identity graphs that allow cross-layer linkage of information from
various partial identity detectors in conformance with Hypothesis 3. The proposed model
is based on a graph representation of identity information; vertices represent identifiers
and edges reflect the linkage between two identifiers. Identity graphs support operations
that link identifiers following constraints based on the wording of a warrant and other
parameters, such as the inaccuracy of the linkage. Appendix B provides examples of queries
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in identity graphs. The definition of identity graphs and the operations is extensible.
Hence, this chapter provides a framework that is tweaked for LI. For other applications,
the framework can be extended, for example, by specifying more categories of identifiers or
definitions of other operations.

An earlier version of the proposed identity graphs was implemented as a part of the
Sec6Net project [152, 159] based on my idea of identity linking in graphs. Formal description
of identity graphs (as implemented as by the Sec6Net project) was published in the paper
On Identities in Modern Networks [157]. T am the author of the text describing identity
graphs and I developed the formulae in the formal description of identity graphs with a
minor help of my co-workers. The implementation of identity graphs, as described in this
thesis, is available on GitHub'. Compared to the original model, identity graphs defined
in this thesis (1) have a notion of time, (2) allow better handling of inaccurate partial
identity detectors (such as clock-skew-based identification described in Chapter 7), (3) allow
additional custom operations — constraint functions, and (4) support identifiers of resources
such as chat rooms.

Identity graphs are generic and they support identifiers that appear in all layers of
the TCP/IP model (see Chapter 3). As a part of SLIS developed by the Sec6Net project,
identity graphs were validated for identity linking based on the following partial identity de-

tectors: DHCP [19], DHCPv6 [19], ND [136] (see Chapter 6), RADIUS [165], PPPoE [120],
XMPP [169], IRC [106, ], OSCAR (proprietary protocol for instant messaging), YMSG
(proprietary protocol for instant messaging), SMTP [111], clock skew (see Chapter 7), and

Software Defined Networking controllers — OpenDaylight? and Pox?.

8.1 Related work in identity linking

Chapter 4 describes current standards of LI. For the European Union, the most relevant
documents are ETSI standards. As mentioned in Chapter 4, the linkage has to be un-
ambiguous. This chapter defines identity graphs that support various identifiers including
those listed by ETSI [58]. In addition to unambiguous partial identity detectors, identity
graphs also support inaccurate partial identity detectors. However, inaccurate partial de-
tectors are not mandatory and the operations allow penalisation of the linkage discovered by
inaccurate partial identity detectors. Also, linkage using information based on inaccurate
partial identity detectors can be completely disabled.

Digital forensic literature, for example, Casey [20, page 650-651], emphasise the need to
link identities and to select identifiers of the traffic to be intercepted based on the specific
network parameters. Identity graphs allow custom queries with arbitrary input identifier
and constraints. Casey also mentions that for some intercepts, investigators are authorised
to monitor only a specific traffic, for example, web. Identity graphs allow interception of
both (1) a single session identified by an application layer identifier and (2) all traffic of
the computer where a user authenticates using the same application layer identifier. The
distinction between these two use cases can be applied on a per intercept basis. Identity
graphs allow setting specific constraints for each query. Consequently, it is possible to link
identifiers of different intercepts based on different rules.

Casey [20, Section 22.8] describes a final report of a digital investigation. Casey proposes
to create diagrams of complex interactions between computers connected to a network.

"https://github.com/polcak/linking
2https://www.opendaylight.org/
Shttps://openflow.stanford.edu/display/ONL/POX+Wiki
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Indeed, identity graphs are graph diagrams of the identifiers in the network. Consequently,
identity graphs can be used by network forensic experts during the writing of final reports.

Casey [20] describes log files that are available on various devices in the network in-
cluding DHCP servers, RADIUS servers, ARP tables of network devices. Identity graphs
support multiple diverse partial identity detectors including log file analysers. The ex-
tensibility of the mechanisms that builds identity graphs allows development of additional
partial identity detectors.

Casey [20, section 3.3] considers digital investigation with estimated levels of certainty.
Hence, Casey considers the digital evidence with non-zero inaccuracy. Casey argues that
the system should evaluate the data and the probability of linking the identities correctly.
Identity graphs support partial identity detectors that estimate their inaccuracy. The iden-
tifiers are linked based on the inaccuracy.

Hoffman and Terplan [90, pages 27, 33, 45] describe that there are many technologies
in the network environment which require a mechanism that links identities. Additionally,
Hoffman and Terplan [90, page 176] note: “Unfortunately, there are very few known prod-
ucts on the market that support data mining, evidence finding, and correlation functions”.
Identity graphs aim to fill the gap in identity linking and correlation.

Carmagnola et al. [25] proposed a system that crawls social networking websites. For
each detected partial identity on a website, they look for so-called replicated public data
— common information available on different profiles of the same real person. Based
on the replicated public data they link the profiles — partial identities of the subject.
Replicated public data have the same role as identifiers detected by different partial identity
detectors investigated during this PhD research. The difference lays in the different domains
investigated by Carmagnola et al. and this PhD research. This PhD research targets data
transferred via network whereas Carmagnola et al. studied data stored on a website.

In principle, the crawler of Carmagnola [25] or a related work [131, 113] can be deployed
as a partial identity detector based on which it is possible to construct an identity graph.
However, identity graphs and operations defined in Section 8.4 form a framework that
includes identifiers transferred through the network. The operations are not tweaked for
attributes gathered from social networks. Nevertheless, the definitions can be extended to
support social networks.

Torres et al. [185] studied identity management systems. As one of the key aspects,
they list law enforcement interoperability. A modern LI system needs to process many
input partial identity detectors. Identity graphs are based on this observation.

8.2 Detection of partial identities

Partial identities can be detected from many sources distributed in the network. As Chap-
ter 3 established, protocols on different levels of network model carry various identifiers.
Nevertheless, these identifiers do not necessarily identify the same subject. This section
focuses on subjects of the identifiers and the detection of identifiers.

Partial identity detectors as traffic parsers

The activity of the Sec6Net project focusing on identification in LI (under my supervision)
developed SLIS IRI-ITF modules that detect linkage between identifiers. A Sec6Net IRI-IIF
module is a partial identity detector that monitors and analyses network traffic [159]. The
implemented IRI-ITF modules are listed below:
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The DHCP module links two identifiers that identify the same network interface — a
MAC address and an assigned IPv4 address. Additionally, if a DHCP client presents
DHCPClientID (identifying the computer) to the server, the DHCP module links the
DHCPClientID to both the MAC address and the assigned IPv4 address.

The DHCPv6 module links a DUID identifying a computer and the assigned IPv6 ad-
dress (identity association for non-temporary addresses [19]) or an IPv6 prefix (prefix
delegation [180]).

The RADIUS module links a MAC address identifying a computer network interface
to a RADIUS username identifying a user. In case that an IPv4 or IPv6 address is as-
signed in the Access-Accept message [165], the RADIUS module also links all assigned
IP addresses to the MAC address and RADIUS username. Note that depending on
the network, a RADIUS username identifies either a specific user (for example, in
enterprise networks) or a household (for example, when used by DSL provider).

The PPPoE module links a MAC address identifying a PPP client interface to a PPP
username identifying a user. When an IPv4 or IPv6 address is assigned to the PPPoE
client, the PPPoE module links the IP address to other detected identifiers.

The XMPP module links an XMPP username (also known as Jabber ID) to a TCP
bi-directional flow carrying a session. Additionally, the module detects the IP address
of the XMPP client. In some cases, such as a conversation between two XMPP
subscribers, the XMPP module also detects the Jabber ID of the other communicating

party.

The IRC module links an IRC username to the TCP bi-directional flow carrying a
session. Additionally, the module detects the IP address of the IRC client. Moreover,
the IRC module detects IRC channels (essentially chat rooms) that the users enter.

The OSCAR module links an OSCAR ID to the bi-directional flow carrying a session.
Additionally, the module detects the IP address of the OSCAR client. In some cases,
such as a conversation between two subscribers, the OSCAR module detects the
OSCAR ID of the other communicating party.

The YMSG module links a YMSG username to the bi-directional flow carrying a
session. Additionally, the module detects the IP address of the YMSG client. In some
cases, such as a conversation between two subscribers, the YMSG module detects the
YMSG username of the other communicating party.

The SMTP module links a bi-directional flow to e-mail addresses listed in the e-mail
headers carried in the flow.

Chapters 6 and 7 presented two traffic analysing methods in detail. The IPv6 address

assignment tracking proposed in Chapter 6 provides a linkage between a MAC address and
an [Pv6 address. The clock-skew-based remote identification described in Chapter 7 aims at
linking two or more IP addresses belonging to the same computer based on a similar clock
skew estimation. However, as presented in Chapter 7, the clock-skew-based identification
is not completely accurate as it can identify an anonymity set containing multiple subjects
instead of a single subject.
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Partial identity detectors as log file analysers

Another option for identity-related information discovery is the log file analysis [26, Chapter
25]. Many computer services create log files or Syslog messages [72] from which it is possible
to reconstruct and link identities related to the service.

Figure 8.1 shows a 6-line excerpt of the Apache web server®. Each line represents an
attempt to access a resource. Each line provides the IP address initiating the request and
the resource URI. The IP address identifies the client and the URI identifies the resource
that the client wanted to visit.

4

147.126.81.180 - - [01/Mar/2017:10:15:17 +0100] "GET /robots.txt HTTP/1.1"
200 26 "-" "CSS Certificate Spider (http://www.css-security.com/
certificatespider/)"

149.172.126.143 - - [01/Mar/2017:10:39:06 +0100] "GET / HTTP/1.1" 200 103
"-" "Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML,
like Gecko) Chrome/50.0.2661.102 Safari/537.36"

72.220.86.39 - - [01/Mar/2017:15:25:15 +0100] "GET / HTTP/1.1" 403 209 "-"

103.109.210.141 - - [01/Mar/2017:11:02:56 +0100] "GET /status HTTP/1.1" 403
215 "-" "Mozilla"

103.109.210.141 - - [01/Mar/2017:13:45:33 +0100] "GET /stat HTTP/1.1" 403
213 "-" "Mozilla"

45.195.61.166 - - [01/Mar/2017:15:42:05 +0100] "GET / HTTP/1.1" 403 209 "-"

"Lynx/2.8.8dev.3 libwww-FM/2.14 SSL-MM/1.4.1"

Figure 8.1: An example of an Apache log file.

Figure 8.2 shows an example of two DHCP assignments. Firstly, a DHCP client
with ID Calgary running on a computer having network interface with MAC address
fc:99:47:¢b:d9:68 leases IP address 10.10.10.207. Later, a DHCP client with ID Ohio leases
IP address 10.10.10.218 for interface with MAC address cc:ef:48:e5:d6:e0.

Mar 10 09:34:21 isa dhcpd: DHCPDISCOVER from £c:99:47:cb:d9:68 via emO

Mar 10 09:34:22 isa dhcpd: DHCPOFFER on 10.10.10.207 to £fc:99:47:cb:d9:68 (
Calgary) via em0

Mar 10 09:34:22 isa dhcpd: DHCPREQUEST for 10.10.10.207 (10.10.10.1) from fc
:99:47:¢cb:d9:68 (Calgary) via emO

Mar 10 09:34:22 isa dhcpd: DHCPACK on 10.10.10.207 to £fc:99:47:cb:d9:68 (
Calgary) via emO

Mar 10 10:48:45 isa dhcpd: DHCPDISCOVER from cc:ef:48:e5:d6:e0 via emO

Mar 10 10:48:46 isa dhcpd: DHCPOFFER on 10.10.10.218 to cc:ef:48:e5:d6:e0 (
Ohio) via emO

Mar 10 10:48:46 isa dhcpd: DHCPREQUEST for 10.10.10.218 (10.10.10.1) from cc
:ef :48:e5:d6:e0 (Ohio) via emO

Mar 10 10:48:46 isa dhcpd: DHCPACK on 10.10.10.218 to cc:ef:48:e5:d6:e0 (
Ohio) via emO

Figure 8.2: An example of a DHCP log file.

“https://httpd.apache.org/

107



Partial identity detectors as program extensions

Extensions (or plug-ins) for network-related programs are another option to get identity-
related information. For example, the Sec6Net project developed plug-ins for OpenDaylight
and Pox controller under my supervision [159]. For both controllers, the plug-in extracts
a MAC address, IP address, switch ID, and switch port. The switch ID and switch port
together identify a specific network interface (access point) that can (depending on the
network structure) identify a user, a set of users, or a household.

Closing remarks on identity information sources

Indisputably, there are many sources of identity-related information. This thesis does not
focus on provisioning an exhaustive list of partial identity detectors. Instead, this chap-
ter provides operations that link identifiers learnt from different partial identity detectors
deployed in the network.

Obviously, traffic analysis methods are applicable only to unencrypted traffic, or when
encryption keys are available to partial identity detectors. Both log file analysis and pro-
gram extensions can be deployed even when the traffic is encrypted. Log files contain the
identifiers unencrypted and the program extensions have access to unencrypted identifiers
in the internals of the network-related programs (IMSes).

Information provided by partial identity detectors

An identity graph incorporates identity-related information revealed by multiple partial
identity detectors. A goal of each partial identity detector is to provide a connection
between two or more identifiers; each identifier represents a different partial identity. Note
that all detected identifiers can represent partial identities of the same subject. Typically, a
partial identity detector supports a single method to reveal the linkage between identifiers.

As the challenge in Section 5.2 shows and Figures 8.1 and 8.2 confirms, network-related
events happen over time, for example, temporary IPv6 addresses and DHCP leases are valid
only for a specific period, visitors download web pages at specific moments. Hence, identity
graphs incorporate time 7. This thesis considers ordered time values. Additionally, we
suppose that 7 includes its supremum that we denote as co. As noted during the description
of identity graphs, oo represents an unknown time in the future. Hence, R U {oco} or ISO
POSIX time are valid time representations.

Partial identity detectors produce messages reflecting changes in observed partial iden-
tities; each message contains:

1. Timestamp ¢t € T of the message.
2. The identifiers that the partial identity detector revealed are linked.

3. The information about the events concerning the linkage; possible events are begin,
continue, or end.

4. The inaccuracy of the linkage. A begin message contains the initial inaccuracy, a
continue message can update the inaccuracy. In this thesis, positive real numbers
form the domain of the inaccuracy (Inaccuracy = RS’ ).

Note that the messages allow transformation into IRI records (IRI begin, IRI continue,
IRI end) that are passed to LEA, see Chapters 4 and 9.
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Accurate partial identity detectors, such as log parsers, advertise inaccuracy of 0. Other
methods advertise the inaccuracy depending on the actual network state and configuration.
In this thesis, we do not assume any particular meaning to specific values of inaccuracy
except that higher values represent higher inaccuracy.

8.3 Categories of detected identifiers

Section 8.2 exposes that identifiers have different durability, and identify different types of
subjects. This section investigates the differences. The goal of this section is to identify
categories that are later applied in the operations for identity graphs.

Table 8.1 provides a list of identifiers mentioned in Section 8.2, their typical durability,
and the subject which the identifier identifies. Note, that the table lists typical values. In
some use cases, the behaviour differs, for example, recent Apple and Android mobile devices
randomise MAC addresses. Final LI system deployment has to consider such nuances.

Table 8.1: Network identifiers discussed in Section 8.2.
‘ Durability ‘ Identified subject

Typically long-term | Computer network interface

Indentifier
MAC address

IPv6 address

Typically short-term

Computer network interface

IPv4 address

Dynamic

Computer network interface

DHCP client ID

Typically long-term

Computer

DHCPv6 DUID

Typically long-term

Computer (a single operating system)

RADIUS username Long-term User or household
PPP username Long-term User or household
TCP or UDP flow ID | Short-term Session

XMPP username Long-term User

IRC username Typically long-term | User

IRC channel name Typically long-term | Chat room
OSCAR username Long-term User

YMSG username Long-term User

E-mail address Long-term User

URI Dynamic Web resource

Switch ID and port ID

Typically long-term

Computer, household

Some identifiers in Table 8.1 identify specific users, either on the application layer (for
example, XMPP username, IRC username, OSCAR username, YMSG username, e-mail
address) or for authentication purposes (for example, RADIUS, PPP). This PhD research
treats these two groups differently:

e The application layer identifiers typically occur within a TCP or UDP session. Then,
a partial identity detector identifies the linkage between an application username and
a b-tuple of transport protocol, client IP and port, and server IP and port.

In some cases, such as SIP calls or F'TP, a single session can be split into several
TCP or UDP flows. The content of SIP calls is typically encapsulated in RTP. An
FTP session consists of (1) a control channel, in which commands and replies are
exchanged, and (2) multiple data channels, some commands open a data channel
for the content of the reply, such as file transfer or directory listing. Identity graphs
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allow linkage between a single application layer identifier and multiple TCP and UDP
5-tuples.

e An authentication protocol typically authenticates a linkage between an authentica-
tion identifier and a network or a link layer identifier. Both network layer identifiers
(typically TP addresses) and link layer identifiers (for example, MAC addresses) can
be linked to other identifiers by the partial identity detectors.

Table 8.1 differentiate between identifiers of a computer and a network interface. How-
ever, in the context of LI, there is no difference between identifying an interface and a
computer. Hence identity graphs do not treat identifiers of a network interface and identi-
fiers of a computer differently.

Based on these observations, this thesis defines the following categories of identifiers:

L4Flow — Flows defined by a 5-tuple consisting of:

e transport layer protocol identifier, for example, TCP or UDP,
e client IP address and transport layer port number,

e server IP address and transport layer port number.

An LjFlow identifier identifies a transport layer flow. Every packet of the flow carries
the identifier in header fields. LI probes developed as a part of the Sec6Net project
can intercept traffic based on LjFlow identifiers.

IPAddr — TP addresses (typically short-term duration, assigned dynamically) identify
an interface of a network node. Every IP packet carries source and destination IP
addresses. LI probes developed as a part of the Sec6Net project can intercept traffic
based on IPAddr identifiers.

IfcOrComp — Long-term identifiers of computers or network interfaces, such as MAC
addresses, DUIDs, clock skew values. For identification methods that identify a spe-
cific resource on a computer, such as the browser fingerprinting [24, 51, , ], the
computer identifier reported by the identification method is an IfcOrComp identifier.

AAAUser — Authentication usernames of protocols such as RADIUS, PPP identify a
set of network devices controlled by a unique user or a household depending on the
network. Category AAAUser identifiers are transferred over the network only during
an authentication phase of an authentication protocol.

L7User — Application layer usernames (for example, login names, account identifiers,
e-mail addresses) identify a partial identity of a unique user. Usually, application
layer usernames appear at least once in each session of an application layer protocol,
however, such session may be composed of several transport layer flows (for example,
SIP, FTP).

L7Resource — An application layer resource such as a chat room or a web page. Category
L7Resource identifiers identify all application layer IOI except users. An L7Resource
identifier is typically linked by an identification method to one or more L7User iden-
tifiers or L4Flow identifiers.
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Let us define a set of categories as Categories = { L4 Flow, IPAddr, IfcOrComp, AAAUser,
L7User, LTResource}.

Note that there are two groups of identifiers of computers or network interfaces: IPAddr
and IfcOrComp. For some readers, the division between IPAddr and IfcOrComp identifiers
might seem to be redundant. We decided to make the division for the following reasons:

It is common that a partial identity detector reveals a linkage between an IPAddr and
an IfcOrComp identifier.

It is not common that a partial identity detector reveals a linkage between two IPAddr
identifiers or two IfcOrComp identifiers.

The expected validity of an IfcOrComp identifier is longer compared to an IPAddr
identifier.

Category [PAddr identifiers appear in each packet.

The distinction simplifies definitions of operations for identity graphs.

For the implemented partial identity detectors and during the exploration of other
possible partial identity detectors, this PhD research empirically established the following
rules for linked identities announced by partial identity detectors:

An announced linkage between an AAAUser identifier and one or several IPAddr
or IfcOrComp identifiers means that the AAAUser identifier authenticates the an-
nounced IPAddr and IfcOrComp identifiers.

A single partial identity detector can link a single computer network interface identi-
fied by an IfcOrComyp identifier to multiple IPAddr identifiers (for example, an inter-
face identified by a MAC address configures multiple IPv6 addresses, see Chapter 6).

A single partial identity detector can link a single computer identifier of category
IfcOrComp, such as DUID or a fingerprint (for example, an estimated clock skew
value or a browser fingerprint), to multiple IPAddr identifiers (for example, Chapter 7
describes linkage of IPv6 addresses of the same computer because of the similar clock
skew detection).

A single category IPAddr IP address can open multiple category LjFlow flows. This
is announced as the linkage between the IPAddr and the L4Flow identifier.

A user identified by an L7User identifier can initiate multiple sessions, each can be
distributed in multiple flows identified by L4Flow identifiers. This is announced as
multiple linkages, each linkage between the L7User and a single detected L4Flow
identifier.

Often, it is possible to link a user identified by an L7User identifier with the IP address
of the computer (or network address translator) of the user. This is announced as the
linkage of the L7User and the IPAddr identifier.

A resource identified by an L7Resource identifier can be accessed in multiple flows,
each identified by an L/Flow identifier. Additionally, the computer (identified by
an [PAddr identifier) initiating the request for the resource can be linked to the
L7Resource identifier. For some protocols, the resource can be linked to a user iden-
tified by an L7User identifier (for example, an IRC user enters a specific chatroom).
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e NAT mapping between a flow identified by an L4Flow identifier (5-tuple) to another
L4 Flow identifier is announced as a linkage between the two L/Flow identifiers.

e For tunnelled traffic, it is necessary to detect the innermost identifiers in each packet
as they identify the communicating parties and not tunnel endpoints.

8.4 Identity graph definition

This section specifies a model that validates Hypothesis 3 of this PhD research. The model
employs the set Categories, the Inaccuracy, time 7T, and the set Detectors of names of
partial identity detectors. The set Detectors is finite in a particular deployment (as the
number of partial identity detectors is finite in each deployment). Each detector advertises
a linkage as specified in Section 8.2.

Definition 8.1. An identity graph is an extended multigraph G = (V, E, endpts, category,
attributes) where:

e (V, E, endpts) is multigraph, where:

— V is a set of vertices. Every vertex represents a network identifier.
— F is a set of edges.

— endpts: E — {{z,y} : z,y € V Az # y} assigns each edge a pair of different
vertices (endpoints).

e category: V. — Categories is a total function that maps each vertex to its category
from the set Categories.

e attributes: E — Detectors XT x T x Inaccuracy is a total function that defines at-
tributes of the edges. For each edge, function attributes stores its partial identity
detector, the starting time and end time of the linkage, and the estimated inaccuracy
of the identification method with respect to this linkage.

Function attributes maps an edge to a 4-tuple of attributes. However, for some oper-
ations, it is beneficial to access one of the attributes by projection IT — II,, (attributes(e))
for n € {1,2,3,4} and e € FE refers to the n-th element of attributes(e). For example, if
attributes(e) = {d, to, te, 1}, y(attributes(e)) = i.

An identity graph is constructed from messages received from partial identity detectors
based on algorithms 8.1, 8.2, and 8.3. As established in Section 8.2, three types of messages
can be sent from a partial identity detector d € Detectors (each message carries a set of
identifiers I and a timestamp ¢ € 7. Additionally, begin and continue carry inaccuracy
i € Inaccuracy). Appendix B provides examples of the application of Algorithms 8.1, 8.2,
and 8.3.

Algorithm 8.1. Handling of begin messages: For each begin received from any detec-
tor d:

1. Insert previously unseen identifiers to V (V :=V U I).

2. Insert a new edge e to the set E for each pair of identifiers u,v € I. Redefine endpts so
that for each new e € E added in this step, endpts(e) = {u,v} (u # v; u, v represents
the vertices of the identifiers linked by the edge).
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3. Redefine category so that for each i € I, category(i) returns the category of i.
4. Redefine attributes so that for each new e, attributes(e) := (d,t, 00,1).

5. Additionally, remember the set of edges added by the begin message as they can be
updated by subsequent continue and end messages.

Algorithm 8.2. Handling of continue messages: For each continue message update
the inaccuracy. Find edges inserted by the corresponding begin message. For each edge e,
if © # M4 (attributes((e)):

1. Redefine attributes so that I3(attributes(e)) = t.
Insert a new edge e. to E. Redefine endpts so that endpts(e.) = endpts(e).

Redefine attributes so that attributes(e.) := (d,t,00,1).

- W N

Remember that the new edge e, should be updated by subsequent continue and end
messages instead of the original edge e.

Algorithm 8.3. Handling of end messages: For each end message, find edges inserted
by the corresponding begin and continue messages. For each edge e that was not up-
dated by any continue message, that is II3(attributes(e)) = oo, redefine attributes so that
II3(attributes(e)) = t.

Queries in identity graphs are based on paths in the graph, a path is a specific type of
walk. Definition 8.2 defines a walk [79] and Definition 8.3 defines paths [79].
Definition 8.2. A walk [79] from vertex vy to vertex v, is an alternating sequence
(vo, €1,V1,€2,...,Un_1,€n,vy) of vertices and edges, such that endpts(e;) = {vi—1,v;} and
e,€Bfori=1...n.

Definition 8.3. A path [79] is a walk with neither repeated vertices, nor repeated edges.

In formulae where vertices are not important, vertices are omitted from the representa-
tion of the path sequence, for example, (e1,es,...,en_1,€,) [79].

Let us denote the set of all paths in an identity graph G as P(G).

The linking operations in the identity graph defined below employ constraint functions
(predicates) as defined in Definition 8.4.

Definition 8.4. A constraint function L: P(G) — {true, false} evaluates a path and
yields true if the path fulfils the requirements given by the constraint and false otherwise.

Formula 8.1 defines the generic form of the function linked that yields a set of linked
identifiers for an input identifier represented by vertex v; € V based on a set of constraint
functions L;. Examples of constraint functions are provided later in this chapter.

linked(vi, Ly,G) =< 0€V:
(8.1)

(3<U07617 . -,enavn> € P(G)) tUo = Vi AUp = 0N /\ (f(<U0a€1a B ~,enavn>))
feLy

Examples of constraint functions follow. Note that Appendix B provides examples of
applications of operations in identity graphs based on the following constraint functions.
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8.4.1 Constraint functions restricting relations between identifiers

As mentioned in Section 5.5, the wording of a warrant for LI can influence the scope of
traffic to be intercepted and the identifiers for which to generate IRI.

To address the challenge of allowed identifier linking, this thesis defines the following
constraint functions lg 3, ls.5, ls.7, 3.8, ls.10, and lg 1o that restrict identifiers allowed on ac-
cepted paths based on the categories of identifiers on paths. Consequently, these constraint
functions reveal the identifiers linked to the input identifier according to the wording of the
warrant. Each constraint function is described in a subsubsection below.

Constraints revealing components of partial identity

Sometimes an LI warrant lists an identifier A that should be monitored. However, the
partial identity represented by the identifier A consists of several partial subidentities with
their specific identifiers; each partial subidentity is a subset of the original partial identity.

For example, consider a warrant aiming at the CC interception of data linkable to a
DHCPv6 DUID. The intercept should cover all IP addresses assigned for the DHCPv6
DUID, but it must not cover other IP addresses even if they are assigned to the same
interface.

Suppose that vertex vy represents the identifier A (listed on the warrant). The goal is to
find all related identifiers that are represented by vertices on paths starting in vy have the
following constraints (notice that the edges can be on the path only in specified directions)
empirically specified during this PhD research:

e An edge from an AAAUser identifier to an IfcOrComp or IPAddr identifier is allowed
because the IfcOrComp and IPAddr identifiers are authenticated by the AAAUser

identifier.

e An edge from an IfcOrComp identifier to an IPAddr identifier is allowed because the
IP address (IPAddr identifier) belongs to the interface or a computer (IfcOrComp
identifier).

e An edge from an IPAddr identifier to an L/Flow identifier is allowed because the IP
address (IPAddr identifier) communicates in the flow (L4Flow identifier).

e Note that an edge from an IPAddr identifier to an L7User identifier is not allowed
as the L7User identifier can also be used by partial identities identified by different
IPAddr identifiers. For example, the same user can log in at different computers.

e An edge from an L7User identifier to an LjFlow identifier is allowed because the user
(L7User identifier) communicates in the flow (L4Flow identifier).

e An edge from an L/Flow identifier to another L/Flow identifier reflects a NAT map-
ping. Hence, both identifiers identify the same flow.

Relation rg o C Categories x Categories represents the constraints specified above as

rs.o = {(L4Flow, L4Flow), (IPAddr, L4 Flow), (IfcOrComp, IPAddr),

8.2
(AAAUser, IPAddr), (AAAUser, IfcOrComp), (L7User, L4 Flow)}. (82)
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Formula 8.3 defines constraint function [g 3 applied for a path p = (vg, e1,v1, ..., €n, vp).
Constraint function Ig 3 allows only paths that represent components of a partial identity
represented by vyg.

true if (Vi € [1,n]) : rg.2(category(vi—1),

category(v;))), (8.3)
false otherwise.

l8.3(<U0> €1,V1y..., en,vn>)

Figure 8.3 displays a diagram that visualises categories of identifiers on paths allowed
by Formula 8.3. Only paths of two or more nodes are accepted.

«—» Allowed input category c Allowed category on path (but not last)
—» Allowed edge on path [ ¢ ] Allowed category on path

IPAddr

e »[ IfcOrComp

AAAUser

Figure 8.3: Categories of identifiers on paths accepted by Formula 8.3.

Constraints revealing partial identities of specific computer

Sometimes an LI warrant aims at intercepting all traffic of the computer identified by the
identifier A. Hence, all partial identities that are linkable to be used on the same computer
are covered by the intercept. Such LI warrant is only defined if the identifier A is of the
category IPAddr or IfcOrComp as identifiers of these categories represent a computer or its
network interface.

For example, consider a warrant for interception of the traffic of a computer identified
by a DHCPv6 DUID. In this case, the intercept covers all IP addresses assigned for the
DHCPv6 DUID as well as all other addresses configured on the computer (on the same
interface and all other interfaces).

Suppose that vertex vy represents the identifier A listed on the warrant. The goal is to
find all linkable identifiers that are present at the same computer and cannot be present
on other computers. Hence, all identifiers on the path from vy to a linked identifier have
to belong to the same computer. The path has the following constraints (notice that the
edges can be on the path only in the specified directions) empirically specified during this
PhD research:

e An edge from an IfcOrComp identifier to an IPAddr identifier is allowed in both
directions because the IP address (IPAddr identifier) belongs to the interface or a
computer (IfcOrComp identifier).

e An edge from an IPAddr identifier to an LjFlow identifier is allowed because the IP
address (IPAddr identifier) communicates in the flow (L4Flow identifier).

115



e An edge from an L/Flow identifier to another L/Flow identifier reflects a NAT map-
ping. Hence, both identifiers identify the same flow and the edge connect two vertices
representing identifiers of traffic of the same computer.

Relation rg 4 C Categories x Categories represents the constraints specified above as

rg.4 = {(L4Flow, L4 Flow), (IPAddr, L{Flow),

8.4
(IPAddr, IfcOrComp), (IfcOrComp, IPAddr) } 8.4)
Formula 8.5 defines constraint function lg 5 applied for a path p = (vg,e1,v1, ..., €n, vp).
Constraint function lg 5 allows only paths that represent a specific computer.
true if category(vo) € {IPAddr, IfcOrComp}A
. A((Vi € [1,n]) : rg.a(category(vi_1),
18.5<<U07 €1,V1,...,€En, UTL>) = category(vi))), (85)
false otherwise.

Figure 8.4 displays a diagram that visualises categories of identifiers on paths allowed
by Formula 8.5. Only paths of two or more nodes are accepted.

Allowed input
category

Allowed edge
on path

Allowed category
C on path (but not
last)

IfcOrComp — Allowed category

/ L€ onpath

Figure 8.4: Categories of identifiers on paths accepted by Formula 8.5.

Constraints revealing partial identities of computers where specific user authen-
ticated or logged in

An LI warrant that orders interception of all traffic of all computers authenticated by a
specific user is applicable only if the input identifier is of the AAAUser or L7User.

An AAAUser identifier can be used for authentication of several computers. For exam-
ple, a RADIUS username for eduroam® can authenticate a laptop, a phone, and a tablet of
the same user simultaneously or over time. If A is an AAAUser identifier, then all identifiers
linkable to all computers authenticated by A are covered by the warrant.

Similarly, a user can log in using an L7User identifier on several computers. Hence, the
LI warrant for all computers traffic where a user has logged in covers all intercepts of all
computers identified by IP addresses represented by vertices with edges to the vertex of the
identifier A.

Shttps://www.eduroam.org/

116


https://www.eduroam.org/

Equivalence 8.6 defines the relation r3 5 C Categories x Categories that allows linkage
(1) from an AAAUser identifier to IfcOrComp and IPAddr identifiers, (2) from an L7User
identifier to IPAddr identifiers.

rs.¢ = {(AAAUser, IPAddr), (AAAUser, IfcOrComp), (L7User, IPAddr)} (8.6)

Formula 8.7 defines constraint function g 7 applicable for a path p = (vg, e1,v1,...,ep,
vp). Constraint function g7 allows only paths from a AAAUser or L7User identifiers
traversing identifiers belonging to (1) computers authenticated by the identifier represented
by vg of category AAAUser and (2) computers used by a user that accessed the account
represented by the identifier of vy of category L7User.

true if r3.¢(category(vo), category(vi))A
A((Vi € [2,n]) : rg.a(category(vi—1),

category(v;))),
false otherwise.

18.7(<v07617v17'"7677,7?)7’1)) = (87)

Figure 8.5 displays a diagram that visualises categories of identifiers on paths allowed
by Formula 8.7. All paths start either in an AAAUser or L7User identifier. The path can
end in any identifier of the category L4Flow, IPAddr, or IfcOrComp.

Allowed input
AAAUSser category

Allowed edge
on path

Allowed category
¢ on path (but not
last)

. Allowed category
on path

Figure 8.5: Categories of identifiers on paths accepted by Formula 8.7.

Constraints revealing identifiers of all users accessing specific resource

An LI warrant aiming at monitoring of a specific resource provides an L7Resource input
identifier. The result is a set of the directly connected L7User identifiers.

Formula 8.8 defines the constraint function g s applicable for a path p = (vg, e1,v1, ..., ep,
v ). Constraint function g g allows only paths of two vertices from an L7Resource identifier
to L7User identifiers.

true if (n = 1) A category(vg) = L7Resource A,
A category(vy) = L7User (8.8)
false otherwise.

ls.s((vo, e1,v1,...,€n,Un))

Figure 8.6 displays a diagram that visualises categories of identifiers on paths allowed by
Formula 8.8. All paths start in an L7Resource identifier and finish in a directly connected
L7User identifier.
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«——>» Allowed input category c Allowed category on path (but not last)
L7Resource —
— Allowed edge onpath [ ¢ ] Allowed category on path

Figure 8.6: Categories of identifiers on paths accepted by Formula 8.8.

Constraints revealing all user accounts logged in or authenticated from com-
puter or set of computers

An LI warrant for all user accounts accessed from a computer or a set of computers targets
an IPAddr, IfcOrComp, AAAUser or L7User identifier A. The expected result is a set
of identifiers of category AAAUser or L7User. Depending on the category of the input
identifier the meaning of the intercept is slightly different:

e An [PAddr or an IfcOrComp identifier means that all user accounts logged in or
authenticated from a computer identified by A should be linked.

o An AAAUser identifier means that all user accounts logged in or authenticated from
all computers authenticated by A should be linked.

e An L7User identifier means that all user accounts logged in or authenticated from all
computers from which the account A was accessed should be linked.

Equivalence 8.9 defines the relation rgg C Categories x Categories that allows linkage
between (1) an IP address and the username accessed from that address or (2) an IPAddr
or IfeOrComp identifier authenticated by an AAAUser identifier.

rs.9 = {(IPAddr, L7User), (IPAddr, AAAUser), (IfcOrComp, AAAUser))} (8.9)

Formula 8.10 defines constraint function lg 19 applicable for a path p = (vg, 1, v1, ..., ep,
vn). Constraint function lg 1o allows linking identifiers of the partial identity of the devices
(1) selected by the input identifier (Ig5) or (2) where the user authenticated or logged in
(Is.7). Only paths ending by two identifiers of the categories accepted by rsg9 are allowed
by Formula 8.10.

true if (Is.5((vo, €1,v1, ..., €n—1,Vn—1))V
ls.7((vo, 1,01, ..., €n—1,0n-1))V
Is10({vo, €1, V1, oy, Un_1,€n,Up)) = n = 1) Argo(category(vp—1), (8.10)
category(vy,))
false otherwise.

Figure 8.7 displays a diagram that visualises categories of identifiers on paths allowed
by Formula 8.10. Each path starts in a vertex of a category IPAddr, IfcOrComp, AAAUser,
or L7User. Accepted paths are at least of the length of two nodes and finish in one of the
vertices representing identifiers of category AAAUser or L7User.
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«—» Allowed input category C Allowed category on path (but not last)
— Allowed edge on path [[ c ) Allowed category on path

n=1

» IfcOrComp

Partial identities of a specific computer (n > 1)

—p( IfcOrComp

A

Partial identities of computers where a specific user authenticated or logged in

n=1

) 4

Figure 8.7: Categories of identifiers on paths accepted by Formula 8.10.

Constraints revealing all accessed resources

An LI warrant for the accessed resources targets an IPAddr, IfcOrComp, AAAUser or
L7User identifier A. Depending on the category of the input identifier the meaning of the
intercept is slightly different:

e An IPAddr or an IfcOrComp identifier means that all resources accessed from a com-
puter identified by A should be linked.

e An AAAUser identifier means that all resources accessed from all computers authen-
ticated by A should be linked.

e An L7User identifier means that all resources accessed from all computers from which
the account A was accessed should be linked.

Equivalence 8.11 defines the relation rg 11 C Categories x Categories that allows linkage
between (1) an IP address and the resource accessed from that IP address, and (2) an
application username and the resource accessed by the user.

rs.11 = {(IPAddr, L7Resource), (L7User, L7Resource) } (8.11)

Formula 8.12 defines constraint function g 12 applicable for a path p = (vg,eq,v1,. ..,
€n—1,Un—1,€n,Vy). Constraint function g1 allows only paths that end in a vertex repre-
senting an L7Resource identifier.

119



true if (Is.5({(vo, €1,v1,. .., €n—1,0n-1))V

l8_7(<vo, €1,V1,...,6pn_1, Un_1>)\/
I812((vo, €1, V1, -+« s Un—1, En, Vp)) = n = 1) A rg11(category(vy,—1), (8.12)
category(vy,))
false otherwise.

Figure 8.8 displays a diagram that visualises categories of identifiers on paths allowed
by Formula 8.12. Each path starts in a vertex representing an identifier of category IPAddr,
IfcOrComp, AAAUser, and L7User. Accepted paths are at least of the length of two nodes
and finish in one of the vertices representing category L7Resource identifiers.

Allowed input
category

Allowed edge
on path

Allowed category
c on path (but not
last)

Partial identities of computers where a specific user authenticated or logged in (n > 1) coY Allowed category
~—— on path

Figure 8.8: Categories of identifiers on paths accepted by Formula 8.12.

8.4.2 Time constraints

In some cases, it is necessary to consider only connections in the graph that are valid at
a certain time or in a time range, for example, last month, during a specific day, after a
specific time point. Let tg,t; € T define a period (t; > tg) or a specific moment (tg = t1).

Formula 8.13 provides one example of a time-based constraint function template Ig 13:
T x T x P — {true, false}. All edges on the path have to be valid during the whole period
[to, t1].

true if (Vi € [1,n]) : Ia(attributes(e;)) < toA
N3 (attributes(e;)) > t1), (8.13)
false otherwise.

l8413(t05 tl) <615 €2,..., €n>)

Formula 8.14 provides another example of a time-based constraint function template
ls14: T X T xP — {true, false}. All edges on the path have to be valid at least once during
the period [to,t1] and the period during the previous identifier is valid on the path.
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true if [to, t1] N [Tz (attributes(er)),
I3 (attributes(er))] # O A ((Vi € [2,n]):
[to, t1] N [I2(attributes(e;)),

Isaato, b1, {ers €2, €n)) = I3 (attributes(e;))] N [Hg(attm’butes(ei_l)),(8'14)
I3 (attributes(e;—1))] # 0)
| false otherwise.
Let I3 13(a,b) denote a partially bounded function Is 15(to, t1, (€1, €2, ..., e,)) where to
is bounded to a and ¢; is bounded to b. Similarly, let g 14(a,b) denote a partially bounded
function lg 14(to, t1, (€1, €2, ..., e,)) where g is bounded to a and ¢; is bounded to b. Such

partially bounded functions lg 13(a,b): P(G) — {true, false} and s 14(a,b): P(G) — {true,
false} can be used as constraint functions in Formula 8.1.

Time limitations are useful for both LI and network forensic. Hence, typically all linking
through the function linked (see Formula 8.1) is performed with a time-related constraint
function.

For complex queries such as the linkage of identifiers that were repeatedly linkable to an
identifier represented by vg € V' at several distinct time periods, it is possible to intersect
the sets returned by linked. Let Lr be a set of constraint functions, and let T be a set of
pairs (to,t1), to < t1; to is the starting time and ¢; is the end time of one of the queried
period.

Formula 8.15 yields a set of vertices that are linkable to the input vertex vy with a set
of constraint functions L at least at some moment during each provided period in T'.

linkedrepeatedly (Uo, T, Lf, G) = ﬂ linked(vg, Lf U {lg,14 (to, t1>}, G) (8.15)
(to,t1)€T

Similarly, Formula 8.16 merges sets of identifiers linkable to an identifier represented by
vg € V at least at a single moment during at least one period in T

linkedanytime(vo, T, Lf, G) = U linked(vo, Lf U {lg,14 (to, tl)}, G) (8.16)
(to,tl)ET

8.4.3 Inaccuracy constraints

In case that some linking information is based on inaccurate partial identity detectors,
for example, clock skew, browser fingerprinting, the linking is not transitive. Inaccuracy
constraint functions limit the transitivity.

Function Is 17 : Ry x P(G) — {true, false} evaluates all edges for observed inaccuracy
and allows paths (e, e, ...e,) where each edge has inaccuracy lower than given threshold
Ir, see Formula 8.17.

true if (Vi € [1,n] : Iy (attributes(e;)) < Ir),
lsar(Ir, e1, €2, en)) = { false otl(lerwis[e. | ( ) g (8.17)

Formula 8.18 defines path inaccuracy function Inaccuracyp : P(G) — R{f of a path as
a sum of the inaccuracies detected on all edges along the path (e1,es,...,€e,).
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n
Inaccuracyp((e1,€2,...,e,)) = Z 1y (attributes(e;)) (8.18)
i=1
Formula 8.19 defines constraint function template ls 19 : Ry x P(G) — {true, false} that
compares the total inaccuracy along a path with a threshold I7.

true if Inaccuracyp((e1,e2,...,en)) < Ip,

ls.ao(IT, (e1, €2, en)) = { false otherwise.

(8.19)

Let Lg19(n) denote a partially bounded function I 19(I7, (e1,e2,...,e,)) where Ip is
bounded to n. Similarly, let Lgi7(m) denote a partially bounded function Ig17(Ir, (eq,
€9,...,en)), where I is bounded to m. Such partially bounded functions Lg19(n): P —
{true, false} and Lg7(m): P — {true,false} can be used as constraint functions in For-
mula 8.1.

8.4.4 Application of constraint functions

The list of the constraint functions presented above is not exclusive. It is possible to
extend the framework and define additional constraint functions based on the application
of identity graphs.

Typically, there is more than one constraint function employed at the same time. See
Appendix B for examples of identity graphs and operations on identity graphs.

8.4.5 Identity linking in networks with address translation

For networks performing NAT, in case that CC interception is located after the transla-

tor, the translation mapping between the flows has to be included in the identity graph.

Hence, a partial identity detector has to reveal the NAT mapping. The translation can be

detected (1) by probes before and after the translator, for example, NAT mapping detector

of Grégr [30, Chapter 4] or a log file analyser [173], (2) from logs generated by a network

address translator or (3) by another mechanism, such as clock-skew-based linking [112].
For identity graphs constructed in networks with NAT the following rules apply:

1. The graph cannot contain edges between the IP address of the translator p repre-
sented by node p’ € V of category IPAddr and a node a € V of category L7User or
L7Resource. For each removed edge between p’ and a, an edge between a and the
vertex representing the local identifier of category IPAddr that is translated to p has
to be added.

2. The following edges have to be added when a local flow x (represented by vertex
a2’ € V) is translated to a public flow y (represented by vertex y’ € V):

(a) an edge between vertices 2’ and y/;

(b) For each edge e between the vertex x’ and another vertex z # 3’ (endpts(e) =
{2/, 2}) if category(z) € {L7User, LTResource}, an edge €’ has to be added to
E and endpts redefined so that endpts(e’) = {y/,z} and attributes has to be
redefined so that attributes(e) = attributes(e’).
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(¢) For each edge e between the vertex y’ and another vertex z # =’ (endpts(e) =
{y/,z}) if category(z) € {L7User, L7Resource}, an edge € has to be added to
E and endpts redefined so that endpts(e’) = {2/, 2} and attributes has to be
redefined so that attributes(e) = attributes(e’).

With these rules, the previously defined operations can be performed in networks with
NAT. In networks with CGN, it is necessary to deploy partial identity detectors that detect
both translations. The same rules as in networks with a single translation apply.

8.5 Validation

Identity graphs described in this chapter were validated in several scenarios during the
Sec6Net project and for this thesis.

Validation as a part of the Sec6Net project — Originally, identity graphs were
developed for SLIS (the LI system developed as a part of the Sec6Net project) under my
supervision. Although the Sec6Net identity graphs [159, Chapter 5] support only a part of

the operations available in identity graphs as described by this thesis, the deployment in
many networks in the Sec6Net project (see Appendix C) showed the usefulness of the idea
behind identity linking in identity graphs. In each deployment, one of the important tasks
was the validation of correct linkage. As a part of the Sec6Net project, identity graphs were
presented to Czech LEA officers during several demo sessions.

The generality of the identity graphs was proven by many partial identity detectors.
Under my supervision, the Sec6Net project developed tools that reveal identity-related
information from ten network protocols, two SDN controllers, and from clock-skew-based
identification.

Bachelor and diploma thesis employing identity graphs — I supervised a bachelor

thesis [103] that developed an inaccurate partial identity detector that used HTTP headers
to identify browser profiles and consequently the user. Additionally, I supervised a diploma
thesis [173] that focused on tunnelling protocols and NAT. Finally, I supervised a diploma
thesis [92] that developed an authentication web page that acts as a partial identity detector.

Validation of identity graphs defined by this thesis The application of the original
identity graphs for inaccurate partial identity detectors (clock-skew-based identification
and browser fingerprinting) revealed that some limits for transitivity of the linkability of
identifiers are required. The constraint function defined by Formula 8.19 allows limiting
linkability of identifiers learnt from inaccurate partial identity detectors. The following
experiment evaluates the applicability of the inaccuracy in identity graphs.

The experiment simulates an [Pv6-enabled network of a small internet service provider.
The internet service provider has 20 customer that accesses the network with 112 devices
during the simulated period. Each device authenticates its MAC address with a RADIUS
username belonging to the customer, each device leases an IPv4 address and generates IPv6
address. Additionally, each device can generate privacy extension IPv6 addresses [135] at
any moment. During the experiment, all address assignments were monitored and an
identity graphs containing the assignments was created. Figure 8.9 shows the number of
IPv4 and IPv6 addresses active in the network through the simulation. IPv4 and IPv6
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addresses can be queried by evaluating linked(R, {ls3,ls13(te,te)}, G) for each RADIUS
username R at time ¢, in the identity graph G.

160

Totlal
140 | IPv4d —<—
IPv6

120
100
80 -
60 -

40

Count of detected IP addresses

20 Il Il Il Il Il Il Il Il Il Il Il
0 30 60 90 120 150 180 210 240 270 300 330 360

Time of the monitoring [minutes]

Figure 8.9: The number of IP addresses active in the simulated network.

During the experiment, we compared the identity graph created from information avail-
able in local and remote monitoring:

e In local monitoring deployment, the identity graph G was created as if it was con-
structed from RADIUS log files, DHCP log files, and the IPv6 address assignment
tracking (as described in Chapter 6). Figure 8.10 shows the average number of link-
able IPv6 addresses for each IPv4 address. As the identity graph is constructed from
accurate data, the average number of linkable IP addresses shown in Figure 8.10 is the
precise number. The linked addresses for each IPv4 address A at time ¢, are evaluated
by counting IP addresses in the set yielded by linked(A, {lss,1s.15(te,te)}, GL).

e In remote monitoring use case, the identity graph G was created as if it was con-
structed based on clock skew fingerprinting. Let us ignore the clock skew distribution
revealed in Chapter 7; suppose a uniform distribution between -60 ppm and 60 ppm.
The number of active devices is the same as the number of active IPv4 addresses re-
ported in Figure 8.9. The 120 ppm-wide range is not big enough for so many devices
for unique identification with the tolerance of +1ppm. The final identity graph Gpr
has only one component even though the clock skew estimation was reported with
lower uncertainty than 41 ppm for long-lasting measurements. Hence, all active IP
addresses belong to a single anonymity set when no threshold is applied. Conse-
quently, all active IP addresses are linkable to each other. Note that as Chapter 7
reveals, the real clock skew distribution is in a narrower ppm range.

When the identity graph uses inaccuracy computed with the custom rules discussed in
Appendix B.4, the linkability of the IP addresses can be limited. Figure 8.10 shows the
average number of linkable addresses to an IPv4 address when inaccuracy threshold
T; of 3, 5, and 10 is applied by evaluating linked(A, {ls 5,15 13(te, te),l3.19(T3)}, Gr) for
each IPv4 address A at time t. and counting IP addresses in the resulting set. As
expected, the higher the inaccuracy threshold T; is, the more IP addresses are in the
anonymity set in average. In contrast with the linkability without the threshold, the
average number of linked IP addresses is only about 5-times higher than in the local
monitoring in the worst case. Consequently, this example shows the benefits of the
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application of inaccuracy threshold. Although it does not provide precise results for
LI, it can help a forensic investigator to limit the number of linked TP addresses.

Local: average number of linked IP addresses ——
Remote: average number of linked IP addresses (max inaccuracy 3)
Remote: average number of linked IP addresses (max inaccuracy 5)
Remote: average number of linked IP addresses (max inaccuracy 10) —&—

6 T T T T T T T T T T T

Avg number of linked IP addresses

0 ! ! ! ! ! ! ! ! ! ! !
0 30 60 90 120 150 180 210 240 270 300 330 360

Time of the monitoring [minutes]

Figure 8.10: The average number of linkable IP addresses to each active IPv4 address
during the simulated monitoring.

The example of the simulated network of a small internet service provider also validates
the benefits of the time information in identity graphs. It is possible to query information
from the past, which is valuable to forensic investigators as explained in Chapter 9.

Appendix B shows additional examples of different networks used for validation of the
operations. The examples are also available in the GitHub repository with a testing script®
that automatically runs all queries and outputs differences to expected results.

8.6 Chapter conclusion

Identity graphs defined in this chapter provide operations that allow an LI system or an
investigator to link identifiers based on scope, time, and accuracy. Identity graphs are
a framework that allows cross-layer linkability of partial identifiers detected by various
partial identity detectors distributed in the network. The operations in identity graph can
be extended by defining new constraint function applicable in Formula 8.1 or by extending
the set Categories or other components of identity graphs.

Identity graphs were tested in SLIS [152, | developed under my supervision as a
part of the Sec6Net project. Based on the evaluation, this thesis incorporates inaccuracy
threshold. In addition, identity graphs defined in this thesis support time-related queries,
identifiers of resources (such as a web page URI or a chat room name), and define more
operations with the possibility of implementation of custom constraint functions.

Identity graphs support various partial identity detectors including traffic analysers, log
analysers, and inaccurate partial identity detectors. During this PhD research, identity
graphs were constructed from more than 15 different partial identity detectors [92, ,

, ]. In each deployment, the correct linkage in identity graphs was validated.

Shttps://github.com/polcak/linking/blob/master/examples/test.sh
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The linking function linked defined by Formula 8.1 is generic and supports arbitrary
predicates called constraint function to be applied to paths in the graph. This chapter
provides examples of constraint function that are useful in the area of LI and further foren-
sic analysis. The generic definition of the function linked allows application of constraint
function defined in the future.

Identity graphs defined in this chapter validates the Hypothesis 3. Appendix B provides
examples of construction of identity graphs and operations in identity graphs. Chapter 9
discusses the applications of the identity graphs including LI, digital forensic, and authen-
tication methods.
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Chapter 9

Applications

Part II contains the main contribution of this thesis — IPv6 address assignment tracking
based on timed transducers in Chapter 6, the research of the clock-skew-based identification
in Chapter 7, and identity graphs that link partial identities discovered by various partial
identity detectors in Chapter 8. This chapter describes the possible applications of the
methods examined in this thesis.

Section 9.1 describes LI systems — the main application of the results of this PhD
research. First, Section 9.1 provides general applicability to any LI system. Later, the
section describes the application to SLIS [152, 159].

Section 9.2 evaluates the application of this thesis in network forensic, for example, for
investigations of traces gathered by LI. First, Section 9.2 provides examples of queries in
identity graphs applicable in network forensic; later, the section discusses the application
of clock-skew-based-detection.

Section 9.3 evaluates an alternative application of partial identity detectors and identity
graphs inside IAN [92, ]. IAN can be deployed as an enterprise solution that manages
network traffic according to the high-level rules defined for specific users or user groups.

Finally, Section 9.4 considers other applications of identity graphs and partial identity
detectors — in advertising, web crawling, and customer-centric services.

9.1 Lawful interception systems

This section describes an integration of the partial identity detectors and identity graphs
in LI systems with a specific focus on SLIS [159].

Chapter 4 introduces the ETSI LI architecture. Each intercept captures the metadata
(IRI), the copy of the communication (CC), or both IRI and CC. Additionally, an LI system
has to support intercepts as specified by the warrant and its wording (for example, support
for wide range of target identifiers, for interception during the specified period, and for
determining the scope of the warrant).

New intercepts can be inserted continuously. Hence, an LI system has to monitor the
network state in its internals so that a new interception can start immediately. Conse-
quently, an LI system has to detect all partial identities so that a new interception provides
all required data without delay to learn active partial identities in the network. To identify
partial identities and to generate the IRI metadata, an LI system has to monitor network
traffic, log files, or internals of monitored applications by a partial identity detector as
discussed in Section 8.2.
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Chapter 6 provides a partial identity detector that tracks IPv6 address assignments to
network interfaces identified by a MAC address. Consider the timed transducer M defined
in Section 6.4. The timed transducer monitors an IPv6 address A. The output symbols of
M defined by Equivalence 6.10 contain (1) the information if the IPv6 address A begins
to be assigned or ends to be assigned, and (2) the MAC address of the network interface
that assigned the IPv6 address A. The sets of begin (see Equivalence 6.8) and end (see
Equivalence 6.9) symbols can be directly converted into IRI begin and IRI end records [59]
(for more details about the records, see Subsection 4.1.1).

However, an LI system must not generate IRI records for all [Pv6 address assignments in
the network. Instead, the warrant authorising an intercept allows only IRI records linkable
to the target identifier. Omne option is to modify the deployment of the IPv6 address
assignment tracking proposed in Chapter 6:

e If LI captures data based on a set of IPv6 addresses, then, a single timed transducer
M can be deployed to track each IPv6 address in the set.

o If LI captures data based on a set of MAC address Syac, then the output symbols of
M defined by Equivalencies 6.8 and 6.9 can be limited to the MAC addresses in the
set Smac, that is Vaiac := Smac. Also, all transitions producing any output need to
be updated so that they do not use invalid symbols.

Nevertheless, such modifications has several disadvantages: (1) the input identifiers
cannot be linked with other identifiers such as IPv4 addresses, (2) a new interception of
an IPv6 address means that a new timed transducer has to be constructed for a previously
untracked IPv6 address, and (3) a new interception of a MAC address means that the
definition of the address assignment tracking transducer has to be updated to produce
begin output symbols in case the interface identified by the MAC address has already any
IPv6 address assigned.

Identity graphs solve the downsides. An identity graph can be built from the output
of the IPv6 address assignment tracking as defined in Section 6.4. Identity graphs reflect
changes in partial identities in the network over time continuously. Additionally, linked (see
Formula 8.1) supports the linking operations for different categories of network identifiers.
Consequently, IRI records can be created as described below.

9.1.1 Application of results in Sec6Net Lawful Interception System

SLIS [152, | incorporates the IPv6 address assignment tracking and identity graphs.
Additionally, pcf — the clock-skew-monitoring tool introduced in Chapter 7 can be deployed
as another partial identity detector. Moreover, the Sec6Net project provides 11 more partial
identity detectors [159]. Identity graphs can be constructed based on information from these
partial identity detectors, see Figure 9.1. See Appendix C for examples of SLIS deployments.

SLIS partial identity detectors produce begin, continue, and end messages as described in
Chapter 8. Based on these messages, SLIS constructs the identity graph for the monitored
network. Additionally, the partial identity detectors provide report messages for information
that is not a part of a communication session.

For each warrant valid for the network, an authorised personnel can insert intercepts
to SLIS, including linking scopes described in Chapter 8, such as components of a partial
identity or partial identities of a specific computer. SLIS automatically monitors the identity
graph and active intercepts. For each message from a partial identity detector, SLIS queries
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Figure 9.1: A LI system can employ several partial identity detectors to construct the
identity graph.

the identity graph for each active intercept if any of the identifiers in the begin, continue,
end, or report message are linkable to the intercept target identifier. If any identifier is
linkable, SLIS creates an IRI record [59] corresponding to the message from the partial
identity detector (begin, continue, end, or report).

Additionally, for CC interception, SLIS configures hardware accelerated probes devel-
oped as a part of the Sec6Net project'. The probes filter traffic on wire speed and have
to identify the packets to be intercepted quickly. Hence, the probes identify traffic only by
category L4Flow and IPAddr identifiers (see Section 8.3 for more details about the cate-
gories). Therefore, SLIS has to employ the constraint function lg; defined by Formula 9.1
during the linkage by the Formula 8.1 (lg.; € Ly).

true if category(vy,) € {L4Flow, IPAddr},

false otherwise. (9-1)

lo1((vo,e1,v1,... €n,0p)) = {

Figure 9.2 shows a possible a SLIS deployment in a network of an Internet provider. The
identity graph for the network is constructed in the central device. Partial identity detectors
are deployed in the network, for example, on the link connecting the DHCP server and the
RADIUS server to the core network, or on the high-speed application layer probes on the
border links. CC-probes intercepts data as close to the revealed intercept target as possible.

The deployment depicted in Figure 9.2 tries to prevent possible confusion and evasion
described by Cronin [14]. The confusion si prevented by locating identity detection mecha-
nisms as close to the destination as possible, CC probes are located as close to the intercept
target so that all suspect traffic passing the network can be intercepted. A tool lis-noise-
cleaner?, developed under my supervision, can detect some confusion attacks [157].

9.1.2 Application of constraint functions in LI

As introduced in the challenge described in Section 5.5, the wording of the warrant can
influence the identifiers to be intercepted. Let us list some examples of possible demands
requested by warrants, and give linking functions applied in an identity graph G at time t
for each demand:

e Intercept the traffic belonging to the user identified by the RADIUS username N:
linked(N, {lg_g, lg_lg(t, t), lg_l}, G) (9.2)

!Probes for 1Gbps networks http://www.fit.vutbr.cz/research/prod/index.php?id=428&notitle=1
and 10 Gbps networks http://wwu.fit.vutbr.cz/research/prod/index.php?id=438&notitle=1
Zhttps://www.fit.vutbr.cz/~ipolcak/prods.php?id=307&notitle=1
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Figure 9.2: A possible SLIS deployment.

finds current IP addresses and transport layer flows that are components of the partial
identity of M.

e Intercept the traffic belonging to the computer identified by the IPv4 address A:
lmked(A, {l8_5, l8_13 (t, t), l9_1}, G) (93)

finds current IP addresses and transport layer flows that are partial identities of the
computer with the IPv4 address A.

e Intercept the traffic of all computers where someone accessed the XMPP account A
during last hour:

U linked(i, {l8‘5, l8‘13 (t, t), l9‘1}, G), (9.4)
€L
where L contains the IP addresses that accessed A during the last hour, that is L
contains IP addresses from L' = linked(A, {ls.7,ls14(t — 3600,t)}, G).

e Intercept the traffic of all computers where XMPP users that accessed chat room R
logged in during the last hour: find all accounts that entered R with the query

lmked(R, {lg,g, l8_14(t - 3600, t)}, G) (95)

and for each account A, intercept the traffic of all computers where someone accessed
A as in Formula 9.4.

9.2 Network forensic

This PhD research does not focus on network forensic. However, identity graphs can be a
valuable tool for network forensic investigator. This section provides examples of queries
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that an investigator can execute on identity graphs. Moreover, the forensic investigator can
benefit from clock-skew-based identification and estimate clock skew of computers under
forensic investigation.

9.2.1 Application of identity graphs in network forensic

Once LEA collects IRI or CC data from an intercept, an investigator can analyse the
captured traces with digital forensic tools. This PhD research provides an additional option
— the investigator can reconstruct the identity graph G from the captured traces of a single
interception or multiple interceptions. Then, the investigator can investigate results of some
queries in the identity graphs.

Suppose that the investigator monitors the suspect identified by a RADIUS username
R. The investigator can benefit from the results of the following queries:

1. Find all accessed resources from computers authorised by the RADIUS username R
by
linked(R, {lg.lg}, G) (9.6)

2. For each resource r found by Formula 9.6, find all identifiers of users accessing the
resource r by

linked(r, {ls s}, G). (9.7)

3. For each username n found by Formula 9.7, find all partial identities of computers,
from which the accounts were accessed by

linked(n, {ls 7}, G). (9.8)

4. For each computer identifier ¢ found by Formula 9.8, find all usernames accessed from
these computers by
linked(c, {18.10}7 G) (99)

Additionally, the above queries can be complemented with time-related queries that
allow the investigator to reveal additional information such as the usernames with whom
the suspect communicate frequently. For example, consider the query

link‘?drepeatedly (Ra T, {l8.12}7 G)v (9'10)

where T is a set of multiple time periods supplied by the investigator. Such query can limit
the number of accessed resources revealed in Formula 9.6 above. Nevertheless, It is up to
the investigator to provide the queries that advance the investigation.

9.2.2 Application of clock-skew-based identification in network forensic

A network forensic investigator can estimate clock skew of computers from the traces gath-
ered during an investigation. For example, pcf [153] estimates clock skew from pcap files.
The possibilities of a passive long-term fingerprinter apply during network forensic investi-
gation as described in Section 7.8.

The long-term duration of clock skew estimates was already applied in the estimation
of the geographical location of a tracked computer [130], linking of IP addresses [118] and
IPv6 siblings identification [16, 171].

132



The analysis of real network traces suggests that long-term fingerprinting can reveal
similar behaviour on different IP addresses assigned to the same computer even on com-
puters running N'TP, see Figure 7.15 for example. In principle, a similar approach can also

be applied to transport layer flows to identify flows belonging to the same computer behind
NAT.

9.3 High-Level SDN: Identity Aware Networks

A part of this PhD research focused on applications of the method developed during the PhD
research outside the area of LI, network forensic, and similar fields. This section introduces
an extension of SDN network referred as IAN. In TAN, the knowledge of identities active
in the network allows definition and application of specific policies for particular users or
groups of users.

Subsection 9.3.1 provides a short introduction to SDN. Subsection 9.3.2 describes high-
level SDN controller and examples of TAN applications.

9.3.1 Introduction to SDN

Switches and routers provide a fast hardware fabric that carries data packets to the output
port, see Figure 9.3. The fabric is controlled by the content of a table (the CAM table
in switches and the routing table in routers) that specifies the output port based on the
content specific fields of packet headers. The table is updated by a control process running
on the operating system of the device. While the fabric forwards a majority of packets to
an output port, some packets, for example, those carrying routing information or unusually
formatted packets, are processed in the software and may trigger a change in the CAM or
routing table.

a) switch b) router
control control
@ process @ process
CAM e Routing
f table f table
input output input output
ports ports ports ports
switch fabric routing fabric

Figure 9.3: Internals of switches and routers.

Typical routers and switches have a fixed set of functions. They support a limited
number of protocols. For additional support of a new protocol, the image with the operating
system has to be updated. Usually, only the manufacturer of a router or a switch can create
a new operating system image. Therefore, routers and switches are inflexible for applications
requiring specific behaviour; hence they limit innovation [121].

SDN decouples the data plane (the fabric) and control plane (the control processes). An
SDN switch includes a fast data plane fabric and a table that controls the forwarding. The
logic that updates the content of the table with rules is offloaded to an SDN controller. An
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SDN controller can control a single SDN switch or multiple SDN switches. Several SDN
controllers can cooperate and provide backup for each other.
Figure 9.4 shows an example of an SDN network:

e The four SDN switches and links connecting the switches form the data plane. Each
switch maintains the connection to at least one SDN controller.

e The control plane contains (1) SDN controllers, (2) links between SDN controllers,
(3) links between an SDN controller and SDN switches.

Q Control plane

--------- Control plane links
Data plane links

One or more
SDN controllers

é SDN switches

Figure 9.4: SDN switches form a basis of the SDN data plane. Their behavior is orches-
trated by one or more SDN controllers. SDN paradigm strongly decouples control and data
plane.

Often, an SDN controller provides API for third-party applications and extensions. The
APIs allow SDN applications to fine-tune the rules installed to SDN switches. Therefore,
it is possible to specify rules suited for needs of a particular network or easily expand the
functions of the SDN network. As a result, the SDN paradigm provides tools to extend
network functionality.

OpenFlow (OF) [121] is a standardised protocol for communication between an SDN
controller and an SDN switch. OF does not differentiate devices according to the ISO/OSI
layers [99]. Instead, OF provides rules that are triggered based on input port and header
field values of link layer up to transport layer. Each rule can specify all fields or just a
subset (non-specified fields are wildcarded). OF supports the following records:

e Identification of the input port.
e Source and destination MAC address, Ethernet Type, VLAN ID.

e MPLS label.

Source and destination IP address, type of service (flow label), and upper-layer pro-
tocol. Both IPv4 and IPv6 are supported.

Transport layer source and destination port.

A rule can trigger an action, such as packet forwarding, passing the packet to the
controller, a change of a header field. Given the generality of rules and actions, OF switch
can mimic a switch, a router, a firewall, a load balancer and many other devices or their
combinations.
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9.3.2 Identities and software defined networking

A part of this PhD research that focused on SDN proposed the idea of high-level policies
for SDN [160]. The list of the OF records mentioned above covers items that are network
identifiers. However, the records are low-level identifiers that are known for each packet.
OF does not allow rules specification for a user or a device. TAN apply high-level SDN
policies containing rules identifying computers and users. For example, “Route data of
users from department Hotline along path with lowest delay” or “Drop data from users in
group Guest to any other user”.

Figure 9.5 shows an adapted example of a high-level SDN controller to the terminology
used in this thesis. The high-level controller incorporates both partial identity detectors
and the identity detector. The detailed description of the internals follows.

High-Level SDN L Nornbound APL_ |

Controller
Policy and

mapping
resolver 41
A

Partial
identity Acclurzi.cy L Identity Plain SDN
detectors évaluation graph controller
of detectors

[

y
[ OpenFlow interface |

Figure 9.5: High-level SDN controller internals — adapted figure [160].

Partial identity detector is defined in Section 8.2.

Accuracy evaluation of detectors assigns or modifies the accuracy advertised by a par-
tial identity detector. See Chapter 8 for details on inaccuracy.

Identity graph is defined in Section 8.4.

Plain SDN controller is any SDN controller (or a hierarchy of SDN controllers) as de-
scribed in this section.

OpenFlow interface allows OF rules modification in SDN switches.

Northbound API is the application interface (API) for custom or third-party SDN or
high-level SDN applications. SDN applications communicate with the plain SDN
controller, high-level SDN applications communicate with the Policy and mapping
resolver. Additionally, high-level SDN applications can query identity graphs and
link partial identities. For example, a query is: What IP addresses are assigned to
the devices registered by John Doe at the moment?

Policy and mapping resolver gathers high-level SDN rules previously inserted by high-
level SDN applications. For each rule, the Policy and mapping resolver links the high-
level identifiers, such as RADIUS usernames, with identifiers supported by OpenFlow.
The queries are evaluated in the identity graph as defined in Section 8.4.
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IAN can be deployed in an enterprise network. The partial identity detectors can track,
for example, RADIUS, DHCP, DHCPv6, and SLAAC. Based on the relations between
identifiers, the identity graph inside the high-level controller can be built. The goal is to
learn network identifiers belonging to partial identities of network users. Then, the identity
graph links the usernames to the category IPAddr and L4Flow identifiers. The policy and
mapping resolver injects rules containing the identifiers to the SDN switches or the SDN
controller. Consequently, network operations can be fine-tuned according to user roles and
permissions. For example, it is possible to treat the traffic of the management of a company
with higher priority than the traffic of regular employees.

Under my supervision, we considered the following examples of high-level SDN use cases

in TAN [92, 160]:

e The quality of Service management — The response time for some traffic, such as
the traffic of the management, sales department, hot lines, is more important to
the company compared to, for example, accounting. IAN can assign different traffic
classes based on the role of the user of the device producing or consuming the traffic.

e Firewall and network access control — Access to some network segments can be re-
stricted to privileged personnel only. Nowadays, it is possible to configure firewalls
to limit access to restricted services. However, firewalls typically distinguish network
equipment (IP addresses) or applications (for example, by port numbers). Common
firewalls do not take into account the identity of the person operating the equip-
ment. Lately, companies allow their employees to bring their own equipment to work
(bring your own device policy). TAN can insert dynamic rules that assign privileges
depending on the role of the user authenticated on the device.

e Routing — Traffic exchanged through different routes may have a different cost de-
pending on the agreement between the enterprise network and the uplink providers.
Hence, some links might be reserved for emergencies. Some user groups can have dif-
ferent emergency thresholds assigned, for example, managers and network operators.
TAN can arrange rules that modify routing according to the user identities.

e Network monitoring and accounting — OF provides counters associated with each
rule. TAN can aggregate the counter values based on the user identities to provide
monitoring and accounting for specific users or groups of users.

e Dual stack captive portals — Subsection 6.1.3 presents a solution for a dual stack
captive portal deployed in Kasetsart University network [170]. However, the solution
links only a single IPv6 address to a single IPv4 address. TAN can link a single
authenticated address to any number of other identifiers revealed by partial identity
detectors.

A testbed for IAN was developed and evaluated in a laboratory as a part of this PhD
research [92]. The deployment validated the added value of IAN. Nevertheless, IAN were
not deployed in a network outside our laboratory.

9.4 Other use cases

This section briefly introduces rough ideas on other use cases that may benefit from the
results of this thesis. These use cases were not implemented in practice.
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The advertisement industry targets advertisements and provides individual offers ac-
cording to individual knowledge about each subject, such as the habits, desires, and recent
shopping history. The identification of individuals can be divided into the following sub-
tasks:

1. Gathering the attribute values related to each detected partial identity.
2. Linking detected partial identities of the same subject.

3. Selecting an individual offer based on the union of attributes of all partial identities
of the subject.

This work does not address the subtask 1 and 3. Nevertheless, identity graphs focus on
subtask 2.

In principle, the benefit of applying the results of this work are similar to those offered
by Atlas® (an advertisement platform operated by Facebook). Atlas offers a possibility to
target advertisement to individuals operating several devices. They link browser profiles
to a Facebook account. Consequently, an Atlas customer identifies a specific user on all
devices (provided that the user has accessed Facebook from the browser profile on the
device). This thesis focus on methods that can link partial identities via any identifier.
Nevertheless, Facebook has a user base; there is no service maintaining an identity graph
of a large user base.

Web crawlers map the web content and index web pages or gather publicly available
information from the web, for example, in the context of Open Source Investigation (OS-
INT)* [113]. Web crawlers link content created by a specific person. Web crawling can be
decoupled to two subtasks:

1. Detection of partial identities that created some content on the web.

2. Linking of detected partial identities, for example, profiles on different web servers.

Identity graphs can be applied to the second subtask.

Customer-centric approach Napatech® summarised their thoughts on problems in cur-
rent networking in a series of white papers. One of the white papers [133] suggests that
operators of mobile networks should focus on the customer-centric approach of delivering
services. The goal is to improve the satisfaction of the customers. Napatech proposes a
distributed solution with deep packet inspection capabilities and application detection. In
another white paper of the series [134], Napatech suggests analysis of all network layers.
The processing and correlation of the information gathered in the white papers is not clear.
Most likely, their solution detects identifiers and attribute values related to a specific traf-
fic. Such solution might benefit from a method to link detected partial identities, such as
identity graphs.

3http://atlassolutions.com/

4The expression open source relates to the public availability of the investigation source. It is completely
unrelated to open source software where open source refers to the availability of the source code.

Shttp://www.napatech.com
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9.5 Chapter conclusion

This chapter focuses on applications of this PhD research. Primarily, this PhD research
focuses on LI. Hence, Section 9.1 presents a complete LI system that controls high-speed
LI probes developed at our university.

Besides LI, this chapter considers the deployment of both partial identity detectors
and identity graphs in network forensic, high-level SDN, the advertisement industry, web
crawlers, and user-centric networks.

The primary goal of this thesis is to provide tools for investigators that identify criminals
during LI. As privacy rights prevent surveillance by the general public, there are special
requirements for LI codified by law. For other use cases, it is important to stress that both
attribute values hoarding and linking of detected partial identities can harm the privacy
of individuals covered by the law [39, |. Hence, the deployment has to take law and
privacy considerations into account.
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Chapter 10

Conclusion

This thesis describes identification in modern computer networks compatible with LI. Sev-
eral challenges arise for LI in modern networks. (1) The shortage of IPv4 addresses caused
a massive deployment of NAT that conserve the IPv4 address space. Consequently, several
devices can share a single IPv4 address or a pool of IPv4 addresses. (2) Computers regener-
ate IPv6 addresses frequently. Additionally, SLAAC, the default IPv6 address assignment,
is decentralised. Hence, there is not a single point in the network that contains the address
assignment information. (3) Currently, IPv6-only deployment is rare. Dual stack networks
can multiplex a single session through both IPv4 and IPv6. (4) LI based on application
layer identifiers is becoming more significant. (5) Legal requirements mandate that a small
change in the wording of a warrant can influence the traffic to be intercepted. Chapter 5
introduces the challenges in detail.

Part II proposes mechanisms that deal with the challenges. IPv6 address tracking
defined in Chapter 6 reveals IPv6 addresses in LANs. Chapter 7 evaluates clock-skew-
based remote computer identification. Finally, Chapter 8 defines identity graphs that form
a framework that supports cross-layer linking of partial identities. The mechanisms were
deployed in SLIS, the LI system developed as a part of the Sec6Net project [159]. SLIS
configures 1 Gbps and 10 Gbps Sec6Net network probes based on the linking in the identity
graph containing identifiers that are active in the network. The operations in identity
graphs allow linking of various input identifiers to IP addresses or transport layer flows
supported by the probes. SLIS was successfully presented to Czech LEAs.

Besides LI, the knowledge of partial identities can be applied in other use cases. Sec-
tion 9.2 applies the results in network forensic; Section 9.3 proposes high-level SDN that
converts rules for specific users or groups of users to OF rules.

Each chapter in Part I deals with a single hypothesis:

Identification on IPv6 LANSs

Hypothesis 1: The detection of IPv6 address assignments is possible from
Neighbor Discovery traffic [136] even in networks with MLD snooping enabled
(neighbor discovery traffic is multicasted rather than broadcasted).

The IPv6 address assignment tracking based on timed transducers provides a mechanism
that detects IPv6 address assignments in networks with MLD snooping (see Chapter 6),
which confirms Hypothesis 1. The IPv6 address assignment tracking monitors messages in
the network and joins all solicited-node multicast groups in the network. The core of the
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tracker is formalised as the timed transducer that creates messages that (1) form the basis
for IRI records sent to LEMF and (2) enable the construction of identity graphs.

The proposed IPv6 address tracking (1) detects all IPv6 addresses of each node on
the LAN, (2) signals newly assigned addresses immediately, (3) does not poll routers in
the network, and (4) detects that an IPv6 address was dropped. However, the biggest
downside of the proposed IPv6 address assignment tracking is its reliability on the visibility
of ND traffic. Each lost message can create inconsistencies between the state of the timed
transducer and the network. If desired, the IPv6 address assignment tracking can be further
extended to validate the consistency, however, this thesis focused on a method that does not
inject additional queries to end hosts and detects the IPv6 address assignments immediately.

Clock-skew-based identification

Hypothesis 2: Short-term clock skew estimates can uniquely identify com-
puters for LI.

This thesis also focuses on clock-skew-based identification for a remote computer iden-
tification as related research indicates that unique short-term identification is possible [96,

, | and that passive clock skew evaluation is possible [112], see Chapter 7. However,
this PhD research has revealed that NTP influences TCP timestamps [1558]. The study of
real network clock skew distribution shows that most of the real clock skew estimates are
close to 0 ppm. Consequently, a short-term fingerprinter cannot reliably identify computers
solely by clock skew. Hence, we rejected Hypothesis 2.

Nevertheless, this PhD research provides additional knowledge about the clock-skew-
based fingerprinting: (1) the formal requirement for a clock skew measurement, (2) the
discovery of the influence of NTP on clock skew, (3) the method that passively links IPv4
and IPv6 addresses of the same computer, (4) the guide that enables a computer to mimic
clock skew of another computer, and (5) the study of short-term fingerprinting in a mod-
erately sized dual stack network.

We provide the clock-skew-fingerprinting tool pef [153] that estimates clock skew from
live traffic or pcap traces and supports both IPv4 and IPv6. Identity graphs can be built
based on the output from pcf monitoring live network or pcap traces; Network forensic can
benefit from the linkage for further investigation.

Identity graphs

Hypothesis 3: Identity information revealed at different locations can be
linked by applying unambiguous rules.

Identity graphs store information about network-related identifiers reported by dis-
tributed partial identity detectors as defined in Chapter 8, for example, by the proposed
IPv6 address tracking and pcf. Under my supervision, during the Sec6Net project [159]
and as a part of bachelor [22, 91, | and diploma [70, 92, | theses, more than 15 more
partial identity detectors were developed.

Identity graphs support (1) application layer identifiers of persons and resources (such
as chat rooms and web pages), (2) an arbitrary number of IPv4 and IPv6 addresses assigned
to an interface, and (3) networks with NAT provided that a partial identity detector [30,
Chapter 4], [173], reveals information about transport layer flow translation.
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Section 8.4 defines identity graphs and operations in identity graphs that can link partial
identities with respect to the warrant wording, time, and inaccuracy restrictions. Identity
graphs can be extended by additional operations or categories of identifiers. Chapter 9
provides examples of the application of defined operations in LI and network forensic.
Appendix B lists examples of operations in identity graphs. Identity graphs validate Hy-
pothesis 3.

10.1 Evaluation of the challenges

Chapter 5 outlined the challenges of identity detection in modern networks. This section
shows how the results of this PhD research described in Part II address the challenges.

Network address translation — Identity graphs support networks with NAT in case a
partial identity detector reports the related transport layer flows (the category L/ Flow
identifier before the translation and after the translation [30, Chapter 4], [173]). See
Chapter 8 and Appendix B for more details.

Addresses in IPv6 Networks — The IPv6 address assignment tracking based on timed
transducers defined in Chapter 6 detects IPv6 addresses assigned on LANs manually,
by SLAAC, and DHCPv6. The addresses are detected immediately. There is no limit
on the number of addresses assigned to an interface. The clock-skew-based remote
computer identification links IPv6 addresses of a single computer (see Section 7.5).
Identity graphs support both the IPv6 address assignment tracking and pcf as partial
identity detectors. Identity graphs can link an arbitrary number of IPv6 addresses to
a single computer.

Dual-stack networks — The clock-skew-based remote computer identification links an
arbitrary number of IPv4 and IPv6 addresses of the same computer (see Section 7.5).
Identity graphs support IPv4 addresses and link IPv4 and IPv6 addresses with the
possibility of constraint functions that can limit the linkage based on the wording of
a warrant. The Sec6Net project developed a DHCP partial identity detector under
my supervision [159].

Application layer protocols — Identity graphs support application layer identifiers,
namely usernames (category L7User) and resources (category L7Resource). The op-
erations that link (1) partial identities of computers where a specific user was authen-
ticated or logged in, (2) identifiers of all users accessing a specific resource, (3) all
user accounts logged in or authenticated from a computer or a set of computers, and
(4) all accessed resources defined in Section 8.4 specifically aim on linking of appli-
cation layer identifiers. Under my supervision, the Sec6Net project developed several
partial identities detectors focusing on application layer protocols [22, ]

Legal requirements — Both IPv6 address assignment tracking and clock-skew-based
identification are supposed to be deployed as partial identity detectors that do not
generate any traffic that is visible to the end hosts. Identity graphs support operations
that link partial identities based on the wording of a warrant. SLIS constructs IRI
records from messages received from partial identity detectors based on the queries in
the identity graph. SLIS instructs CC-IIF probes to intercept CC data. Hence, the
mechanisms described in this thesis tackle the legal challenges specified in Chapter 5.
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10.2 Future work

Although this thesis provides answers to hypotheses, new questions arise. This section
provides directions for possible future research.

For TPv6 address assignment tracking, the biggest challenge is to remove the dependency
on ND traffic. One option is to develop a different method based on an entirely new idea.
For example, a router vendor can add an option that automatically signals a new entry in
an NC. Another option is to combine ND tracking with another method such as NC polling.
The idea is to let time transducers detect address assignments in ND traffic and validate
the bindings by NC polling. If a timed transducer misses a new assignment, the NC polling
learns the assignment with a delay in case there is some ingress traffic for the IPv6 address.

The IPv4 DHCP logs contain information about leases including the time of the leases
and their duration. The access to the DHCP server is typically limited to network operators
only. The IPv6 address assignment tracking proposed in Section 6.4 provides similar data
to DHCP logs to all locally connected hosts. Hence, from the privacy and security point of
view, the proposed IPv6 address assignment tracking leak data that were in IPv4 available
to only a privileged group of users. The proposed mechanism works in networks with MLD
snooping of the solicited-node multicast groups. The challenge that arises is: can a security
mechanism limit DAD so that all local TPv6 addresses do not leak to all local hosts?

For clock-skew-based identification, one of the open problems is the behaviour of mo-
bile devices. Chapter 7 notes that Apple devices exhibit an abnormal clock skew in TCP
timestamps. Why? We did not focus on Android as we did not have access to a represen-
tative number of devices. However, our experiments show bigger instability of clock skew
compared to other Linux distributions.

This PhD research has focused on identification based on passive short-term clock skew
estimation. Beverly and Berger [16] combine clock skew fingerprinting and TCP stack fin-
gerprinting. A question for possible future research is if clock skew fingerprinting can be
combined with another fingerprinting method so that a passive short-term remote finger-
printing is possible.

Another possible direction in clock-skew-based identification is a specification of an
algorithm for matching NTP-influenced clock skew measurements of the same computer.
Such algorithm is applicable, for example, in network forensic.

A privacy-related research in clock skew (and hidden identifiers in general) can focus
on measures to remove the hidden identifiers. Can the time of the computer be completely
decoupled from timestamps sent outside the computer? Can a computer display accurate
time to the user and mimic an arbitrary clock skew to the network?

Identity graphs incorporate inaccuracy. However, this thesis does not specify inaccuracy
that applies to more inaccurate partial identity detectors simultaneously. Future research
can provide a unified methodology that evaluates the inaccuracy of a partial identity de-
tector and inaccuracy of a specific linkage between two partial identities.

Several papers focused on identity linking in the area of social networks [25, , ].
Theoretically, identity graphs should support the crawlers as a partial identity detector.
However, we did not construct any identity graph that incorporates data from social net-
works. Hence, the question is if the current definition of identity graphs is suitable for social
network profile linkage.

The FIDIS reported that “virtually any commonly used protocol reveals identifying and
linkable information usable for profiling” [65]. The privacy-related question is if a user can
prevent such linking.

142



10.3 Publications related to this thesis

[150] Libor Pol¢ék, Matéj Grégr, Michal Kajan, Petr Matousek, and Vladimir
Vesely. Designing lawful interception in IPv6 networks. In Security and Pro-
tection of Information, pages 114-126. Brno University of Defence, 2011. ISBN
978-80-7231-777-6

This paper [150] founded initial ideas that ultimately led to Chapters 6 and 8. I was
the corresponding author who integrated contributions of other co-authors. I was the main
author of Chapters 2 and 3 in the paper. My contribution to Chapters 4 and 6 of the paper
is about 50 %.

[155] Libor Pol¢ak, Radek Hranicky, and Petr Matousek. Hiding TCP traffic:
Threats and counter-measures. In Security and Protection of Information 2013,
Proceedings of the Conference, pages 83-96. Brno University of Defence, 2013.
ISBN 978-80-7231-922-0

This paper [155] presents the final report for a research of confusion inspired by Cronin
et al. [14]. The paper [155] presents a tool to detect confusion in pcap files developed as a
part of a bachelor thesis under my supervision [94]. Section 9.1 of this thesis mentions the
tool. I am the author of the text of the paper where I adapted the results of the original
bachelor thesis [94].

[154] Libor Pol¢ak, Martin Holkovi¢, and Petr Matousek. A New Approach
for Detection of Host Identity in IPv6 Networks. In Data Communication Net-
working, pages 57-63. SciTePress - Science and Technology Publications, 2013.
ISBN 978-989-8565-72-3. Reykjavik, IS

[156] Libor Pol¢dk, Martin Holkovi¢, and Petr Matousek. Host Identity
Detection in IPv6 Networks. In Communications in Computer and Information
Science. Springer Berlin Heidelberg, DE, 2014

Both papers [154, ] provide a basis for Chapter 6 and describe the IPv6 address as-
signment tracking. The papers do not provide the formal definition of the timed transducer,
which is an original contribution of this thesis. I am the author of the text, ndtrack was
developed as a part of a bachelor thesis under my supervision [91]. The original paper [154]
was awarded the Best Student Paper Award at DCNET 2013; I was invited to submit the
extended version [156].

[158] Libor Pol¢dk, Jakub Jirdsek, and Petr Matousek. Comments on "Re-
mote physical device fingerprinting". IEEE Transactions on Dependable and
Secure Computing, 11(5):494-496, 2014. ISSN 1545-5971. Los Alamitos, CA,
USA, US

This paper [158] revealed that TCP timestamps are influenced by NTP. I am the author
of the text and I searched for the Linux kernel that started to propagate time manipula-
tions to TCP timestamps. Other experiments were adopted from a master thesis that I
supervised [104]. This paper initiated the research that ultimately led to the Section 7.4 of
this thesis.
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[147] Libor Pol¢ak and Barbora Frankova. On reliability of clock-skew-based
remote computer identification. In International Conference on Security and

Cryptography. SciTePress - Science and Technology Publications, 2014. Vienna,
AT

This paper [117] introduces the idea that the accuracy of a clock skew estimation de-
pends more on the duration of the measurement than the number of samples. Addition-
ally, the paper provides a study of timestamps sources including irregularities. The paper
presents a real network clock skew measurement in an IPv4 network. Chapter 7 contains
ideas and results from this paper. I am the author of the text in the paper, some of the
experiments were adopted from a bachelor thesis [(9] that I supervised.

[148] Libor Pol¢ak and Barbora Frankova. Clock-skew-based computer iden-
tification: Traps and pitfalls. Journal of Universal Computer Science, 21(9):
1210-1233, 2015. ISSN 0948-6968

This paper [148] forms a basis for Chapter 7. The paper divides fingerprinters according
to the duration and activity of the fingerprinting. The paper provides the (1) formal
evaluation of the requirements for precise clock skew estimations (the basis of Section 7.3),
(2) the method that links IPv4 and IPv6 addresses of a single computer (the basis of
Section 7.5), (3) the attack during which a computer mimics the clock skew of another
computer (the basis of Section 7.6), (4) the real network clock skew measurement in the
dual stack network (the basis for Section 7.7). T am the author of the text; some experiments
were conducted with the help of Barbora Frankova under my supervision.

[146] Libor Pol¢ék. Challenges in identification in future computer networks.
In ICETE 2014 Doctoral Consortium, pages 15-24. SciTePress - Science and
Technology Publications, 2014

This paper [110] provides a basic outline of this thesis. The paper won the Best PhD
Project Award of the ICETE 2014 Doctoral Consortium.

[157] Libor Pol¢ak, Radek Hranicky, and Tomas Martinek. On identities in
modern networks. The Journal of Digital Forensics, Security and Law, 2014(2):
9-22, 2014. ISSN 1558-7215

This paper [157] presents the original ideas behind the Chapter 8 and some challenges
described in Chapter 5 and describes the application of identity graphs in SLIS (see Sec-
tion 9.1 for more details). I am the main author of the paper, I wrote the text. Tomé&s
Martinek contributed with the ideas behind identity graph building. Radek Hranicky pro-
vided SLIS implementation of identity graphs in his master thesis [95] under my supervision.

[159] Libor Pol¢ak, Tom&as Martinek, Radek Hranicky, Stanislav Barta, Mar-
tin Holkovi¢, Barbora Frankova, and Petr Kramolis. Secbnet: Lawful intercep-
tion group summary. Technical report, 2014. Faculty of Information Technology
Brno University of Technology, FIT-TR-2014-07, Brno, CZ (in Czech)

This technical report [159] concludes the work of the LI group of the Sec6Net project.
The technical report describes the partial identity detectors utilised in Chapter 8. This
PhD research and the work of the Sec6Net LI group is strongly connected. The technical
report contains the application of the ideas presented in Part II of this thesis as described
in Section 9.1. I integrated the text of the report based on contributions of all authors.
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[160] Libor Pol¢ék, Leo Caldarola, Davide Cuda, Marco Dondero, Domenico
Ficara, Barbora Frankova, Martin Holkovi¢, Amine Choukir, Roberto Mucci-
fora, and Antonio Trifilo. High level policies in SDN. In E-Business and Telecom-
munications, volume 2016, pages 39-57. Springer International Publishing, 2016.
ISBN 978-3-642-35754-1

This paper [160] focuses on applications of identity graphs and partial identity detectors
in SDN (TAN). Section 9.3 is based on the paper. This paper [160] merges IAN and
application-aware networks [23] (that I co-developed during my internship at Cisco Systems,
Switzerland). I cooperated on IAN with my students in master theses [70, 92] that I
supervised. Application-aware networks are a product of Cisco Systems that I joined during
the internship.
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Appendix A

Proposed clock skew estimation

Algorithm 7.3 defines clock skew estimation as implemented in pcf. This appendix provides
an example of the clock skew estimation.

(1) Algorithm 7.3, step 1: Previous batch is empty.

(2) Algorithm 7.3, step 2: Collect a batch of timestamps. Figure A.1 shows collected
offset points for the first batch of timestamps.

T
offset points
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Figure A.1: First batch of timestamps received and offset points computed.

(3) Algorithm 7.3, step 3: Estimate the clock skew based on offset points generated
for the timestamps in the current batch. Previous batch is empty, so set current batch as
previous batch and go to step 2 of Algorithm 7.3.

(4) Algorithm 7.3, step 2: Collect a batch of timestamps.

(5) Algorithm 7.3, step 3: Estimate the clock skew based on offset points generated for
the timestamps in the current batch.

(6) Algorithm 7.3, step 4: Compare the estimate for current batch with the previous
estimate. Suppose that the estimated clock skew for this batch is similar to the clock skew
estimate computed in step (3).

(7) Algorithm 7.3, step 5: Append offset points in current batch to the previous batch
and estimate clock skew based on all merged offset points. Figure A.2 shows collected
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offset points of both batches and the estimated clock skew. So far the observed clock skew

is stable.
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Figure A.2: Clockskew estimated for the first two batches of timestamps.

(8) Algorithm 7.3, step 2: Collect a batch of timestamps.
(9) Algorithm 7.3, step 3: Estimate the clock skew based on offset points generated for
the timestamps in the current batch. Figure A.3 depicts the estimation.
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Figure A.3: Clock skew estimated for the third batch differs by 368.6 ppm.

(10) Algorithm 7.3, step 4: Compare the estimate -132.0 ppm to -500.6 ppm. As the
difference of 368.6 ppm is bigger than 10 ppm, clock skew changed during the period in

which the third batch of timestamps arrived.
(11) Algorithm 7.3, step 6: Ignore current batch as the observed clock skew changed in

the current batch of timestamps.
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(12) Algorithm 7.3, step 1: Set previous batch to empty.

(13) Algorithm 7.3, step 2: Collect a batch of timestamps.

(14) Algorithm 7.3, step 3: Estimate the clock skew based on offset points generated
for the timestamps in the current batch. Figure A.4 shows the computed offset points and
detected segments of stable clock skew. Previous batch is empty, so set current batch as

previous batch and go to step 2 of Algorithm 7.3.
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Figure A.4: Clock skew estimated for the fourth batch is stable.

(15) Continue with the clock skew monitoring.
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Appendix B

Examples of identity graphs and
operations

Chapter 8 defines identity graphs, linked (see Formula 8.1), and several constraint functions.
This appendix provides examples of their applications.

B.1 Construction of identity graph

This section focuses on building identity graphs based on Algorithms 8.1, 8.2, and 8.3.
In the initial state, there is no knowledge of the network state and the initial identity
graph G = (V, E, endpts, category, attributes) is empty:

o V=),
o £ :=1),

e The domains of endpts, category, and attributes are empty.

DHCP partial identity detector detects a new lease — the DHCP partial identity
detector sends the following begin message m;:

e timestamp: 1494320000,

e identifiers: IPv4 address 10.0.0.1, MAC address 00:11:22:33:44:55,
According to Algorithm 8.1, the components of G are redefined:

o V :={IPv4: 10.0.0.1, MAC: 00:11:22:33:44:55},

o F:= {61},

endpts := {(e1, {IPv4: 10.0.0.1, MAC: 00:11:22:33:44:55})},

category := {(IPv4: 10.0.0.1, IPAddr), (MAC: 00:11:22:33:44:55, IfcOrComp)},

attributes := {(e1, (DHCP, 1494320000, o0, 0)) }.

e Additionally, remember that e; was added by the DHCP partial identity detector for
the begin message m;.
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DHCP partial identity detector detects a renewal for the lease — the DHCP
partial identity detector sends the following continue message ms:

e timestamp: 1494320300,
e identifiers: IPv4 address 10.0.0.1, MAC address 00:11:22:83:44:55,
e inaccuracy: 0 (i :=0).

According to Algorithm 8.2, as II4(attributes(e1)) = 4, nothing changes in the compo-
nents of G.

Clock skew partial identity detector estimates clock skew of the computer —
the clock skew partial identity detector fingerprints the computer with IPv4 address 10.0.0.1
and sends the following begin message mg:

e timestamp: 1494320302,

e identifiers: IPv4 address 10.0.0.1, clock skew 20 ppm,

e inaccuracy: 2.

According to Algorithm 8.1, the components of G are redefined:
o V :={IPv4: 10.0.0.1, MAC: 00:11:22:33:44:55, skew 20 ppm},

o F:— {61,62},

endpts := {(e1, {IPv4: 10.0.0.1, MAC: 00:11:22:33:44:55}),
(e2, {IPv4: 10.0.0.1,skew 20 ppm})},

category := {(IPv4: 10.0.0.1, IPAddr), (MAC: 00:11:22:33:44:55, IfcOrComp),
(skew 20 ppm, IfcOrComp)},

attributes := {(e1, (DHCP, 1494320000, 00, 0)), (e2, (clockskew, 1494320302, o0, 2)) }.

e Additionally, remember that e was added by the clock skew partial identity detector
for the begin message ms.

Clock skew partial identity detector improves the clock skew estimation of the
computer — the clock skew partial identity detector improves the inaccuracy of the
computed clock skew for the computer with IPv4 address 10.0.0.1 and sends the following
continue message Mmy:

e timestamp: 1494320500,

e identifiers: IPv4 address 10.0.0.1, clock skew 20 ppm,

e inaccuracy: 1 (i:=1).

According to Algorithm 8.2, as the corresponding begin message ms added the edge eo

and Il4(attributes(ez)) # i, G is redefined as follows:

167



e Algorithm 8.2 does not modify V,
o [ := {61762763}7

e endpts := {(e1,{IPv4: 10.0.0.1, MAC: 00:11:22:33:44:55}),
(e, {IPv4: 10.0.0.1, skew 20ppm}),
(es, {IPv4: 10.0.0.1, skew 20 ppm})},

e Algorithm 8.2 does not modify category,

o attributes := {(e1, (DHCP, 1494320000, o0, 0)),
(e, (clockskew, 1494320302, 1494320500, 2)),
(es, (clockskew, 1494320500, o0, 1)) }.

e Additionally, remember that es is the current edge for session started by the begin
message ms.

DHCP partial identity detector detects that the IPv4 address was released —
the DHCP partial identity detector sends the following end message ms:

e timestamp: 1494321000,

e identifiers: IPv4 address 10.0.0.1, MAC address 00:11:22:83:44:55,

The corresponding begin and continue messages for the session are mq and msy. The
only added edge for my and my is e;. According to algorithm 8.3, attributes is redefined as
follows:

o attributes := {(e1, (DHCP, 1494320000, 1494321000, 0)),
(e2, (clockskew, 1494320302, 1494320500, 2)),
(es, (clockskew, 1494320500, 0o, 1)) }

Clock skew partial identity detector detects a long inactivity of the computer
with IPv4 address 10.0.0.1 and sends the following end message mg:

e timestamp: 1494324600,

o identifiers: IPv4 address 10.0.0.1, clock skew 20 ppm,

The corresponding begin and continue messages for the session are mg3 and my that
added edges es and e3. However, attributes of es were already changed as a consequence
of the processing of the continue message my4. According to Algorithm 8.3, attributes is
redefined as follows:

o attributes := {(e1, (DHCP, 1494320000, 1494321000, 0)),
(e, (clockskew, 1494320302, 1494320500, 2)),
(e3, (clockskew, 1494320500, 1494324600, 1))}

Note that information is only inserted to the identity graph and never deleted. There-
fore, network forensic investigators can employ identity graphs during the investigation of
past events.
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B.2 PPP, RADIUS, and ND without application identifiers

This section provides examples of queries in an identity graph constructed based on PPP,
RADIUS, and ND partial identity sources.

Suppose that information is gathered from PPP, RADIUS, and ND and the following
information is revealed:

e RADIUS log contains that JohnDoe authenticated MAC address aa:bb:cc:00:11:22
and received IPv4 address 10.0.0.1. The authentication is valid from 2017-01-01T12:00
to 2017-01-01T13:00.

e ND tracking reveals at 2017-01-01T12:01 that the network interface with MAC ad-
dress aa:bb:cc:00:11:22 generated IPv6 address 2001:db8::1. The assignment is valid
until 2017-01-01T12:51.

e PPP log reveals that JohnDoe connected from MAC address aa:bb:cc:55:66:77 through
PPP and received IPv4 address 10.11.12.1. The authentication is valid from 2017-
01-01T12:45 to 2017-01-01T13:30.

o RADIUS log reveals that JohnDoe authenticated IPv4 address 10.11.12.1. The au-
thentication is valid from 2017-01-01T12:45 to 2017-01-01T13:30.

Figure B.1 shows the identity graph constructed from the revealed information.

AAAUser IfcOrComp IPAddr

ND
valid from 2017-01-01T12:01
valid to 2017-01-01T12:31

inaccuracy 0. . IPv6: 2001:db8::1

MAC: aa:bb:cc:00:11:22

RadiusLogin: JohnDoe

RADIVE 109 IPv4: 10.0.0.1
valid from 2017-01-01T12:00
valid to 2017-01-01T13:00

RADIUS
US log inaccuracy 0

valid from 2017-01-01T12:45
valid to 2017-01-01T13:30

inaccuracy 0 IPv4: 10.11.12.1

" PPP log

PPPLogin: JohnDoe " valid from 2017-01-01T12:45
valid to 2017-01-01T13:30
inaccuracy 0

MAC: aa:bb:cc:55:66:77

Figure B.1: The identity graph constructed from the RADIUS, PPP, and DHCPv6 logs.

e A query for all components of the partial identity represented by the RADIUS iden-
tifier JohnDoe can be computed as

linked("RadiusLogin: JohnDoe", {is3}),

which yields MAC address aa:bb:cc:00:11:22, IPv4 address 10.0.0.1, IPv4 address
10.11.12.1, and IPv6 address 2001:db8::1.
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A query for all components of the partial identity represented by the RADIUS iden-
tifier JohnDoe at time 2017-01-01T12:55 can be computed as

linked("RadiusLogin: JohnDoe", {ls 3,1513(2017-01-01T12:55,2017-01-01T12:55)}),

which yields MAC address aa:bb:cc:00:11:22, IPv4 address 10.0.0.1, and IPv4 address
10.11.12.1.

A query for all components of the partial identity represented by the RADIUS iden-
tifier JohnDoe active continuously between 2017-01-01T12:10 and 2017-01-01T12:55
can be computed as

linked("RadiusLogin: JohnDoe", {ls 3,1513(2017-01-01T12:10,2017-01-01T12:55)}),
which yields MAC address aa:bb:cc:00:11:22 and IPv4 address 10.0.0.1.

A query for all components of the partial identity represented by the RADIUS iden-
tifier JohnDoe active anytime between 2017-01-01T12:10 and 2017-01-01T12:55 can
be computed as

linked("RadiusLogin: JohnDoe", {ls 3,1s.14(2017-01-01T12:10,2017-01-01T12:55) }),

which yields MAC address aa:bb:cc:00:11:22, IPv4 address 10.0.0.1, IPv4 address
10.11.12.1, and IPv6 address 2001:db8::1.

A query for all components of the partial identity represented by the RADIUS identi-
fier JohnDoe always linkable at 2017-01-01T12:10, 2017-01-01T12:530, and 2017-01-
01T12:50 can be computed as

linkedrepeatedty ("RadiusLogin: JohnDoe", {2017-01-01T12:10,2017-01-01T12:30,
2017-01-01T12:50}{ls 5 })
which yields MAC address aa:bb:cc:00:11:22 and IPv4 address 10.0.0.1.

A query for all components of the partial identity represented by the RADIUS identi-
fier JohnDoe linkable at 2017-01-01T12:10, 2017-01-01T12:30, or 2017-01-01T12:50
can be computed as

linkedanytime ("RadiusLogin: JohnDoe", {2017-01-01T12:10,2017-01-01T12:30,
2017-01-01T12:50}{ls.5}),

which yields MAC address aa:bb:cc:00:11:22, IPv4 address 10.0.0.1, IPv4 address
10.11.12.1, and IPv6 address 2001:db8::1.

A query for all components of the partial identity represented by the IPv4 address
10.0.0.1 can be computed as

linked("TPv4: 10.0.0.1", {ls5}),

which yields an empty set.

170



e A query for all identifiers of partial identities of the computer identified by IPv4
address 10.0.0.1 can be computed as

linked("TPv4: 10.0.0.1", {ls5}),

which yields MAC address aa:bb:cc:00:11:22 and IPv6 address 2001:db8::1.

e A query for identifiers of all partial identities of computers where JohnDoe authenti-
cated through RADIUS can be computed as

linked("RadiusLogin: JohnDoe", {is7}),

which yields MAC address aa:bb:cc:00:11:22, MAC address aa:bb:cc:55:66:77, IPv4
address 10.0.0.1, IPv4 address 10.11.12.1, and IPv6 address 2001:db8::1.

e A query for all user accounts logged in or authenticated from a computer identified
by IPv4 address 10.11.12.1 can be computed as

linked("IPv4: 10.11.12.1", {lg_m}),
which yields PPP login JohnDoe and RADIUS login JohnDoe.

Note that the input vertex is never returned by linked. This is because this thesis
considers neither paths that do not contain any edge nor loops. Nevertheless, it is trivial
to define functions that insert the input identifier to the resulting set, should the input
identifier be required to be returned by an operation.

B.3 Linkage of IRC-related information

This section shows two examples of identity linking related to application layer identifiers.
Both examples show IRC graphs created by information from a partial identity detector
that parses IRC protocol.

The first example shows two users entering the same IRC network and joining the same
IRC channel foo. For simplicity, this example intentionally ignores time-related information.
Suppose that the IRC traffic parser reveals the following information:

e The computer using [Pv4 address 192.168.1.1 connects to the IRC server at 172.16.1.7,
local port 1122, server port 7000. The user selects nickname Alice.

e The computer using [Pv4 address 10.0.0.1 connects to the IRC server at 172.16.1.7,
local port 1234, server port 7000. The user selects nickname Bob.

e Both Alice and Bob join channel foo and participate in a discussion in the channel.

Figure B.2 shows the identity graph created using the learnt information. Note that
each nickname is connected to the client IP address to reflect that the user connected from
that IP address. The nicknames are not connected to the server IP address.
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IPAddr L4Flow L7User L7Resource

IPv4:10.0.0.1

TCP: 10.0.0.1:1234 <-> 172.16.1.7:7000

IRC nickname: Bob™y

IRC channel: foo >
TCP: 192.168.1.1:1122 <-> 172.16.1.7:7000

IPv4: 192.168.1.1

ARC nickname: Alice?

Figure B.2: The identity graph constructed by monitoring of IRC traffic (first example).

A query for all identifiers of all computers where Bob was logged to an IRC network
can be computed as

linked("IRC nickname: Bob", {lg7}),
which yields IPv4 address 10.0.0.1 and TCP flow 10.0.0.1:12534 <> 172.16.1.7:7000.
A query for all usernames of all users that joined channel foo can be computed as
linked("IRC channel: foo", {lss}),
which yields both nicknames, IRC nickname: Alice and IRC nickname: Bob.

A query for all usernames connecting from the computer identified by IPv4 address
192.168.1.1 can be computed as

linked("TPv4: 192.168.1.1,{ls.10}),

which yields IRC nickname: Alice.

A query for resources accessed from the computer identified by IPv4 address 192.168.1.1
can be computed as
linked("IPv4: 192.168.1.1, {I5.12}),

which yields IRC channel: foo.

The second TRC example shows a single user accessing IRC network from two com-
puters. Suppose that the IRC traffic parser reveals the following information:

At time %, the computer using IPv4 address 192.168.1.1 connects to the IRC server
at 172.16.1.7, local port 1122, server port 7000. The user selects nickname Alice.

At time t1, Alice joins channel foo and participate in a discussion in the channel.
At time to, Alice disconnects from the IRC network.

At time t3, the computer using IPv4 address 10.0.0.1 connects to the IRC server at
172.16.1.7, local port 1234, server port 7000. The user selects nickname Alice.

At time t4, Alice joins channel moo and participate in a discussion in the channel.

At time t5, Alice disconnects from the IRC network.
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Figure B.3 shows the identity graph created using the learnt information. Edge at-
tributes except time validity are not displayed. Note that both the nickname and the
channel names are connected to the client IP address to reflect that the user connected
from that IP address and that the resource was accessed from that IP address.

IPAddr L4Flow L7User L7Resource
IPv4: 10.0.0.1 ta-ts IRC channel: moo
ts-ts G-t £t
TCP: 10.0.0.1:1234 <-> 172.16.1.7:7000 ty-ts

aIRC nickname: Alice>

TCP: 192.168.1.1:1122 <-> 172.16.1.7:7000 L-t
t -t

-t to- oot !
IPv4: 192.168.1.1 12

IRC channel: foo

Figure B.3: The identity graph constructed by monitoring of IRC traffic (second example).

A query for all components of the computer identified by IP address 10.0.0.1 can be
computed as
linked("TPv4: 10.0.0.1",{ls.s}),

which yields TCP flow 10.0.0.1:1234 <> 172.16.1.7:7000.

A query for all partial identities of the same computer represented by IP address
10.0.0.1 can be computed as

linked("TPv4: 10.0.0.1", {ls5}),

which yields TCP flow 10.0.0.1:12534 <> 172.16.1.7:7000.

A query for all identifiers of all computers where Alice was logged to an IRC network
can be computed as

linked("IRC nickname: Alice", {ls7}),

which yields both IPv4 addresses and both TCP flows.

A query for all identifiers of users accessing IRC channel: foo can be computed as
linked("IRC channel: foo", {lss}),

which yields IRC nickname: Alice.

A query for all usernames that connected from the computer identified by IPv4 address
192.168.1.1 can be computed as

linked("TPv4: 10.0.0.1, {ls10}),

which yields IRC nickname: Alice.
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e A query for resources accessed from the computer identified by IPv4 address 10.0.0.1
can be computed as
linked("IPv4: 10.0.0.1,{ls.12}),

which yields IRC channel: moo.

e A query for resources accessed from the computer identified by IPv4 address 10.0.0.1
at time t5 can be computed as

linked("TPv4: 10.0.0.1,{ls 12,ls.13(t5,t5)}),
which yields IRC channel: moo.
e A query for resources accessed by Alice at time t1, t3, or t5 can be computed as
linkedanytime ("IRC nickname: Alice, {(t1,t1), (t3,3), (t5,t5) }{ls.12}),
which yields both IRC channel: foo and IRC channel: moo.

B.4 Inaccuracy

This example shows an identity graph created from clock skew estimation. For simplicity,
this example shows only inaccuracy as an edge attribute. The example does not show any
time-related query and the partial identity detector of all edges is clock skew. Suppose that
the clock skew partial identity detector provides the following information:

e The detected clock skew for IPv6 address 2001:db8::1 is 23.7 &= 0.5 ppm.
e The detected clock skew for IPv6 address 2001:db8::2 is 23.9 &= 0.8 ppm.
e The detected clock skew for IPv6 address 2001:db8::8 is 25.3 = 1.0 ppm.
e The detected clock skew for IPv6 address 2001:db8::4 is —10.7 & 0.5 ppm.

The mechanism detected 4 IPv6 addresses (IPAddr identifiers) and 4 clock skew (hidden
identifiers of category IfcOrComp). The uncertainty of clock skew measurement means that
it is possible that more clock skew identifiers identify an IPv6 address.

When determining the inaccuracy of linking a clock skew estimation with an IP address,
for IPAddr identifier, let us denote the minimal estimated clock skew of the computer using
an [P address as im;n, the maximal estimated clock skew of the computer using an IP
address as i,,4,. For clock skew value IfcOrComp identifier, let us denote the minimal clock
skew estimation value as ¢p,;n, and the maximal clock skew estimation value as ¢yqz-

For this example, let us use the function I defined in Formula B.1 to determine the inac-
curacy for an edge between an overlapping clock skew identifier and a clock skew estimation
of the computer using an IP address. Note that the function was chosen by educated guess
and there is no research evaluating the suitability of the function.

max(cmaa}7 imaw) - min(cminv Zmzn) (B 1)
min(cmawv 'imaw) - maw(cminv 'lmzn) )
Note that the minimal value of I is 1, reflecting that the clock skew estimation is
not completely accurate partial identity detector (see Chapter 7 for more details on the
accuracy).
Figure B.4 displays the learnt information and the computed inaccuracies.

1
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IfcOrComp IPAddr
(clock skew estimates) (IPv6 addresses)

23.7 = 0.5 ppm

2001:db8::1

23.9 £ 0.8 ppm

2001:db8::2

25.3 = 1.0 ppm

2001:db8::3

-10.7 + 0.5 ppm Inacc. 1 2001:db8::4

Figure B.4: The identity graph constructed for the clock skew monitoring example.

e A query for all linkable identifiers of 2001:db8::1 with the maximal inaccuracy of 5

can be computed as
linked("2001:db8::1", {is.19(5)}),

which yields IPv6 address 2001:db8::2 and clock skew estimates 23.7 £ 0.5 ppm and
23.9 + 0.8 ppm.

e Changing the inaccuracy to 10:
linked("2001:db8::1", {ls.10(10)})
yields in addition to the previous case the IPv6 address 2001:db8::3.
e By increasing the inaccuracy further to 11:
linked("2001:db8::1", {ls.19(11)})
yields also the clock skew identifier 25.3 = 1.0 ppm.

The inaccuracy defined by Formula B.1 and queried inaccuracy have to be tweaked for
the deployment on a particular site.

B.5 NAT

This example shows operations in a network with NAT. Let partial identity detectors pro-
vide the following knowledge:

e SIP traffic analysis reveals that Alice connected to the SIP server with the flow TCP:
1.2.8.4:1234 <> 147.229.1.1:5060 (f1) and she makes a call in the flow UDP: 1.2.3.4:
5678 < 5.6.7.8:2233 (f2).

o NAT tracking reveals that the flow fi is translated from the flow TCP: 10.0.0.1:1234
> 147.229.1.1:5060 (fs3).

e NAT tracking reveals that the flow f5 is translated from flow f;.
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e NAT tracking additionally reveals another translation of a flow originating from an-
other computer. The flow TCP: 10.0.0.2:11223 <» 11.12.13.14:80 (f5) is translated
to TCP: 1.2.8.4:11223 <> 11.12.13.14:80 (fs).

Figure B.5 shows the resulting identity graph without the modifications defined in Sub-
section 8.4.5. Notice that a query for all partial identities of computers where Alice au-
thenticated or logged in

linked("SIP account: Alice",{ls7})

yields the set containing IPv4 address 1.2.5.4 and all flows f1, fo, fs, f4, f5, and fg even
though f5 and fg does not belong to the computer where Alice was logged in.

IPv4: 10.0.0.2 IPv4:10.0.0.1

10.0.0.2:11223 10.0.0.1:1234
A TCP: v
147.229.1.1:5060

10.0.0./3.:5678
UDP: y

f

Vv
TCP: 5.6.7.8:2233

\)
11.12.13.14:80
SIP account: Alice >

1.2.3.4:1234
A

TCP: v

147.229.1.1:5060

1.2.3.4:11223
A

1.2.3.4:5678
TCP: A

V .
11.12.13.14:80 UDP:

v
5.6.7.8:2233

IPv4:1.2.3.4

Figure B.5: The identity graph constructed for the network with NAT without the rules
defined by Section 8.4.5.

Figure B.6 shows the identity graph constructed according to the rules presented in
Subsection 8.4.5. In this case,

linked("SIP account: Alice",{ls7})

yields the set containing IPv4 address 10.0.0.1 and flows f1, f2, f3, and f4. The IP address
and all flows belong to the computer from which Alice connected to the SIP account.
Note that it is possible to query all partial identities of the network address translator
by
linked("TPv4: 1.2.3.4"{ls3}),

which yields flows f1, f2, f3, f1, f5, and fe.

B.6 CGN

This example shows operations in a network with CGN. Let partial identity detectors
provide the following knowledge:

e SIP traffic analysis reveals that Alice connected to the SIP server in the flow TCP:
1.2.8.4:1234 <> 147.229.1.1:5060 (f1).
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IPv4: 10.0.0.2
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e B.6: The identity graph constructed for the network with NAT as defined by Sub-

section 8.4.5.

Fi

CGN tracking reveals that the flow f1 is translated from the flow TCP: 100.64.0.1:123/
> 147.229.1.1:5060 (£2).

NAT tracking reveals that the flow {2 is translated from the flow TCP: 10.0.0.2:1234
— 147.229.1.1:5060 (£3).

CGN tracking reveals that the flow TCP: 1.2.3.5:5678 <» 195.113.1.1:80 (f4) is trans-
lated from the flow TCP: 100.64.0.1:5678 <» 195.113.1.1:80 (£5).

NAT tracking reveals that the flow 5 is translated from the flow TCP: 10.0.0.2:5678
< 195.113.1.1:80 (6).

SIP traffic analysis reveals that Bob connected to the SIP server with the flow TCP:
1.2.8.4:2222 +» 147.229.1.1:5060 ({7).

CGN tracking reveals that the flow {7 is translated from the flow T'CP: 100.64.0.2:2222
— 147.229.1.1:5060 (£8).

gure B.7 shows the identity graph created based on the knowledge; the rules specified

in Subsection 8.4.5 are applied.

A query for all components of the computer identified by IP address 10.0.0.2 can be
computed as
linked("TPv4: 10.0.0.2", {I5.3}),

which yields TCP flows f1, {2, {3, f4, {5, and f6.

A query for all partial identities of the computer represented by IP address 10.0.0.2
can be computed as
linked("TPv4: 10.0.0.2",{ls5}),

which yields TCP flows f1, 2, {3, f4, £5, and f6.
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f6 TCP:

3 TCP: SIP

10.0.0.2:1234 10.0.0.2:5678
account:
<-> <-> Bob
147.229.1.1:5060 195.113.1.1:80

8 TCP:
100.64.0.2:2222
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147.229.1.1:5060

5 TCP:
100.64.0.1:5678
<>
195.113.1.1:80

£2 TCP:

100.64.0.1:1234
<>

147.229.1.1:5060

f7 TCP:

f1 TCP: f4 TCP:

1.2.3.4:1234 1.2.3.5:5678 1.2.3.4:2222
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account:
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Figure B.7: The identity graph constructed for the CGN example.

e A query for all usernames that connected from the computer identified by IPv4 address
10.0.0.2 can be computed as

linked("IPV4: 10002, {lg'lo}),

which yields IRC nickname: Alice.

e A query for all components of the partial identity represented by SIP username Alice

can be computed as
linked("SIP account: Alice", {ls3}),

which yields TCP flows f1, {2, and f3.

e A query for all identifiers of all computers where Alice was logged to her SIP account

can be computed as
linked("SIP account: Alice",{ls7}),

which yields IPv4 address 10.0.0.2 and TCP flows f1, 2, {3, f4, {5, and f6.

e A query for all identifiers of all computers where Bob was logged to his SIP account

can be computed as
linked("SIP account: Bob", {ls7}),

which yields IPv4 address 100.64.0.2 and TCP flows f7 and f8.
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Appendix C

Deployment of identity graphs

This appendix depicts networks, in which identity graphs were deployed and tested. The
goal of each testing network was to validate that deployed partial identity detectors reveals
all partial identities, and it is possible to construct identity graphs and link detected iden-
tifiers to IPv4 and IPv6 addresses. When identity graphs were deployed as a part of SLIS,
SLIS configured Sec6Net probes to intercept traffic of suspects in the network.

Small controlled networks in a laboratory

Figure C.1 shows a controlled network used for testing DHCP and RADIUS partial identity
detectors that observe traffic at the TAP. Computers in the LAN obtain IPv4 configuration
via DHCP, the router relays DHCP traffic to the DHCP server. Additionally, computers in
the LAN authenticate via RADIUS.

DHCP server/
RADIUS server

5 IAP
i LANi — Internet

Figure C.1: An interception of an IPv4 LAN.

Networks similar to the network depicted in Figure C.1 were tested to detect partial
identities in DHCP, DHCPv6, RADIUS and SLAAC. SLIS was typically deployed at the
IAP.

DSL networks

Figure C.2 depicts a testing network with Digital subscriber line (DSL). Modems connect
subscribers to the ISP network through DSL access multiplexer (DSLAM) and broadband
remote access server (BRAS). There are telephone links between modems and DSLAM.
PPPoE [120] is deployed between modems and BRAS. Modems authenticate to the BRAS
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using PPPoE. Depending on the test cases, BRAS can be configured to relay the authenti-
cation to the RADIUS server. Some modems support IPv4 only and obtain a single IPv4
address from PPPoE. Some modems support IPv6 and lease prefixes using DHCPvG6.

DHCPv6 server

Subscriber A
ISP
ol ~ Frig network
E IAP
Subscriber B modem ™
5  \ ( = — Internet
Subscriber C . B BRAS IAP
: e
IAP
(
modem

RADIUS server

Figure C.2: Network containing DSL subscribers.

During testing in the network depicted in Figure C.2, we focused on the detection and
linking of partial identities obtained from:

e PPPoE (IAP between DSLAM and BRAS) — MAC addresses, usernames, IPv4, and
IPv6 addresses.

e DHCPv6 (IAP close to DHCPv6 server) — DHCPv6 prefix delegation [180].

e RADIUS (optional TAP close to the RADIUS server) — usernames, MAC addresses,
IPv4 addresses.

SLIS was connected to the ISP network. Partial identity detectors were distributed at
the TAPs.

Permanent testing network

Figure C.3 a permanent testing network that was used for testing identity detectors devel-
oped during this PhD research and the Sec6Net project. There were static IPv6 addresses,
DHCP and DHCPv6 server and relay permanently operating in the network. Additionally,
the router advertised IPv6 prefix. During testing, clients and partially identity detectors
including application layer detectors were deployed on the PCs.

Deployment in faculty network

Figure C.4 shows the monitoring deployment that was also used to validate the IPv6 address
assignment tracking discussed in Chpter 6. The monitoring PC was connected to the faculty
network and was able to observe ND traffic. Consequently, the IPv6 address tracking partial
identity detector observed addresses assigned to other computers in the faculty network.
Additionally, the monitoring node observed copy of the DHCP traffic of three computers
in our office. Subsection 6.5.4 discusses the IPv6 address assignments monitoring.
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. IPv6 Internet

Main PC
Identity graph
DHCP(v6) server

DHCP relay

IPv4 Internet

NAT

Figure C.3: Permanent testing network used to test partial identity detectors developed
during this PhD research.

‘ ‘ ‘ ‘ Monitoring
Building A | Building B ‘
network ? network
. ) . Office
q > network

Figure C.4: Real network monitoring.

Stress testing

Figure C.5 shows a network used for stress testing of the IPv6 address assignments tracking
described in Chapter 6. The packet generator transmitted traffic simulating a predefined
number of devices in a local network. Each device generated a particular IPv6 address and
performed DAD for the address. As the MAC addresses and generated IPv6 addresses were
predictable, we were able to determine that all devices simulated by Spirent appeared in
the identity graph.

~

Spirent
(packet generator) Partial identity detector
Identity graph

Figure C.5: Stress testing deployment.
The same network was also used to test SMTP partial identity detector [91]. Spirent
simulated both SMTP clients and servers. Identity graph that included e-mail addresses

and IP addresses was constructed based on the messages from the SMTP partial identity
detector.
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Demonstration networks for Czech LEA

Figure C.6 shows one of the topologies with the 1 Gbps Sec6Net CC-IIF probe. DHCP
server leases IPv4 addresses to devices in the network, the router advertises IPv6 prefix.
The WiF1i access point performs as a bridge between the Ethernet network and laptops. The
DHCP and ND (see Chapter 6) partial identity detectors detect the IP addresses used by
the laptops. During the demonstration, LEA officers were able to connect to the network,
obtain IP addresses and access the web server. The partial identity detectors detected
IPv4, TPv6, and MAC addresses and the identity graph linked the identifiers. Based on
the detected partial identities, it was possible to configure the Sec6Net probe and intercept
traffic of selected laptops.

WiFi access Control channel
point Identity graph
(((.))) DHCP and ND
N\

partial identity

detectors
Network users ND traffic
Monitore DHCP messages
link
web server DHCP server

Figure C.6: An example of a demonstration network for Czech LEA.

Figure C.7 depicts a network that includes application layer partial identity detectors,
namely SMTP and SIP. The goal of the demonstration was to generate 10 Gbps of traffic
that included SMTP and SIP traffic, SMTP and SIP partial identity detectors were deployed
on the Sec6Net probe. The identity graph was build based on identifiers detected by partial
identity detectors. It was possible to capture traffic based on the application identifiers —
SIP usernames and e-mail addresses.

Partial identity detectors:
SMTP, SIP

10Gbps .
Spirent Sec6Net probe Identity

(packet generator) graph

Figure C.7: Testing of partial identity detectors running on a high speed Sec6Net probe.

The goal of the demonstrations is to show that partial identity detectors can be dis-
tributed on the network and located at the most suitable place, while the computer building
the identity graph can be deployed at the most convenient place. Partial identity detectors
running on Sec6Net probes can be deployed in high-speed networks.

182



	Introduction
	Research objectives
	Achieved results
	Organisation of this thesis

	I Essential background
	Theory of Identity
	Digital identities
	Identity management systems
	Identification studied by this thesis

	Basics of Networking
	Network layers
	Identifiers in network protocols
	Internet Protocol version 6
	Local and remote identification

	Lawful interception
	Lawful interception standards and architectures
	Lawful interception systems
	Stakeholders
	Research of lawful interception

	Challenges of identity detection in modern computer networks
	Network address translation
	Addresses in IPv6 Networks
	Dual-stack networks
	Application layer protocols
	Legal requirements
	The challenges and this thesis


	II Identity detection and linkage
	Identification on IPv6 LANs
	Related work in IPv6 identification
	Study of Neighbor Discovery implementations
	Theoretical background for proposed IPv6 address assignments tracking
	Proposed IPv6 address assignments tracking
	Evaluation of the IPv6 address assignment tracking
	Considerations about the IPv6 address detection
	Chapter conclusion

	Clock-skew-based remote computer identification
	Hidden identifiers
	Related work in clock-skew-based identification
	Accuracy of clock skew measurements
	Influence of time manipulations on clock skew
	Applicability for IPv6 addresses
	Guide to mimic clock skew of a different computer
	Real world measurements
	Applications of clock-skew-based identification
	Chapter conclusion

	Identity graphs
	Related work in identity linking
	Detection of partial identities
	Categories of detected identifiers
	Identity graph definition
	Validation
	Chapter conclusion


	III Applicability of the results of this thesis
	Applications
	Lawful interception systems
	Network forensic
	High-Level SDN: Identity Aware Networks
	Other use cases
	Chapter conclusion

	Conclusion
	Evaluation of the challenges
	Future work
	Publications related to this thesis

	Bibliography

	IV Appendices
	Proposed clock skew estimation
	Examples of identity graphs and operations
	Construction of identity graph
	PPP, RADIUS, and ND without application identifiers
	Linkage of IRC-related information
	Inaccuracy
	NAT
	CGN

	Deployment of identity graphs


