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Abstract

This thesis describes a set of incremental improvements of the shadow volume algorithm.
First, a novel robust method of silhouette extraction is detailed, including implementation
on several hardware platforms. This technique was later improved, simplified and the whole
shadow volume algorithm ported to hardware tessellation. Next, a novel accelerated sil-
houette extraction algorithm was proposed, based on octree acceleration structure. Finally,
the proposed methods were compared with the latest omni-directional techniques casting
hard shadows.

Abstrakt

Tato praca sa zaoberd inkrementdlnym zlepsenim techniky tienovych telies. V praci sa
popisuje vylepsenie vykreslovania z pohladu robustnosti kde bol navrhnuty novy spdsob
deterministického vypoctu siluety na réznych platformach. Tato technika bola v dalsom
kroku zjednodusend a cely algoritmus tienovych telies implementovany prostrednictvom
hardvérovej teselacie. Dalej bola navrhnuta metéda akcelerovanej extrakcie siluety z modelu
pomocou oktalového stromu. Navrhnuté metédy boli v zdvere porovnané s aktudlnymi
modernymi algoritmami s tvrdymi vSsesmerovymi tienmi.
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Chapter 1

Introduction

Shadows are a fundamental part of any modern 3D application. Different areas of the
industry put specific criteria on the shadow quality. Games tend to use shadow mapping
as preferred shadowing technique even though it suffers from aliasing problems due to the
discrete nature of the shadow map, but the general simplicity of the method combined with
techniques to mitigate the aliasing problem makes it a usual choice.

On the other hand, there are several areas of CAD/CAM industries where pixel-precise
shadows are required, e.g. house visualizations and design, where shadows not only serve
as a visual clue for presentations and rendering, but also may indicate defects in the model
or scene. Also, being able to render pixel-precise shadows from any arbitrary triangle soup
needs to be addressed as model quality may be lower in certain scenarios, e.g. geometry
having inconsistent triangle winding or model with edges having more than 2 adjacent
triangles.

The focus of this thesis is to improve shadow rendering, particularly shadow volumes,
in terms of robustness (rendering arbitrary triangle soups without artifacts) and speed, not
only of the rendering process but also silhouette extraction, which is a fundamental step
of shadow volumes algorithm. This thesis does not present breakthroughs in the field of
shadow rendering, but shows iterative improvements in shadow volumes and concludes by
providing an extensive comparison of all known modern precise shadowing techniques.

My research started with comparison of omnidirectional shadow mapping techniques
and their optimizations. We compared dual-paraboloid mapping with cube mapping in
terms of speed and quality.

The focus then moved towards pixel-precise shadows, to design a precise and robust
shadow algorithm to handle virtually any triangle soup for shadow rendering. As the
traditional shadow mapping suffers from aliasing problems that are not easy to overcome,
we chose stencil shadow volumes as the basis for our research. The algorithm, at that time,
suffered from robustness problems, which were sometimes more disturbing than shadow
mapping imperfections — blinking triangles caused by numerical issues which could not be
addressed by adding bias — that only moved the problem further away. I was a part of the
team that improved numerical robustness of the stencil shadow volumes, we got rid of bias
in the computations and implemented the method on several platforms. I implemented an
optimized CPU version using OpenMP and AVX instruction sets for silhouette extraction,
being the fastest CPU-based silhouette extraction algorithm. The resulting methods are
still used to this day for shadow rendering in a software by Cadwork company, including
their web presentations.



As the hardware evolved, I designed a method to compute shadow volumes using hard-
ware tessellation. Although per-triangle at first, we were able to improve it with Toma&s
Milet by partially collapsing the generated geometry from the tessellator to generate shadow
volume sides. Tessellator is able to subdivide the input primitive up to hundreds of trian-
gles, which was utilized in the silhouette version of the algorithm.

I continued my research focusing on silhouette extraction, designing an algorithm to
speed up silhouette extraction time at the cost of extra memory. I had decided to improve
the silhouette extraction from arbitrary triangle soups as it did not get much focus from the
research community for some time and the available solutions relied mostly on 2-manifold
geometry.

As for my final paper, me and my colleagues have implemented several modern precise
shadowing methods and compared them to hardware-accelerated ray tracing. RTX has
become a phenomenon recently as it has brought ray-tracing from offline or interactive
to real time graphics even on consumer-level hardware. Games have slowly started to
utilize this technology to add more effects like precise reflections, but one of the possible
applications of RTX is also precise and fast shadow rendering, which will be demonstrated
in this thesis.

The thesis is outlined as follows. Chapter 2 introduces the reader into the topic of
shadow rendering, providing overview of all base shadowing algorithms and their develop-
ment over the time. Chapter 3 provides an in-depth analysis of precise shadow methods,
putting emphasis on stencil shadow volumes, as they were the most influential for my re-
search. Chapter 4 compares omnidirectional techniques based on shadow mapping in terms
of speed and quality. The necessity of having precise omnidirectional shadows is outlined
in this chapter as well. Chapter 5 discloses details about the first robust improvement in
silhouette computation for shadow volumes, as well as comparison of the algorithm on sev-
eral hardware platforms. This idea was further expanded in the Chapter 6 where the robust
silhouette computation was further optimized. This new approach was combined with a
new method of computing shadow volumes using the tessellation pipeline stages. Chap-
ter 7 describes a new method of accelerated silhouette computation using octree storing
potentially visible edge sets. This algorithm utilizes a novel compression scheme to reduce
its memory consumption and greatly reduces the number of edges that need to be tested
when computing the silhouette. Chapter 8 provides an extensive comparison of several
modern methods producing precise shadows from omnidirectional light sources. Hardware-
accelerated ray tracing is also among the evaluated methods. Finally, Chapter 9 concludes
the findings of the thesis.



Chapter 2

Background of Shadow Rendering

This chapter introduces the reader to the problem of shadow rendering, starting with the
analysis of shadow importance as visual clues, which is supported by several psychological
studies. Shadow rendering techniques evolved over time, starting with ray-traced shadows
while rendering images by scan lines and offline, moving to real-time methods such as
shadow mapping, shadow volumes, planar projected shadows, and going back to ray traced
shadows — but in real time.

2.1 Definition of a Shadow

Several definitions of shadow can be found in the literature. Hasenfratz et al. [41] describes
shadow as “region of space for which at least one point of the light source is occluded”. Dic-
tionaries tend to define shadow for example as “a partial or complete darkness, especially
produced by a body coming between rays of light and a surface” [1]. These definitions, how-
ever, take neither indirect lighting nor transparent occluders into the account. As can be
seen in the Fig. 2.1, neither indirect illumination nor scale is considered as the microscopic
picture of a surface may have areas resembling shadows, although there is no visible shadow
on macro scale. But these micro details are responsible for complex effects under the object’s
surface where light is scattered, attenuated or difracted. These interactions are simulated
by distribution functions (bidirectional reflectance/transmittance/surface scattering distri-
bution functions) and applied in advanced reflectance models like Cook-Torrance, which
uses microfacet distribution to approximate visibility of micro-scale details [30].

Figure 2.1: Electron microscopy detail of a lotus leaf, in different scales. Structures that
cast shadows can be found also on micro scale. But these micro-details affect shading in
terms of larger scale, as seen in the subfigure (c).!
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Figure 2.2: Shadow shape does not play important role in object’s spatial localization [30].

2.2 Importance of Shadows as Visual Clues

Shadows are something we take for granted in the real world without realizing how im-
portant they actually are for aiding our perception due to our natural focus on tangible
objects. The importance of shadows as visual clues has been verified by several studies.
Psychological studies by Kersten [57, 59, 58] show that shadows have a strong influence on
the perceived three-dimensional motion of objects. He was able to induce apparent motion
in depth of an object even though the object was stationary. In fact, shadows are such a
strong cue that the information provided by the motion of an object’s shadow overrides
other strong sources of information and perceptual biases, such as assumption of constant
object size and general viewpoint. His research also points out that even unnatural light
shadows can induce apparent depth motion of an object when the shadows are moved.
Madison et al. [73] experimentally verified that shadows are a valuable clue for de-
termining whether an object was with contact with the ground. Observers provided most
accurate judgments when shadows and inter-reflections were drawn. Taya and Miura [104]
pointed out that cast shadows are used by our visual system as a cue for predicting the
future position of moving objects. Shadow perception was researched even upon infants,
Imura et al. [50] experimentally verified that perception of object’s trajectory motion from
the motion of of cast shadow emerges around 6th month of age as younger infants were
unable to determine “up” and “depth” motion events.
Shadows are also a clue to determine object’s transparency, as shown by Kawabe [56],
who was able to induce transparency by placing shadows inside the object’s contours.
The shape of the shadow might not necessarily be important. As illustrated by Ni
et al. [87], size matching between casting object and shadow does not necessarily have to
correspond. Wagner [108] pointed out that shadows shape does not have appreciable effect
on the perception of the object size and position, and even higher order interactions indicate
that the shape can be completely ignored, as seen in the Figure 2.2. He also points out
that soft shadows may also negatively effect accurate perception of object’s shape.
Wagner’s findings are applied in the gaming industry. In the early era of computer
games, hardware limitations at the time did not allow for implementation of modern real-
time shadowing techniques such as shadow mapping, so the game developers relied on simple
blob shadows, as seen in the Figure 2.3. This provided sufficient visual clue of the object or
character in the scene. Such a technique can be seen even in modern computer or mobile
phone games.

LCosta, Mafalda; Veigas, Bruno; Jacob, Jorge; et al.: A low cost, safe, disposable, rapid and self-
sustainable paper-based platform for diagnostic testing: Lab-on-paper. In Nanotechnology. vol. 25. 02
2014: doi:10.1088/0957-4484/25/9/094006.



Figure 2.3: Super Mario 64 game (1996) using circular blobs as shadows. Source: techn-
abob.com

Figure 2.4: Rendering equation, calculating radiance L, of direction w, from point x

2.3 Shadows in the Rendering Equation

In order to define shadow accurately in terms of computer graphics, we need to start with
the rendering equation 2.1, formulated by Kajiya [54] and using directional form presented
by [49], who omits wavelength dependence as it is not necessary for shadow computation.
Scheme can be seen in Figure 2.4.

Lo(x,wo) = Le(x,w,) + fr(z,wi = wo)Li(z,w;)| cos(w;, n)|dw; (2.1)
Q4
We can calculate outgoing radiance L, for point x on the surface and direction w, using

Equation 2.1, where:

e L. is emitted radiance from point x and direction wy, non-zero for light sources

o the integral, scattering equation, sums the contribution of all reflected incident radi-
ances L; to point x from half-space

e fr is bidirectional reflectance distribution function (BRDF) describing the ratio be-
tween the reflected radiance in direction w, and incoming radiance w; at point x
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Figure 2.5: Converting rendering equation to surface form [91].

o |cos(w;,n)| is absolute value of cosine of angle between normal n and incoming direc-
tion w;

The equation defines balance in terms of energy — the light energy entering the system
equals to the energy leaving the system. It also does not take the participating media into
the account — radiance is constant along the rays. In such case, we can define a ray-casting
function ¢(z,w) that computes the first surface point 2z’ intersected by a ray from z with
direction w, we can write the incident radiance at z using outgoing radiance at z’ as in
Equation (2.2) [91].

Li($7 UJO) = Lo(t(l‘, w)? _w) (22)
Substituting to Equation (2.1) yields Equation (2.3).

Lo(x,wo) = Le(x,w,) + fr(z,wi = wo)Lo(t(x, w;), —w;)| cos(ws, n)|dw; (2.3)
Q4

Now, the recurrent nature of the rendering equation becomes obvious. In this form,
the equation makes geometric relations between objects implicit. To make this behaviour
more explicit in the integrand we need to convert the equation into the surface form, as an

integral over area instead of directions on the sphere, as seen in the Figure 2.5.
First, the exitant radiance from point x to 2’ is defined as

L(x' — x) = L(2',w)

only if x and 2’ are mutually visible and w = Hg%;\l’ e.g. normalized direction vector
from x to ’. We also need to multiply by Jacobian to get area from solid angle, which is
A= 7% where € is solid angle and r is distance. Combining with original | cos(w;, n)| term
yields geometric coupling term G(x <> 2’), as in Equation (2.4).
_|cos(n,x — a’)|| cos(ng, x’ — x)|

Glx < 2') = -2 (2.4)

and substituting to Equation (2.3), using notation from Figure 2.5, results in:

Lo(x = 2') = Le(x — 2') + /A fr(@ =2 — 2 )Lo(2" — 2)V (2" < 2)G (2" < z)dA(2")
(2.5)



where A is the sum of all the surfaces in the scene and V(z” <+ x) is binary visibility
function yielding 1 when x and z” are mutually visible, zero otherwise [91, 30].

This equation can be further simplified for shadow computation. If we take only the
direct illumination into account, we can remove the equation’s dependency upon itself.
Furthermore, the integral becomes non-zero only for points that are located on the light
source L. Additivity of the integral also allows us to process the light sources sequentially.
We then integrate over all light sources instead of all surfaces of the scene in Equation (2.6),
combining surface form from [91] with simplification stated in [30].

Lo(z = 2) = /ﬁfr(l = 2Ll = 2)V( o )G < 2)dL() (2.6)

We can also further assume that BRDF function f, is mainly diffuse and geometric
term G varies little for simple light sources far away from the receiver, which allows for
separation of the integral to two — for functions G and L.. This simplification basically
separates shading and shadows in the rendering equation [30].

Ly(x — 2') = /ﬁfr(l —x — 2 )G(l + x)dL(l) - % /LLe(l —z)V( < x)dL(1)  (2.7)

Shading Shadows

In practice, we assume that the light source is homogenous in terms of radiation di-
rection over its surface, which can simplify L. to a function of position. Provided it is
uniformly coloured, it can be omitted from the integral as the constant L.. The result of
this simplification are Equations 2.8a, 2.8b, 2.8c.

Lo(z — 2') = dirIllum(x — o', L, L) - Vz(x) (2.8a)

Ve(e) = ’15’ /L V(i & 2)de() (2.8b)

directIllum(z — o', L, L) = Lc/ fr(l = 2 — 2")G(l + x)dL(1) (2.8¢)
L

where V() is visibility integral and directillum is direct illumination from the light source.
Equation (2.8b) solves soft shadows, as it calculates visibility across the whole surface of
the light source. Although light source is described as surface in the integral, usually just
a single light sample | € L for performance reasons. In that case, integral is replaced with
V (z,1) in Equation (2.8b) that returns only binary information (visible/not visible) if point
x and light sample [ are mutually visible. Such shadow consists only from umbra and thus
called hard shadow.

2.3.1 Shadow Types

The type of a shadows cast is dependant on the type (and configuration) of the light source.
We define several categories of light sources — point , directional (which equals to a point
light source in the infinity), spotlights, and area (or extended) light sources[92, 115].
Given a point, directional light source or a spotlight, there exists only a single ray
that can hit a point z, thus corresponding to a binary information lit/shadowed. This
shadow region, which is fully occluded from the light source, is called umbra or hard shadow.



(a) Hard shadows (b) Soft shadows

Figure 2.6: A game character casting hard and soft shadows from point light source, shadow
mapping used. Soft shadows were achieved using percentage closer filtering.

Tllustration of these light sources can be seen in the Figures 2.7a and 2.7b. It is also the
case when integral Equation (2.8b) becomes V (z,1) for a single light sample 1.

Shadows from area light sources are modeled using Equation (2.8b) and ideally should
account for every | e L, thus producing a value in the range 0-100%. Umbra is a fully
shadowed region (Vz(z) = 0) and penumbra or soft shadow (where Vi (x) > 0A Ve (x) < 1)
is a partially shadowed region. It is a common practice to mimic penumbra from point
light source using various techniques (e.g. percentage-closer filtering in Shadow Mapping),
as can be seen in Figure 2.6.

Although computer graphics distinguishes only 2 types of shadows, there is also a third
shadow type called antumbra. This type of shadow occurs when the light source is signifi-
cantly larger than the occluder and spans from the end of umbra and between penumbras.
The characteristic of this type of shadow is that when the observer is located inside an-
tumbra, he may observe the occluding object entirely within the disc of the light source
(provided the light source is spherical). When put into context of space bodies, for example
when the Sun, the Moon and the Earth are aligned in a line and the observer, located in the
Moon’s antumbra, observes annular eclipse of the Sun, as seen in the Figure 2.8 [32, 106].
Computer graphics generally recognizes this type of shadow as penumbra.

We can also classify shadows based on the receiver configuration. So-called attached
shadow occurs when the normal of the receiver surface faces away from the light source.
Cast shadows, on the other hand, are shadows on a surface, normal of which is facing the
light source [41]. Example can be seen in the Figure 2.9.

2.4 Overview of Basic Shadowing Methods

Numerous shadowing techniques have been developed over the course of history. The prob-
lem of the shadow calculation is as old as computer graphics itself. One of the first published
algorithms for computing shadows was used for printing an object using a plotter [9]. The
method resembles raycasting in its nature, using '+’ signs of various sizes as shading levels.
As Heckbert stated in his list of unsolved graphics problems [43], raytracing was used on the
most contemporary images generated by computers and expresses demand for shadowing
methods not utilizing raytracing.

10
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(a) Point light casting umbra (b) Directional light (umbra)
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umbra
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Figure 2.7: Light source and shadow types
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(a) Scheme of the Sun eclipse, source: timeanddate.com tumbra, source: nasa.gov

Figure 2.8
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attached shadow

Figure 2.9: Cast and attached shadows

—_— z

Figure 2.10: Planar projection shadows with geometry squashed on top of the projection
surface

2.4.1 Planar Projection Shadows

This shadowing method was introduced by Blinn [14]. The core principle is to project the
occluder’s geometry to a planar receiver by constructing a custom projection matrix M that
squashes object’s z-dimension to zero. The occluding object is then drawn in a dark color
on the top of the planar surface using matrix M. This method works for point light sources
only and produces hard shadows. Illustration of the method can be seen in Figure 2.10.

Although it is relatively simple to construct the projection matrix M, the method
has several drawbacks. First of all, the receiver has to be planar which limits the usage
of the algorithm. Another issue are z-fighting artifacts — shadow geometry cannot be
projected directly on the receiver plane, which would cause blinking artifacts, but the
shadow must be slightly levitating above the plane. Shadow must also be clipped to the
receiver’s boundaries. Another limitation is that the light source might not be positioned
between the object and the plane. By doing so, a so-called anti-shadow is created on the
receiver plane, with vertices projected along the light source, see Figure 2.11. The algorithm
does not support self-shadowing,.

Making the shadow semi-transparent and blending it with the receiver will enhance
the visual quality of such solution (the shadow will no longer be just dark but will also
mix with the color of the plane), but double-blending must be resolved as several triangles
might be blended to the same location because the occluder might not be convex. This

12



Figure 2.11: Correct shadow on the left (occluder between the plane and the light source),
incorrect antishadow on the right as the ligh source is below the topmost vertex of the
object [7].

can be avoided by implementing the stencil test. In the first pass, the receiver is drawn
with stencil operation set to increment on depth pass. Consequently, the shadow object is
rendered with depth test disabled and stencil test set to pass only if the stencil value is
one and increment on stencil pass with alpha blending turned on. Using stencil buffer also
limits the shadows to receiver’s area and alleviates the problem with z-fighting [7].

There are several methods that implement soft shadows using planar projection. Heck-
bert et al. [42] and Herf et al. [45] treat area light source as a grid of point lights. For each
of these points a perspective matrix is constructed with frustum having parallelogram as
far clipping plane (which is the shadow receiving plane). Subsequently, all occluders are
rendered into a texture in dark color. Contributions of all such textures are then averaged
in an accumulation texture which is then applied on the receiver plane. The quality of soft
shadows is proportional to the amount of the light samples of the extended light source.

Haines [39] improved on the above mentioned method and trades visual quality for
speed as his method does not require high amount of render passes in order to achieve
soft shadows. First, hard projected shadow is drawn to a texture. The method then finds
all silhouette edges and vertices and constructs quadrilaterals and cones respectively with
gradient vertex colors ranging from dark at the silhouette edges and white at the projected
silhouette edges and cone bases. These objects are then rendered into the shadow texture
from top-down perspective with respect to the receiving plane, creating gradient in the
shadow texture. The diameter of the cone at the silhouette vertex is based on the vertex
height. The resulting texture is then applied on the receiving plane.

When compared to the method by Heckbert et al.[42], Haines’ method produces unre-
alistically big umbra areas, penumbra regions are not physically correct either.

2.4.2 Shadow Texture Techniques

These methods, by design, sit between planar projected shadows and shadows mapping as
they try to solve one of the major problems of planar projected shadows — the inability to
cast a shadow onto a non-planar receiver. Although this group of methods has no official
name, Akenine et al. [7] name them as shadow texture techniques or are known as the drop

13
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Figure 2.12: Left image — Haines’ method, right image — Heckbert and Herf’s method
calculated with 256 light samples [39]

(a) (b)

Figure 2.13: Nagy’s shadow texture method — (a) view from light’s perspective, (b) rendered
shadow texture, (c) application of the shadow texture [84].

shadows. These methods include e.g. Nguyen’s algorithm that uses black-on-white texture
[86] or Nagy’s method that uses white-on-black texture to decrease lighting intensity on
shadow receiving surfaces, as seen in the Figure 2.13 [84].

The technique first renders an occluder into a texture in black while the rest of the
texture is initialized to white. The texture does not need to cover the whole area of the
receivers as the information in the texture is needed only in places where the shadow is
cast. The texture is then applied on the potential receivers. The texturing coordinates are
computed using the light’s view-projection matrix and computing light-space projection
coordinates of a vertex which are subsequently normalized to < 0,1 > and used to sample
the shadow texture.

Some of the drawbacks are shared with the planar projection shadows — the light source
may not lie between the occluder and the receiver, otherwise the shadow is cast backwards.
Also, the application has to keep track of occluder and receiver objects [7, 30].

These methods, however, provide a simple way to produce soft shadows by simply
filtering the shadow texture e.g. by using Gaussian blur. An example of a filteted drop
shadow can be seen in the Figure 2.14.

2.4.3 Shadow Mapping

This algorithm, published in 1978 by Williams [111] solves several limitations of the shadow
textures. Although published earlier than the shadow textures methods, hardware limita-
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Figure 2.14: Filtered drop shadow rendered in Autodesk Inventor, source:
www.caddcentregp.com

tions didn’t allow for efficient usage of the method. Instead of rendering just the occluders
to a visual texture, shadow mapping renders all visible objects from the light’s perspective
into a depth texture or so-called shadow map, thus the occluders and the receivers are no
longer separated. The shadow map stores depth information of all visible surfaces from
the light source. Current graphics hardware provides sufficient mechanisms for fast shadow
map creation, making it a very popular shadowing algorithm among real-time applications.
The scheme of the algorithm can be seen in the Figure 2.15.

As mentioned above, the first step of the algorithm is creating the shadow map. Scene
geometry, visible from the light’s perspective, is drawn without shading into the shadow
map using light’s view (Mpy) and projection (M p) matrices, as seen in the Figure 2.15a.
Each texel of the shadow map stores depth the closest object to the light source.

The scene is then rendered from the viewer’s perspective and the shadow map is applied
to the scene, see Figure 2.15b. The method calculates normalized device coordinates vy,
using My and Mpp for every view sample position v, see Equation (2.9) [30].

vy, = Mpp-Mpy -v (29)
v, = v /vp.w

The texturing coordinates for sampling the shadow map vg are calculated from vy.zy
by transforming them from range < —1,1 > to < 0,1 >. By sampling the shadow map
using vg we obtain the depth stored in the shadow map smyz. To find out if the view sample
v lies in shadow or is lit, we need to compare smy with vy.z — if the sample’s depth v.z
is larger, it lies in shadow.

One of the downsides of this algorithm is limited shadow map resolution which makes
it susceptible to aliasing problems. This problem is evident in the Figure 2.16. A texel
in the shadow map covers a certain area in the scene and if the texel orientation (blue
line) is not perfectly parallel with the object, the depth value the texel represents is only
the value in its centre. In the second step, when the scene is rendered from viewer’s
perspective and shadow map is sampled, the probability that the view sample will be
located exactly in the centre of shadow map’s sample is very low, thus the depth obtained
from the shadow map (smyz) will almost certainly be different from vy,.z, causing artifacts
— so-called moiré pattern or self-shadow aliasing as seen in the Figure 2.17a. This problem
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(a) Shadow map rendering (b) Applying shadow map

Figure 2.15: Shadow mapping scheme -scene is first rendered from the light’s perspective
into a shadow map (left), which is applied during the second pass when the scene is rendered
from camera (right).

Figure 2.16: Shadow map — samples (blue) contain depth only of its the centre. Grey lines
represent sample boundaries. Blue lines are the depth stored at each shadow map sample,

yellow lines depict the sampling location. It is clear that a sample stores only a single of
many possible depth values (from its centre).
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(a) Self-shadowing artifacts (b) Peter Panning due to large bias

Figure 2.17: Shadow mapping problems

is also influenced by numerical limits of the graphics processor which can be improved by
making the light’s view frustum more tight (e.g. moving the near clipping plane as far as
possible and placing the far clipping plane as close as possible) [7, 30]. Milet et al. [82]
demonstrated a method to improve shadow map quality by warping using non-orthogonal
grid. This approach locally increases resolution for areas which require increased sampling
rate, resulting in higher quality shadows on the same shadow map resolution. Similarly
to dual paraboloid mapping, it suffers from artifacts caused by linear rasterization where
the scene is insufficiently tessellated, dynamic tessellation should be used to deal with this
issue.

General solution to help (but not eliminate) self-shadow aliasing is to subtract a value
from vyr.z when comparing to smy, called bias — to basically move the surface slightly
towards the camera [111]. This value might be a constant for the whole scene or computed,
mostly based on the surface angle with respect to the light source because the larger the
angle between the surface and the light, the larger depth range is covered by a single
shadow map texel. Although there are several methods trying to resolve the issue, they
require hand-tuning of the parameters [7]. One of the recent methods by Dou et al.[2§]
tries to compute minimal bias required to eliminate false self-shadowing by tracing a ray R
from light through texel’s centre point to a tangent plane defined by the fragments position
and its normal. The method, however, suffers from noise artifacts when the surface normal
is almost perpendicular to R.

When the bias is too large, shadow might become detached and a so-called light leaking
or Peter Panning (based on a cartoon character who was able to detach from his own
shadow) can be observed, as in the Figure 2.17b.

The area that a shadow map is able to cover is limited to the light’s frustum. Methods
based on cascaded shadow maps [31, 114, 68] are able to support large shadowed areas
by covering observer’s view frustum with several shadow maps, optimizing their placement
with respect to the quality of the resulting shadows. These methods are suitable for larger
opened scenes with directional light source (sun, moon).

In order to properly model omnidirectional point lights, several frustums have to be
arranged and shadow maps rendered since the field-of-view in perspective projection has
a limited range. Standard procedure, as proposed by [36], is to create a cube map where
each of the six sides is rendered using virtual camera pointing towards one of the directions
defined by the axes of the local coordinate system (+x,+y,+z). This approach requires
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Figure 2.18: Dual-paraboloid shadow mapping. Two paraboloids act as a mirrors which
reflect incident rays from the hemisphere into the direction of the paraboloid.

the geometry to be rendered up to six times. Brabec et al.[17] discuss a method based
on non-linear projection requiring only two textures instead of six using dual-paraboloid
mapping which captures the scene on two paraboloids attached back-to-back, as seen in
the Figure 2.18. The downside of this method is that the scene geometry must be highly-
tessellated (e.g. triangles should be small), otherwise produces artifacts due to linear inter-
polation of the rasterization unit. Another approach aimed at reducing the amount of the
render passes was proposed by Liao [71]. Instead of using a cube he subdivides the light
space using four tetrahedra. This method was further extended and optimized in [27] to
support large amount of light sources using tiled depth texture and quad tree to assign tiles
of different sizes based on the contribution of the light source in the scene. Although tetra-
hedron mapping requires less memory than cube mapping, the downside of this method is
its higher overhead.

2.4.4 Shadow Volumes

Shadow volumes were first proposed by Crow [24]. The core idea of the algorithm is that
shadows are defined by the volume of space they encompass. Unlike shadow mapping
which operates in the image space, shadow volumes work in the object space. This shadow
volume, or shadow polygon as mentioned in the paper, is constructed from object’s contour
(or silhouette) edges, extruded in the light direction to the infinity and clipped to the
view frustum. Silhouette edges are those edges that have a front and backfacing polygon
attached to them, from the light’s perspective. The method then sorts the shadow polygons
by depth and during the rendering decides whether a fragment lies in the shadow or not by
testing the the number of pierced front and backfacing shadow polygons along the ray cast
from camera to the scene. If more front-facing polygons are hit during the ray traversal,
the resulting fragment is declared as shadowed, lit otherwise. The demonstration of the
method can be seen in the Figure 2.19. Crow’s method, however, does not count with the
case when camera lies inside a shadow volume — the result of the ray test must be reverted
otherwise all shadowed regions will be lit and vice versa. As being the core method of
pixel-precise shadow rendering, it is analyzed in-depth in the Chapter 3.1.
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Figure 2.19: Shadow volumes as proposed by Crow[24]. Rays are traced from camera
through the scene and shadow polygons. If a front-facing shadow polygon is hit, the value
of the ray is incremented, decremented when the shadow polygon is back facing. Sample
A is lit as its ray value is zero, sample B is shadowed because the the value of its ray is
non-zero, e.g. non-equal amount of front and back-facing shadow polygons were hit.

4

2.4.5 Ray-Traced Shadows

Ray-tracing was one of the first method for shadow rendering, mentioned in several early
works, e.g. [9, 24] and was used primarily for offline rendering. Shadows are also a funda-
mental part of Whitted-style ray-tracing [110], which is the basis of all modern ray tracing
algorithms. The core idea is to cast a ray from the fragment position towards the light
source — if the ray hits any occluding geometry, the fragment is considered shadowed. Typ-
ically, an acceleration structure (kD tree, BVH) is used to reduce the number of triangles
tested by culling parts of scene. With the recent development of acceleration structures
and hardware, ray-traced or hybrid approaches became feasible in real-time applications as
well. The ray-tracing methods are described in more detail in the Chapter 3.3.
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Chapter 3

Existing Precise Shadows from
Non-Extended Light Sources

Different areas of the 3D graphics put various requirements on shadow rendering. Gaming
industry does not usually require pixel precise shadows, the aim is to provide reasonable
quality in certain time budget for a smooth framerate. Imperfections in the shadows can be
solved by filtering and variants of shadow mapping are the usual method of choice. Design
industry (CAM, CAD), however, often requires precise hard shadows which is difficult to
achieve using shadow mapping due to having limited resolution and aliasing problems, thus
other methods must be researched to provide an alternative.

3.1 Stencil Shadow Volumes in Depth

Shadow volumes pose as core method in the field of pixel-precise shadow rendering. As
mentioned in the Chapter 2.4.4, the method was initially meant for ray-tracing where ray
from the camera would increment and decrement its value when entering or leaving a shadow
volume.

3.1.1 Construction

In order to create infinite-sized shadow volume geometry, affine coordinates are not sufficient
as they cannot efficiently represent point at infinity. Homogeneous coordinates are used
instead to extrude from object’s edges. Based on Figure 3.1, let’s consider two points L
and A in homogenous space. Any point A’ on the line LA can be represented as aL + L
[74]:

A'=aL+ BA = (anyaLyaaLm a) + (BAz, ﬂAya BA., )

3.1
= (aLx‘i‘BAmaO‘Ly"i‘BAyyaLz +BA2704+/8) ( )

Provided we transform the Equation 3.1 to affine space, we divide by a+ 3 resulting in:

al, + BA, alL,+ BA, oL, + BA,

( 71):

a+B 7 a+p 7 a+p (3.2)
o I5} o B a B '
(a—i—,BLx—'—a—kﬁAx’omLB y+a+ﬁAy’a+BLZ+a+ﬁAz’1)
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Figure 3.1: Shadow Volume construction. Edge AB is common for triangles ABC and
ABD. The edge AB is a silhouette edge because it has both light front (ABC) and
backfacing (ABD) triangles attached. The points A’ and B’ lie in the infinity and together
with points A and B form a so-called shadow volume side quad.

Under assumption that:

at+p o« I5]

a+p a+pf a+p (3:3)
we can substitute the following into the Equation 3.2:
phi=—L oz g (3.4)
atp

resulting in

(1= ¢)La + @Az, (1 — @)Ly + ¢Ay, (1 — @) L: + ¢A;, 1) =
(Lx - ¢Lx + Qbea Ly - ¢Ly + ¢Ay7 L ¢L + d)A 2 1) (3 5)
(Lx 4+ ¢(Ay — Ly), Ly + ¢(Ay — Ly), L, + ¢(A, — L), 1) = '
L+ ¢(A—L)

Equation 3.5 in affine space does not account for all points in homogenous space, because
of the condition in Equation 3.4. Points, for which @ = —f, however, exist in homogenous
space and substituting this condition to Equation 3.1 yields:

=—fBL+ BA= /B( xyz xymo) (3'6)

Provided that a = 3 = 1, the homogeous coordinates of a point lying on the line LA in
the infinity (A’) can be calculated as A" = (Agy. — Lgyz, 0).

The shadow volume side quads should also be properly oriented, e.g. having the vertex
winding such as the normal points outside of the volume. This is carried out by making
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a dot product between the light position and the triangle plane and reversing the vertex
winding if the test is negative.

A naive approach on shadow volume construction would be to create a shadow volume
per every single triangle, e.g. extruding every triangle in the scene to the infinity. Such
approach is not suitable for modern hardware due to excessive fillrate but there were archi-
tectures such as Pixel Planes that had constant triangle rasterization time, no matter what
area did the triangle cover on the screen [34]. Silhouette-based approach, proposed even
by Crow in his original paper, is more efficient on modern architectures as not so many
shadow volume sides have to be rasterized, thus saving fillrate.

3.1.2 Silhouette Extraction

An edge is considered a silhouette edge if one of the two triangles attached to the edge is
light-facing and one is not; or the normal of one of the triangles points to the light and
the normal of the latter does not. In order to determine whether an edge is silhouette or
not, we first need to construct an equation of the plane for both triangles attached to the
edge. Subsequently, both equations are tested against the light’s homogenous coordinates,
see Equation 3.7, where (a,b,c,d) are the coefficients of the triangle’s plane equation and
(z,y, z,w) are homogenous coordinates of the light source. Provided the result of the test
is positive, the triangle is facing the light source, facing outwards otherwise [33].

>0
ar+by+cz+dwi =0 (3.7)
<0

The geometry data have to be pre-processed in order to acquire topology information
about edge-triangle connectivity. Older implementations of the shadow volume algorithm
performed this test on the CPU. Van Waveren [109] described optimal implementation of a
silhouette extraction and shadow volume geometry generation using SSE2 instruction set.

With the introduction of programmable graphics pipeline, vertex shader silhouette com-
putation and shadow volume geometry generation was proposed by Brabec et al. [18]. First,
the model is pre-processed and topology information is computed. Then, each vertex is
given a unique identifier and transformed vertex coordinates are stored in a floating-point
RGBA texture. Edges are then rendered as single points with additional vertex data in
the vertex attributes. The silhouette test is performed in the fragment shader by fetching
the vertex positions from previously created texture. The result of the test, per edge, is
the written to another texture. Shadow volumes are created using the information in the
vertex texture, the silhouette and the silhouette test data. Vertices of the edges, that are
not silhouette, are moved outside the view frustum in the vertex shader. Because the algo-
rithm uses textures to store vertices, the amount of geometry in the scene is limited due to
hardware limitations at that time.

When geometry shader was introduced to the graphics pipeline, a new algorithm for
computing shadow volume geometry was designed to utilize the new pipeline stage. Stitch
et al. [101] extruded shadow volume side geometry and generate the caps in the geometry
shader using triangle adjacency mode. The geometry shader then receives 6 vertices on the
input for each triangle — 3 vertices of the triangle itself and all opposing vertices for every
edge, see Figure 3.2. Because the adjacency information is generated by the hardware,
no vertex pre-processing is required. Every edge is processed twice to handle some non-
manifold cases like holes (when an edge is connected to a single triangle).
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Figure 3.2: Triangle adjacency in geometry shader, vertex order numbered [101]

Figure 3.3: Normal cone constructed from a simple object. Traversal consists of creating a
cone from the camera position towards the centre of the bounding sphere and testing for
intersection with the normal cone [52].
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Figure 3.4: A 2-manifold object seen from multiple views, having vertices with degree of 4
(circled). The light source is in the viewer’s position [6].

Johnson et al. [52] designed a normal cone hierarchy algorithm to accelerate culling,
local minimum distance computation or silhouette extraction. The core idea is to build
a binary hierarchical structure where each cell contains a bounding spehere, cone axis
and cone semiangle. The cone axis vector is the average of all normals stored in the
subtree, the cone angle is the maximum angle between the cone axis and normals. When
extracting a silhouette, a view cone is constructed from the camera position towards the
bounding sphere of a node, its direction pointing from camera position to the bounding
sphere centre. The view cone direction is then tested against the nodes cone for intersection
— if intersected, traversal continues through this node. This algorithm is also capable of
producing silhouettes of variable precision by stopping the hierarchy traversal once the cone
angle reaches a certain threshold. This method, however, is unable to handle non-manifold
meshes.

Olson and Zhang [88] designed a silhouette extraction method based on Hough transform
of a mesh stored in an octree. Method of Gooch et al.[38] is based on projecting triangle
normals onto a Gaussian sphere. Every edge is represented by an arc on the Gaussian
sphere. When using orthographic projection, a plane representing the view angle is placed
through the origin of the sphere. Every arc intersected by this plane is a silhouette edge.
They also proposed a hierarchical version of the algorithm. Pop et al. [93] used dual-space
representation of vertices. Silhouette is computed by finding intersection of the viewpoint’s
dual plane with the duals of the mesh edges. This approach, however, is too performance-
expensive [51].

Akenine-Moller et al. [6] explain the degree of a vertex on a silhouette edge as the
number of silhouette edges connected to the vertex. A general misconception for 2-manifold
objects was that the degree of a vertex on a silhouette edge is always 2. The paper proves
that the degree of such edge can be higher than two, but will always be even, as seen in the
Figure 3.4. McGuire [77] performed a statistical measurement on 897 2-manifold models
trying to generalize silhouette size equation. He placed every model inside a sphere and
generated 10000 points on the sphere as light sources from which he computed the object’s
silhouette. The result of his finding is s ~ f%® where s is silhouette size and f is the total
number of triangles of the model.

3.1.3 Algorithm Implementations

There are two major implementation of the Shadow Volume algorithm, based on stencil
test settings. Method known as z-pass or depth-pass uses the same principle as designed
by Crow — counting visible fragments of the shadow volume along the ray path from the
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camera. Z-fail method reverses this test — counts fragments from the infinity towards the
surface.

Z-Pass

Heidmann [44] made a first practical implementation of Crow’s algorithm on modern graph-
ics architecture. He based his approach on Jordan curve theorem in 3D space — whenever
a volume separates the space to interior and exterior, any curve connecting a point in the
interior space with a point in the exterior space will have to intersect a shadow volume un-
even number of times. In order to meet Jordan curve criteria, the shadow volume assumes
to be watertight [29], although this condition may be lifted — Heidmann’s method does not
use capped shadow volumes, which also introduces several fail-cases.

Algorithm 1 Heidmann’s z-pass shadow volumes, camera perspective, per light source

- Render scene to depth buffer only from camera’s perspective
: Create shadow volume side quads

: Clear stencil buffer, disable color and depth writes

. Set stencil operation to increment on depth test pass

: Enable back face culling

Draw shadow volume side quads

. Set stencil operation to decrement on depth test pass

: Enable front face culling

: Draw shadow volume side quads

In order to count rays entering and leaving the shadow volumes, Heidmann used the
stencil buffer. The algorithm is outlined in Algorithm 1. Drawing front-facing shadow
volume side quads and incrementing the stencil volume simulates a ray entering the shadow
volume, by drawing back-facing shadow volume side quads and decrementing the stencil
value is equal to a ray exiting the volume. The stencil buffer then contains a mask of lit
pixels (zero stencil value) and shadowed (non-zero stencil value). This implementation of
shadow volume algorithm is also known as z-pass.

This approach, however, has several drawbacks. The method produces incorrect results
when the near clipping plane intersects any of the shadow volumes side quads, causing holes
and breaking the Jordan’s theorem. Also, the above-mentioned algorithm does not produce
correct results when camera is located inside the shadow, see Figure 3.5.

Both issues can be solved by so-called capping of the shadow volume at near clipping
plane — either by projecting the scene geometry onto the near clipping plane or initializing
the stencil buffer with the correct values. Diefenbach [26] proposed a method in screen
space to initialize the stencil buffer with “visible internal pixels of the volume”. However,
Everitt et al. [33] found several cases where this method fails. McCool’s [75] method uses
shadow mapping to fix near clipping plane capping. Kilgard’s algorithm [61] tries to cap
the shadow volumes at the near clipping plane by projecting the scene geometry onto it.
Hornus et al. [47] designed a method called ZP+. The method constructs a frustum from
the light source towards the camera’s near plane and shear it so the frustum’s far plane
matches the camera’s near plane. Then, the algorithm uses perspective matrix describing
the frustum to render front facing scene geometry and increment stencil on depth pass. This
initializes the stencil buffer to the correct values for subsequent z-pass shadow volumes. The
numerical problems of this method could be partially alleviated by using depth clamping,
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Figure 3.5: Z-pass: inverted shadow test when camera is in shadow

as proposed by Eisemann et al. [30] in method called ++ZP, but because the projection
matrices when rendering from light’s and camera’s perspective are different, the numerical
problems would still occur.

Batagelo et al.[11] designed a hybrid algorithm combining BSP tree and stencil shadows.
Every frame, the algorithm constructs a SVBSP (Shadow Volume BSP tree) from a list of
sorted shadow casting polygons, discarding those that are inside other polygons. Then, the
method computes the set of silhouette edges from the set of visible shadow casting polygons
by traversing the BSP tree which are subsequently used in the z-pass. The authors also
propose capping the shadow volumes by computing the near clipping plane equation in the
world space and clipping every shadow volume polygon against the plane. This process
generates a set of intersection vertices which are sorted in polar order and turned into a
light cap.

These methods are, however, often complex (Kilgard’s method defines several cases that
needs to be addressed separately) and suffer from robustness problems that lead to pixel-
wide cracks in the shadows. Due to floating point precision, the capping geometry might
get clipped away by the front clipping plane, as is the case for ZP+ algorithm.

Z-Fail

Improving robustness of z-pass has been proven to be too problematic, thus a new approach
was designed. Bilodeau and Songy [13] and Carmack [19] independently discovered that
reversing the whole z-pass stencil test also produces correct results. Instead of increment-
ing/decrementing the stencil for shadow volumes in front of an object (= when shadow
volume side quad fragments pass the depth test), stencil buffer is modified for fragments
that fail the depth test, e.g. are behind an object. In other words, rays are now traced
from the infinity towards the point of interest. The algorithm is described in Algorithm 2.

Because of this property, the case in the Figure 3.5 will produce valid results for point
A because the shadow volume side quad that is penetrated by the ray will not leave any
imprint in the stencil buffer, because it would pass the depth test. Similarly, point B would
be correctly shadowed because if we prolonged the ray from the camera to the point B, we
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Algorithm 2 Z-fail shadow volumes, camera perspective, per light source

Render scene to depth buffer only from camera’s perspective
Create shadow volume side quads

Clear stencil buffer, disable color and depth writes
Set stencil operation to increment on depth test fail
Enable front face culling

Draw shadow volume side quads

Draw shadow volume front and back caps

Set stencil operation to decrement on depth test fail
Enable back face culling

Draw shadow volume side quads

: Draw shadow volume front and back caps

— =
= O

would intersect a shadow volume quad that is located below the surface, thus failing the
depth test and modifying the stencil buffer values.

Unlike z-pass, which required shadow volume caps only to handle special cases, z-fail
requires the shadow volumes to be watertight, e.g. to be capped on both ends, see Figure 3.6.
A so-called front/light cap consists of light front-facing occluder geometry, a back/dark cap
from back-facing geometry projected to the infinity [19]. In case of directional light source,
the back cap does not need to be rendered as it consists only from a single vanishing point,
the sides are triangles and not quads [112]. Another problem arose as to how to correctly
render back caps at the infinity without being clipped by the far clipping plane. Everitt
et al. [33] designed a projection matrix Py, that would project such geometry to the far
clipping plane, see Equation 3.8, where Near is the near clipping plane distance, T and B
are y-axis limits (top, bottom), L and R are x-axis limits (left, right).

2-Near 0 R+L 0
R—L R—L
P 0 2'TNfe§r gi—B 0 3.8
nf = 0 0 -1 —2-Near (3.8)
0 0 —1 0

Modern hardware has a built-in support for clamping depth values at the far clipping
plane. Calling glEnable (GL_DEPTH_CLAMP) in OpenGL will disable near and far plane clip-
ping during rasterization and will clamp fragment’s depth value to min(znear, 2 fmn), max(Znear, 2 far)
where z,cqr and zg,, define the range of the depth buffer. When using this hardware feature,
a conventional projection matrix can be used instead of P, described in the Equation 3.8.
This feature also enables the algorithm to work with orthogonal projection as well [33]. An
improved version of this extension was proposed by AMD as GL_AMD_depth_clamp_separate,
which allows to choose the plane on which the clamping is performed [16].

Another hardware feature that reduces the number of draw calls is called two-sided
stencil test, in OpenGL as extension GL_EXT_stencil_two_side [60] and since OpenGL
2.0 standardized as core function glStencilOpSeparate. Instead of rendering the front
and back faces separately with different culling and stencil settings twice, shadow volumes
can be rendered once by setting stencil operation for both sides and with culling disabled
[33]. An outline of the optimized algorithm can be seen in Algorithm 3.

Z-fail, although solving several problems of z-pass, has to work with 2-manifold wa-
tertight geometry only. It is also generally slower (up to two times) than z-pass due to
rendering of the front and back caps [30].
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Figure 3.6: Visualized shadow volume of a sphere. Red — shadow volume side geometry
(extruded silhouette edges), green — front cap, blue — back cap rendered at far clipping
plane. Silhouette of the object can be seen on the boundaries of the front cap. Each
triangle’s normal points outwards of the volume.

Algorithm 3 Z-fail shadow volumes with two-sided stencil testing

Render scene to depth buffer only from camera’s perspective

Create shadow volume side quads

Clear stencil buffer, disable color and depth writes

Set two-sided stencil operation to increment on depth test fail for back faces
Set two-sided stencil operation to decrement on depth test fail for front faces
Draw shadow volume side quads

Draw shadow volume front and back caps
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Figure 3.7: Soft shadow volumes generated from penumbra wedges [5]

3.1.4 Soft Shadow Volumes

Although shadow volumes are primarily used when precise shadows are needed, there were
attempts to modify the algorithm for soft shadows. Unlike shadow maps, which can be
easily filtered, the method proposed by Akenine-Moller et al.[5] renders penumbra wedges
similarly to soft projected shadows by Heckbert et al. [42]. The method renders these
wedges into 8-16 bit stencil buffer, which is later used to modulate the scene’s lighting. The
wedges are constructed from silhouette edges and a spherical light source, as seen in the
Figure 3.7. One of the issues the algorithm faces is to address the wedge connectivity to
avoid artifacts, as well as overlapping wedges. The method is limited to 2-manifold objects.

Assarsson et al. [10] further improved this algorithm. Shadow wedge construction from
silhouette edges is now independent on each other. The edge’s vertices eg, el are sorted by
the distance towards the light and provided e; is the vertex closer to the light source, vertex
ep is moved to the same distance from the light as ej, creating vertex ef,. The wedge is then
created from vertices ej and e;. The shadow is no longer exact, but the above mentioned
approach works faster than the original approach. The shadow geometry is then rendered
in two passes, first pass projects fragments inside the wedges to the area light source, second
pass compensates for overestimated umbra regions from the first pass.

Laine et al. [67] also use two stage algorithm. First step constructs a hemicube accelera-
tion structure from wedges created from extracted silhouette edges. They are conservatively
rasterized onto the hemicube, which is centered and oriented according to the light source.
After this step, each cell in the hemicube contains a list of wedges whose footprint intersects
the cell. Then, the method determines which light samples are visible from point p by ac-
quiring the list of corresponding wedges from the hemicube and computing the light source
occlusion. This method was basis for Lehtinen et al. [69], who pointed out on several prob-
lems — the method is overly conservative due to two dimensional nature of the hemicube,
unpredictable performance and big performance penalties when transforming the light. To
address these problems, he rasterizes the wedges into a hierarchical 3D grid, implemented
as BSP tree, where each cell contains the list of wedges either intersecting or containing the
cell. The hierarchical approach greatly improved the performance as the number of wedges
that needed processing during traversal was lowered by an order of magnitude.
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Figure 3.8: Occluder types, based on geometry topology. A 2-manifold mesh consists of
edges having exactly 2 adjacent faces. 2-manifold with edge boundary (mesh with a hole,
a plane, a circle, ...) has 1-2 faces per edge. Non-manifold mesh has more than 2 faces per
edge [62]

3.1.5 Non-Manifold Meshes

The problem of virtually all previously mentioned shadow volume algorithms is their inabil-
ity to handle non-manifold meshes or 2-manifold meshes with a boundary, e.g. meshes with
holes, trailing edges with only one triangle attached or edges with more than 2 adjacent
triangles, as seen in the Figure 3.8. The problem is that non-manifold models may not
generate equal number of front-facing and back-facing shadow volume side quads, relative
to the camera. This was first observed by Bergeron [12] and proposed a solution — to in-
crement/decrement the ray value by 2 when a shadow volume side quad extruded from a
silhouette edge having 2 triangles attached. When the ray hits a quad extruded from an
edge that has only a single triangle attached to it, its value is changed by 1. This algorithm
is able to correctly render shadow volumes from 2-manifold casters with a boundary.
Aldridge et al. [8] pointed out that geometry with more than 2 triangles per edge
also need to be addressed. The paper also notes that triangle winding constraint plays
important role in the current algorithms (all triangles are expected to have consistent
winding throughout the whole model) when determining if an edge is a silhouette one or
not. But winding as a constraint has to be lifted when dealing with arbitrary triangle
soups where an edge might be adjacent to either more than 2 triangles or to triangles with
inconsistent winding. Instead of storing winding information in the edges (with respect to
the triangles), the method stores winding for every triangle with respect to every edge it
connects to. He introduced counters for every edge. If a triangle is determined as light-
facing, the edge counters for all attached edges are either incremented if the triangle and the
edge have the same winding, decremented otherwise. If the edge counter is less than zero,
the edge is then extruded with reversed winding, if positive then the edge is extruded with
the same winding as its direction. If the counter is zero, the edge is not a silhouette edge.
Extruded shadow volume side quads are then rendered edge-counter-times. The algorithm,
however, requires the mesh to be orientable, e.g. not for two-sided geometry. Also, he
ignores light back-facing geometry (e.g. geometry with reversed winding in general) which
may still contribute to object’s shadow. The method would produce different results using
the scene in the Figure 3.9 if triangle winding is reversed for any of the triangles.
Standard graphics APIs don’t allow for arbitrary stencil value to be added, thus when
the edge counter in the algorithm of Aldgridge et al. is greater than 1, the shadow volume
side quad has to be rendered more than once. McGuire [78] tried to solve this issue by
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Figure 3.9: Edge multiplicity calculation. Edge AB is extruded along the light direction,
creating a light-plane P. Multiplicity is computed as the number of triangles in front of
the P minus triangles at the back. The multiplicity of the edge AB is 1.

utilizing additive blending. Adding an arbitrary value to stencil buffer is available on AMD
hardware using GL_AMD_stencil_operation_extended OpenGL extension [96].

Kim et al. [62] extended the algorithm of Aldridge et al. [8] to non-oriented triangle
meshes, being able to render almost any triangle soup, independent of winding. Let’s
consider an edge AB, as seen in the Figure 3.9. The edge has 3 triangles attached to it
(ABC, ABD, ABE). We will call vertices C, D and E as opposite vertices with respect to
the edge AB. Every opposite vertex is then tested against the light plane’s P equation. If
the result is positive, the multiplicity of the edge is incremented, if negative — decremented.
The absolute of the resulting multiplicity is the number of times the stencil needs to be
incremented for the extruded non-manifold edge AB, e.g. the number of times the shadow
volume side quad has to be rendered. Positive multiplicity means that the shadow volume
side quad, extruded from the edge, will be rendered with the same winding as the edge is
stored with, reversed otherwise. Kim has also proven that the resulting stencil mask equals
to the number of surfaces that are between the light source and the receiving surface. One
of the requirements of the algorithm is consistency — when an edge is extracted from a
triangle, it has to be correctly identified no matter the edge direction inside the triangle.
Based on this assumption, even if the winding of all triangles adjacent to a silhouette edge
changes, the multiplicity does not.

Kim designed his method to work with z-pass, although the extension to support z-fail
is trivial. Aldridge et al. were not exact on how to render the caps properly, stating that
either light front or backfacing triangles alone may introduce artifacts. Kim proposed to
render the front cap with multiplicity +1 when camera and light are on the same side, —1
when on opposite sides with respect to the triangle being rendered. The back cap can be
rendered with opposite sign as the front cap. This mean that caps are rendered from all of
the object’s geometry.

Kim’s method also supports transparent shadow casters by utilizing a float buffer instead
of stencil buffer, called a light map. Every extruded edge will multiply the value in the
light map by the transparency value of the caster, per channel. However, only uniformly-
coloured transparent shadow casters are supported. His algorithm, in general, is able to
render almost any triangle soup, but suffers from determinism problems when a triangle is
almost parallel to the light plane.
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3.1.6 Optimizations

Performance of the shadow volumes algorithm can be improved in several areas. As shadow
volumes rasterize large amount of geometry, several publications were focused on fillrate
reduction. One way to reduce fillrate is to omit shadow casters that are already in shadow.
Vlachos and Card [107] sort the input polygons by the closest vertex from the light’s
perspective. For each polygon, a small frustum from light source is created, the far plane
being the polygon itself. All polygons that are inside this frustum, are discarded from
the input. This method is not suitable for modern large scenes in real-time. CC Shadow
Volumes [72] reduce the amount of rasterization by culling away shadow casters that are
already in shadow. The method uses shadow map and occlusion queries to create a set of
potential shadow casters from light’s perspective and a set of potential shadow receivers from
camera perspective. The algorithm is also able to cull shadow casters whose shadows are
not visible on the screen by rendering bounding volumes of potential shadow receivers into
the stencil buffer when the depth test fails, from light’s viewpoint. This method, however,
is not suitable for omni-directional light sources.

There is a category of methods that use acceleration structures in order to speed up the
rendering process of shadow volumes. Stitch et al. [101] used hierarchical occlusion culling
of axis-aligned bounding boxes (AABB) extended to shadow volumes. The method creates
a shadow volume from node’s AABB and tests it for visibility by an occlusion query. If
the node’s shadow is not visible, all subnodes can be skipped. Binary Space Partitioning
(BSP)-based methods that don’t rasterize shadow volumes are discussed in the Chapter 3.2.

Laine [66] attempted to combine z-pass and z-fail methods, detecting when camera is
in shadow in order to use faster z-pass more frequently. His method uses a low-resolution
shadow map to locally decide whether to use z-pass or z-fail and modified the stencil
algorithm to test the depth against a split plane.

McGuire [76] proposed not to extrude the shadow volumes to infinity, but rather to the
range of the light source. This might, however, cause the dark cap to be visible rather than
being culled. Second proposed optimization is to compute the area on the screen that the
light source covers by projecting a sphere representing the light radius on the screen. Then,
the scissor test is enabled during the shadow volume rendering with dimensions covering
the projected sphere, but such optimization can only be used when the light source is
farther away from the camera. Similar optimization can be used for the depth range —
objects outside the projected sphere’s depth range don’t have to be rendered at all in the
illumination pass. This can be achieved by setting the depth range of the depth buffer to
the range of the projected sphere.

Aila et al. [2] designed a hierarchical depth-stencil buffer method of rendering shadow
volumes. Their algorithm subdivides the screen into 8x8 pixel tiles and stores minimum
and maximum depth per tile, creating an axis-aligned bounding box. This structure is filled
in the depth pre-pass. If the shadow polygon does not intersect the bounding box (tile)
during the shadow volume rendering process, all points inside the bounding box are either
all lit or all shadowed. When all shadow volumes are rendered, the content of the cells is
classified as either being fully lit, fully shadowed or there was an intersection with a shadow
volume, thus a shadow boundary is present in the tile. Second pass of the shadow volume
rendering processes only the tiles that were intersected.

Several optimizations are discussed in Legyels’s GDC’05 talk [70]. Similarly to McGuire,
he describes scissor test optimization based on projecting the light boundaries to the screen
for point light source, as seen in the Figure 3.10. Another optimization is depth bounds
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Figure 3.10: Limiting shadow volume rendering of point lights. A light range is projected
to the screen and a bounding rectangle is placed around this area, which is ten used for
scissor test during shadow volume rendering [70].

test that works similarly to scissor test optimization but in terms of depth — limiting the
extension of shadow volumes to the light range. This optimization saves depth and stencil
writes for geometry outside the light’s range.

Rottger et al. [95] proposed a modification to shadow volumes that uses alpha channel
using depth test and blending instead of stencil buffer so it could be used on PlayStation
2. Instead of increment and decrement operations, the method is doubling and halving
using gl_BlendFunc (GL_DST_COLOR, GL_ZERO) and setting vertex brightness to either 0.5
or 1; the buffer is initialized with a value of 0.25 which is also a value for a lit fragment.
Because of color value clamping, even if multiple shadow volumes overlap a fragment, its
value will always be either 0.25, 0.5 or 1. The author also proposed to halve the alpha
buffer resolution in order to improve shadow volume fill-rate, but this is contrary to the
shadow volume nature as a precise method.

McGuire [80] offers several guidelines on implementation of shadow volumes in games.
He designed a method to omit the inner model geometry from shadow volume rendering
which might introduce visual artifacts under certain scenarios. Another proposed opti-
mization is not to generate light caps of occluding geometry when it is not viewed by the
camera as they don’t contribute to the shadow count computation. However, modern hard-
ware culling capabilities is able to deal with such geometry easily. He makes use of the
scissor test to limit the range of shadow volumes generation and to save fill rate.

3.2 Algorithms Using Acceleration Structures

Although these methods are similar to shadow volumes, they pose a separate category
as they neither rasterize shadow volumes geometry into the stencil buffer nor do any ray
increment /decrement operation. Instead, these methods traverse an acceleration structure
constructed either from the view samples or from the scene’s geometry to determine view
sample’s light visibility.

3.2.1 Methods Building Acceleration Structure from Scene Geometry

Using BSP trees as an acceleration structure was first proposed in SVBSB (Shadow Volume
BSP) [20]. Each internal node of the SVBSP is associated with a shadow plane, created
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Figure 3.11: 2D case of SVBSP — adding edges to the tree structure. When edge ef is
added, it’s split to two edges at point g due to intersection with a plane cast through point
b [112)].
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Figure 3.12: Planes created from a triangle frustum: p0 - p2 shadow planes, p3 capping
plane. The resulting TOP subtree is displayed on the right. The nodes have positive child
node on the right, intersecting in the middle and negative node on the right. [37].

from the light position and an edge. The tree is built incrementally from a front-to-back
sorted set of polygons with respect to the light source, thus a triangle being processed
is tested only against the planes that are already in the tree (and not future planes), as
seen in the Figure 3.11. To test a fragment, one traverses the SVBSP with view sample
coordinates and finds out, whether it’s located inside a lit or shadowed space of a node,
then traverses the respective child node. The structure, however, needs to be rebuilt when
the light position changes. Also, polygon clipping during the build process is an expensive
operation which introduces numerical errors.

This approach was recently revisited by Partitioned Shadow Volumes (PSV) [37]. Al-
though the acceleration structure needs to be rebuilt when the light source moves, the
method no longer clips polygons, thus avoiding robustness issues. Each triangle shadow
frustum consists of 4 planes — three shadow planes and one capping plane which is con-
structed from the triangle itself, as see in the Figure 3.12. Instead of clipping, every tree
node representing a shadow plane is not binary but ternary — the third intersection node
points to triangles which are intersected by the shadow plane, calling the resulting struc-
ture a TOP tree. The triangles are also not sorted but inserted in random order. When
inserting a triangle, starting from the root node, all the triangle vertices are tested against
a plane. If all vertices lie on the same side of the node’s plane, respective child node is cho-

34



|

BE:E]
W 8| 9/10
8|9 ljD\\I\? 1243

/

12/f3 14 1%

Figure 3.13: Rasterization of triangle frustum into the hierarchical depth buffer. Green
tiles are trivially rejected, yellow tile failed trivial test but does not intersect, blue tiles are
trivially accepted. Brown and black points of tile 0 are trivial accept and reject test points.
The right part of the image shows a close-up of tile 6 [99].

sen (either positive or negative node). If the plane intersects the triangle, the intersection
node is chosen. This process repeats until a child node is found, which is then replaced
by the shadow frustum of the triangle. Traversal is similar to SVBSB except it ends when
the fragment is tested to be inside a capping plane (which is always stored last for every
frustum). The algorithm is able to support transparent shadow casters.

PSV was improved by Mora et al. [83]. They identified two major shortcomings of
PSV — stack as not being GPU-friendly and lit areas being too costly. The tree depth
complexity increases the cost of lit surfaces because in order to find out if a fragment
is lit, it must not be contained in any of the frustums encountered during the traversal,
thus posing the worst case of the traversal. Mora added depth information to each node,
computed as minimum distance between the triangle and the light source. This allowed
for skipping node testing if the node lies farther away from the light than the fragment
tested. The method proposed a stackless implementation using links inside the structure,
trading register pressure for memory bandwidth and a hybrid approach with shorter stack
and switching to stackless version when the stack is full. However, the implementation of
z-pass stencil shadow volumes that was used during evaluation Mora’s method was very
ineffective.

Deves et al. [25] improved the method even further. Their contribution was improved
scalability with the increasing geometry complexity using clustering. The geometry in the
scene is clustered into the groups of 32 elements, encapsulated with either a sphere or a
capsule, and stored in a metric tree [105]. The metric of choice is the angular distance,
e.g. cone angle created from the light and the bounding sphere or angle between the two
support points of the capsule and the light source. The hierarchy is then built by choosing
a random pivot node and angular distance such that it divides the remaining elements
into possibly two equally-sized sets. The process repeats until all nodes are processed.
Traversal is similar to methods mentioned above, except the fragment is first tested against
the bounding volume, if located inside then tests the triangles, otherwise traversal continues.
This method, however, needs expensive preprocess and is more suitable for scenes with large
amount of geometry, other methods are faster for smaller scenes.
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Figure 3.14: Left — false positive tile not lying completely outside any plane. Right image
shows the extruded shadow volume of the triangle with extra plane per each vertex as seen
in the right image [98].

3.2.2 Methods Building Acceleration Structure from View Samples

Alias-free shadow maps [3] builds a hierarchy of view samples in order to determine their
visibility. The method uses a 2D BSP tree to construct a view sample hierarchy, then tests
each triangle against the hierarchy for occlusion and traverses down if a node is at least
partially occluded. If all samples in a node are determined as shadowed, whole node is
marked shadowed and is no longer traversed by subsequent geometry.

A version of alias-free shadow maps by Sintorn et al. [97] creates a list per shadow
map texel that stores all view samples which gets projected to this particular shadow map
texel. The method then renders scene triangle using light’s projection and tests whether
the samples, stored in a list in every shadow map texel, are occluded with the currently
rendered primitive. Conservative rasterization must be utilized as even marginally covered
shadow map texels need to be accounted for. The method does not support omni-directional
light sources.

Per-Triangle Shadow Volumes [99] builds a hierarchical depth buffer from the view
samples. A single node defines a bounding box in normalized device coordinates plus depth
min-max value, called a tile. The upper level covers a 4x4 area of the level below. Then, the
method uses software shadow volume rasterizer, written in CUDA, that renders the shadow
frustum of every triangle into the hierarchical depth buffer from camera’s perspective.
CUDA was chosen as no other GPGPU language provided ballot intrinsic at that time.
When rasterizing the shadow frusta, it can either intersect a tile, in which case the tile has
to be subdivided or individual samples tested against the shadow frustum on the lowest
level, completely envelop the tile which results in the whole tile to be marked as shadowed,
or lying out of the tile, see Figure 3.13. When all triangles are processed, the hierarchy is
merged by propagating shadow bitmasks from the upper level to the lower level, where all
the view samples receive shadowed/lit flag. Although this method is capable of producing
shadows from transparent casters, it is dependant on bias value when testing tiles against
the frustum planes. Also cases like tile number 9 on the left side in the Figure 3.13 are
prone to producing false positives.

This technique is further extended in Clustered Per-Triangle Shadow Volumes [98] by
building an acceleration structure from view samples based on their proximity and testing
triangle frusta against the structure. The view samples are grouped into the clusters of 8
by 8. Every cluster then receives a Morton code based on their screen-space coordinates.
Then, a full hierarchical tree is build from the clusters with branching factor of 32 and depth
of 5. Every node contains a 32-bit bitmask indicating the presence of each of the children
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Figure 3.15: Data structures used by Deep Primitive Map [102].

and its AABB for faster culling. The hierarchy is build in a similar way as in [99] but in
order to address the false positive problem from the previous method caused by wedges
formed of any 2 frustum planes as see in the Figure 3.14, a plane is added per-vertex that
contains the vertex and the light source, making the frustum-tile intersection test robust.
The traversal is dispatched as collection of jobs, each job processes a single triangle and
is assigned to a warp of 32 thread. Each thread of the warp tests the triangle against its
particular child, the result is then broadcast to all warp threads and shadow mask for all
children is set. If the lowest level is processed, the view samples in the cluster are tested,
otherwise the traversal continues for every intersected child.

Story [102] has proposed the Deep Primitive Map (DPM) technique that works similarly
to the IZB, but instead of storing view samples, it makes lists of all triangle IDs that cover
a particular IZB cell. The data structure seen in Figure 3.15 is sampled as a shadow map
to obtain the list of triangle IDs that are ray-tested from the view sample position towards
the light. For the method to work correctly, conservative rasterization needs to be used as
all triangles touching a particular IZB cell must be stored in its list. As the method stores
triangle IDs, the maximum length of the lists has to be experimentally determined for every
scene.

Frustum Traced Shadows [113] conservatively renders the scene geometry against the
1ZB. A shadow volume is created from a triangle and the light source and every 1ZB cell
touched or covered by the triangle then tests its view-space samples against the triangle’s
frustum (shadow volume).

A common problem of all the IZB-based methods is long lists, which cause low GPU
occupancy and slow [ZB traversal. In order to match eye and light space sampling, Wyman
et al.[113] propose that ideal parametrization for these methods are cascades, opting for
the technique described by Lauritzen et al.[68]. Story [103] uses dynamic reprojection of
the light space area where the list lengths exceed a selected threshold. A second projection
matrix is computed that projects the selected area into the second IZB list head texture.
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3.3 Ray Tracing Methods

Ray tracing was the first method used to render shadows in 3D graphics, although an offline
method for several decades. Development of ray tracing focused mostly on improving its
performance by providing better acceleration structures and optimizing ray traversal by
techniques like ray sorting [35] and packeting [94]. The traversal optimizations allow the
ray tracer to better utilize the GPU hardware as secondary rays become very divergent
in direction and invalidate cache data frequently as neighbouring threads may access com-
pletely different parts of the acceleration structure. Also, ray packet saves on the amount
of operations. Shadow rays are different as they either all converge to a single point (point
light) or go in the same direction (directional light). To make matter even simpler, it is usu-
ally sufficient to detect any collision with the scene geometry and not the closest, provided
the scene does not have transparent casters.

Soft shadow can be achieved by distributed ray tracing which casts multiple rays towards
and area light source and averages their results to a percentage of occlusion [22].

A recent method by Boksansky et al. [15] uses standard forward-rendering rasterization
pipeline for shading but recently introduced hardware-accelerated raytracing (nVidia RTX)
for shadows. Bounding volume hierarchy (BVH) is used as an acceleration structure gen-
erated automatically by the RTX API. In order to make the shadow tracing effective, the
method uses penumbra detection and adaptive sampling to lower the number of shadow
rays based on the sample visibility in four previous frames. Data from previous frames are
also used to determine the sampling rate and the filter kernel sizes. With the introduction
of hardware acceleration for ray tracing in modern graphics hardware, ray tracing adapta-
tion as (not only) a shadowing technique for real-time applications will probably increase
in the near future.
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Chapter 4

Comparison of Omnidirectional
Shadow Mapping Methods

The motivation of this research was to compare omnidirectional techniques available for
shadow mapping, in terms of performance, quality and ease of implementation.

Omnidirectional shadow maps can be represented by faces of a cube map [36]. In this
case, six render passes are needed to fill the data into the cube map faces. Secondly, the
Dual-Paraboloid Shadow Mapping (DPSM) technique [17, 89] can be used. It is capable of
capturing the whole environment in two render passes using parabolic projection. However,
the mapping is not linear and thus not fully supported by contemporary graphics hardware.
Recently, different techniques have been introduced [21, 46] that discuss other types of
parametrizations.

This method was presented on the WSCG conference [85]; my contribution was designing
and implementing the testing framework, including the tests and performing the evaluation.

4.1 Cube Mapping and Optimizations

Cube mapping technique was first proposed by Gerasimov [36] where a set of 6 textures
forming a cubemap captures the the depth from the light source in +x, +y and +z directions
in the same way as standard shadow mapping does. King and Newhall [63] introduced a
method to reduce the number of shadow frusta that needs to be rendered. If the light source
is outside the view frustum, then we can skip rendering of at least one face of the shadow
map, as seen in the Figure 4.1. For our experiments, we used the following technique for
efficient culling of cube map faces. A camera view frustum and each cube map frustum are
tested for their mutual intersection. Those frusta that do not intersect can be discarded
for further rendering because they do not affect the final image. The efficient culling of
arbitrary frustum F against the camera view frustum V works as follows. A frustum is
defined by 8 boundary points and 12 boundary edges. To determine whether the two frusta
intersect, two symmetric tests have to be performed as seen in the Figure 4.2.

Firstly, it should be tested whether a boundary point of one frustum lies inside other
frustum. Secondly, boundary edges of one frustum are tested for intersection against one
or more clip planes of other frustum. For each face of the cube shadow map, we investigate
whether the camera view frustum intersects the shadow face frustum and vice versa. If
it is not the case, the shadow face frustum does not affect the scene and we can skip the
additional processing. It is also necessary to take into account shadow casters outside the
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Figure 4.1: Shadow map frusta from omnidirectional point lights sources in 2D. At least
on of the frustum is cullable if the light is not inside the camera’s view frustum.
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Figure 4.2: Two-stage frustum test

view frustum. If we cull the shadow caster against the view frustum, the projected shadow
may still be visible in the view frustum. On the other hand, culling the shadow caster
against the cube map frustum draws invisible shadows as well. King also [63] suggests to
use frustum-frustum intersection test described above for the shadow casters as well. Since
we use point light sources, rays are emitted from a single point towards all shadow casters.
This is analogous to the perspective projections. If the shadow casters are enclosed by
bounding objects, frusta representing the projected shadows can be created and then the
frustum-frustum test can be applied in this case as well.

4.2 Dual-Paraboloid Shadow Maps

Parabolic projection, proposed by [17], is based on a totally reflective mirror in a shape of
a paraboloid that reflects incident rays from a hemisphere to the paraboloid direction. The
function of the paraboloid can be seen in the Equation (4.1).

(@ +97), 2?4yt <1 (4.1)
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Figure 4.3: Scheme of dual-paraboloid mapping. A vertex V is projected to paraboloid
to point P. Np is the normal vector on the intersection of incident vector Iy with the
paraboloid, Ry is its reflected vector along Np. Ngypm is the sum of Iy and Ry .

The texturing coordinates on the shadow map are then computed from the point on the
paraboloid plane (shadow map) where the ray intersects the paraboloid. As seen in the
Figure 2.18, the key observation is that all incident rays are reflected in the same direction.
A point P on the paraboloid is given as:

P = (z,y, f(z,y)) (4.2)

which also equals to the texturing coordinates to address the paraboloid map. The
scheme of the method can be seen in the Figure 4.3. The normal vector Np of point P can
be obtained as a cross product of partial derivatives (tangents) of the Equation (4.1) with
respect to x and y, as seen in the Equation (4.3).
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As seen from the Equation 4.3, the reflection vector is always going to be (0,0,+1) in
paraboloid local coordinate system.

The direction vector of the incident projection ray corresponds to the normalized vertex
position in the paraboloid coordinate system. When we add the reflection vector and the
direction vector, we get a vector that corresponds to the normal at the point of projection
but with different length, Ny, as seen in the Equation (4.4) [48].

"http://gamedevelop.eu/en/tutorials/dual-paraboloid-shadow-mapping.htm
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4.3 Implementation

We implemented the testing framework in DirectX 11 and HLSL shading language. Our
implementation does not use any hardware-specific features.

4.3.1 Omnidirectional Shadow Mapping

The omnidirectional part was implemented in a standard shadow map fashion. Camera
was placed to the position of the light source and rendered the selected shadow frusta.
The efficient frustum culling (EFC) is performed on the CPU to determine, which shadow
map frusta are needed to be rendered. We used geometry shader to render up to all 6 cube
shadow map faces in a single pass, using a bitmask in the geometry shader to indicate which
frusta are active. To speed up the rendering process, we also implemented view frustum
culling for the objects being redenred to the shadow maps. We used bounding spheres to
cull the objects.

4.3.2 Dual-Paraboloid Shadow Mapping

There are several differences from standard shadow mapping when rendering using parabolic
projection. Unlike cube mapping, paraboloid mapping requires only up to two passes to
cover the whole scene. Appropriate view matrix is constructed based on the orientation of
the paraboloid. Because we are doing our own projection, the projection matrix is either
unit matrix or can be completely skipped. The vertex shader only poasses the vertices
through, we exploited the geometry shader to render both paraboloids in one pass. We used
similar culling technique to cull paraboloids — we checked for intersection with the plane
separating the paraboloids, if the camera frustum intersects the plane, both paraboloids
are rendered.

vecd vertexEyeSpace = ModelViewMatrix * vec4(in_Vertex,1.0);

float Length = length(vertexEyeSpace);

float clipDepth = vertexEyeSpace.z;

vertexEyeSpace.xyz = normalize( vertexEyeSpace.xyz );
vertexEyeSpace.xyz += vec3(0, 0, 1); //adding reflection vector Rn
//division by z_sum, obtaining (x,y) position

vertexEyeSpace.xy /= vertexEyeSpace.z;

vertexEyeSpace.z = (Length - near)/(far - near);

vertexEyeSpace.w = 1.f;

Listing 4.1: Vertex Parabolic Projection GLSL code

The vertex transformation core can be seen in the Listing 4.1. The first line transforms
the vertex to paraboloid’s view space. The vertex position in view space is then normalized
to acquire Iy and vector Ry (0,0,1) is added which produces the Ny, normal. Upon
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Figure 4.4: An example of an artifact on the boundary of the two paraboloids

dividing the normal with its z coordinate we obtain the position P as noted in the Figure 4.3.
The projected vertex then needs z and w coordinates, which are supplied on the lines 7 and
8. The computed depth is then stored to the shadow texture. Custom depth clipping is
implemented against the clipping hemisphere in the pixel shader using the clipDepth value,
discarding only those fragments that are closer than the near clipping hemisphere.

To obtain the depth value from the shadow map, similar steps are required as during
the shadow map creation. We first find out if the shaded fragment is in the possitive or
negative paraboloid by testing its light’s space depth. Then, (z,y) coordinates for accessing
the shadow texture are computed, similarly as in the Listing 4.1 and mapped to < 0,1 >.
The acquired depth is then compared to the depth of currently processed fragment, similarly
as standard shadow mapping algorithm.

The memory footprint of dual paraboloid method is clearly lower than cube shadow
mapping, but there are also several disadvantages to this approach, most notably artifacts
caused by interpolation during the build step. Large polygons cause visual artifacts due
to incorrect interpolation, thus the rendered scene needs to be finely tessellated. Frequent
problem is also the seam between the two paraboloids, see Figure 4.4.

4.4 Test Results

The methods were tested on a Core i5 661 processor running at 3.33 GHz and nVidia
GeForce GTX 560 Ti graphics card. The rendered images had resolution of 1024 x 768.
The tests we carried out in several variants of both methods — unoptimized (rendering all
the geometry in all the frusta), optimized with view frustum culling of rendered objects
(“Optim”) and finally with efficient cube frustum / paraboloid culling (“EFC” / “PC”).
The methods were compared in terms of performance and shadow quality.
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Figure 4.5: Results of a timed flythrough using several levels of optimizations among DPSM
and Cube Shadow Mapping, time of the whole frame

4.4.1 Performance Evaluation

The methods were tested on a flythrough with a scene of approximately 3 million vertices
and render target and shadow map resolution 1024 x 1024. The results of the flythrough
can be seen in the Figure 4.5 and 4.6.

It is clear that the methods greatly benefited from all optimizations. The most optimized
cube mapping approach takes up only 20 % of rendering time compared to the naive form.
The unoptimized version of cube mapping performed the worst of all methods as it had
to render all the scene geometry 6-times. The DPSM was able to cull one paraboloid at
max, thus often rendering all the scene geoemtry visible from each paraboloid, it seems
that the granularity of cuba mapping poses a performance advantage at times, whereas
DPSM provides lower memory consumption. Cube mapping was able to save up to 83 %
of its performance which can be seen at around 25th second of the flythrough compared to
DPSM, which can only save up to 50 %.

The efficiency of the EFC can be seen in the figure 4.7. As mentioned above, cube
mapping was able to render only to a single frustum in around 25th second of the test where
the best performance was observed and very rarely used all 6 frusta. DPSM rendered to a
single paraboloid most of the time during the test.

Tables 4.1 and 4.2 show the average frame rate among all the tested methods with
respect to increasing shadow map resolution on two differently-sized test scenes. As shadow
map used was a 32-bit float texture, its size ranged from 24 MB (1024 x 1024) to 384 MB
(4096 x 4096) in total for cube mapping, one third of the size for DPSM. If we take the
cube shadow map performance at 1024 x 1024 as 100 %, increasing resolution to 2048 x 2048
drops the performance only by 15.56 % in average, increasing to 4096 x 4096 causes drop in
performance by 45.4 %. DPSM dropped 11.28 % when switching to 2048 x 2048 and 40.03 %
in average when the shadow map resolution was set to 4096 x 4096. The higher sensitivity
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Method 1024 | 2048 | 4096
Cubeb6 75.71 | 70.04 47.9
Cube6 Optim 150.43 | 116.76 | 64.04
Cubeb6 Optim + EFC | 188.71 | 151.67 | 89.68
DP 167.95 | 146.62 | 97.52
DP Optim 207.24 | 178.67 | 109.4
DP Optim + PC 208.15 | 180.24 | 110.95

Table 4.1: Averge FPS on a flythrough on a scene with approximately 600000 vertices

Method 1024 | 2048 | 4096
Cubeb 19.11 | 18.38 | 16.21
Cubeb6 Optim 57.15 | 51.23 | 36.50
Cubeb Optim + EFC | 127.47 | 114.21 | 83.38
DP 41.50 | 39.74 | 33.17
DP Optim 57.47 | 54.32 | 42.85
DP Optim + PC 90.56 | 86.08 | 69.58

Table 4.2: Averge FPS on a flythrough on a scene with approximately 3 million vertices

to increased resolution among cube mapping is probably due to larger amount of shadow
textures that method requires. Although DPSM uses less video memory, the method is not
as fast as cube mapping as optimizations provide greater performance benefits in terms of
culling.

4.4.2 Quality Evaluation

As discussed in the Chapter 4.2, DPSM suffers from artifacts when the occluding geometry
is insufficiently tessellated as well as artifacts on the line where the two paraboloids are
separated, as seen in the Figure 4.8. It is apparent that cube mapping produces higher
quality shadows than DPSM in every resolution. At 512x512, both methods miss the details
of the tiger’s whiskers, but DPSM does not produce correct shadow even at 4096 x 4096,
although consumes only a third of the memory compared to the cube mapping.

At 512 x 512, both methods miss the details of the tiger’s whiskers, but DPSM does
not produce correct shadow even at 4096 x 4096, although consumes only a third of the
memory compared to cube mapping.

4.5 FEvaluation

The initial assumption was that multiple render passes performed by the cube shadow
maps technique should be very time consuming process. The result of the measurement is
that an unoptimized version of the cube shadow maps exhibits the worst performance of
the examined algorithms. When a simple optimization technique was used, it significantly
increased the performance, in fact, the best of the examined algorithms. The performance
and the visual quality of the cube shadow maps is superior compared to the dual-paraboloid
algorithm. The parabolic projection introduced notable artifacts on the boundary of the two
paraboloids and in places where the tessellation of the scene is not sufficient. This it due
to the linear interpolation performed by the rasterization unit in the graphics hardware
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Cube Shadow Maps

DPSM

Figure 4.8: Quality comparison between cube shadow mapping and DPSM in various res-
olutions

Figure 4.9: Reference image, produced by the stencil shadow volumes.

as the parabolic projection is not linear. Where the memory consumption is concerned
and shadow quality is not of such importance, the dual-paraboloid approach is the better
solution.

4.6 Extended Quality Comparison

I compared the same methods versus shadow volumes, which served as a pixel-perfect
reference. I used the same tiger model as in the original comparison and tested under the
same resolutions. The reference shadow rendering using stencil shadow volumes can be seen
in the Figure 4.9. The Figures 4.10 and 4.11 contain the differences versus the reference
image. The red areas are missing the shadow where is should be, the green areas should not
be shadowed compared to the reference image. The shadow that each method produced is
combination of black and green areas.

In order to measure qualitative differences between the methods, I used similar metric as
in [64] to measure dark/lit area coverage, comparing each tested method and resolution to
the shadow volumes. Both the reference and the investigated method image were blurred,
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Figure 4.10: Comparison of cube shadow mapping (left) and dual-paraboloid shadow map-
ping (right) against shadow volumes, resolutions of 512 (top row) 1024 (bottom row), per
texture side. The red areas are missing in the evaluated method’s shadow, compared to the
shadow volumes; green area indicate a shadowed region that was lit in the precise method.
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Figure 4.11: Comparison of cube shadow mapping (left) and dual-paraboloid shadow map-
ping (right) against shadow volumes, resolutions 2048 (top row) and 4096 (bottom row).
The description is identical with Figure 4.10.
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lit dark

coverage | coverage

519 Cube 0.785 0.666
DP 0.807 0.153
Cube 0.909 0.846
1024 DP 0.705 0.749
Cube 0.951 0.914
2048 DP 0.860 0.769
Cube 0.968 0.968
4096 DP 0.932 0.907

Table 4.3: Comparison based on lit/dark area coverage based on [64]. The higher the score,
the closer to the precise method (shadow volumes), which would achieve the score of 1.

then the coverage of the shadowed and lit areas was computed for both images. Finally,
each pixel in the particular region (lit, shadowed) in the image of the precise method
was tested against the corresponding pixel from the evaluated method, whether it is also
lit or shadowed. The unmarked pixels were weighted by a number of 15 to increase the
score diversity as the shadow contains a lot of solid area. The resulting score is computed
according to the Equation 4.5, where S is the coverage score, W weight, Ny the amount of
unmarked pixels and Np the size of the region. The results can be seen in the Table 4.3.

W - Ny
-
Cube Shadow Mapping is better in the dark coverage than Dual-Paraboloid method
in every test case. The situation is similar in lit coverage, despite the situation at 512 x
512 where DP has better lit area coverage but the shadow coverage was mediocre, see
Figure 4.10b. Cube mapping scores -3 to 22 % more than Dual-Paraboloid on lit coverage,
6.3-77 % better on shadowed, averaging to 8.23 % and 27.6 % respectively. Both methods
are very close at 4096 x 4096, the difference is 3.7 % in lit area score and 6.3 % in shadowed
area score.

S=1

(4.5)
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Chapter 5

Robust Silhouette Extraction
Improvements for Shadow Volumes

CAD/CAM environment requires a precise and robust omni-directional shadow algorithm
for displaying arbitrary triangle soups as models produced by the design software can con-
tain triangles with incorrect winding, holes, degenerate triangles or edges with more than
two triangles adjacent to them. To address these needs, we chose shadow volumes as
they are more robust and easier to implement than other methods available at that time.
However, shadow volumes, although producing precise shadows from omni-directional light
sources, suffer from numerical instabilities, which we addressed in the following paper.

These findings were published in a paper presented on GraphiCon’2013 conference [90].
I was responsible for CPU implementation using AVX instruction set and acceleration using
OpenMP to distribute the workload among more threads.

5.1 Robustness Problems of Shadow Volumes

Kim [62] designed a method to handle non-manifold shadow casters, which was used as the
basis for our approach and was described in detail in the Chapter 3.1.5. He introduced the
concept of edge multiplicity — a light plane is created from the edge and the light source. All
the opposing vertices are then tested against the edge and the edge multiplicity is computed
as the difference between the amount of opposing vertices above and below the plane, as
seen in the Figure 3.9. The steps of the algorithm are outlined in the Algorithm 4.

The problem of not only this method but all other stencil shadow volume algorithms
is when OV is very close to the LP. This situation is depicted in the Figure 5.1. The
proposed algorithm resolves the above issue connected with the inconsistency of triangle
edges multiplicity evaluation. The main idea of the improvement is that the triangles,
where the inconsistency can occur, are removed from the silhouette calculation. Because
these triangles are (almost) parallel with the LP (their shadow volume would be zero),
they cannot affect the shape of the resulting shadow. In fact, the removal of the triangles is
equivalent to evaluation of its edges multiplicity to 0 which would occur in triangles parallel
to the LP if the precision was not limited.

One way to solve it in the “per-edge” scenario would be to process also the other two
edges of a triangle when dealing with an edge and a single OV. This evaluation also has
to be consistent, meaning that the vertex order must be preserved for each edge. We do
this by implementing a comparison operator for the vertices and propagating a flag for the
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Algorithm 4 Robust Shadow Volumes

1:

Convert triangle to model to edge representation. Fach edge is represented only once,
with the list of all its opposing vertices (OV).

Every frame, an oriented light plane (LP) is cast from the edge vertices and the light
source.

Edge multiplicity is initialized to 0

Each OV of the edge is tested against the LP. If it lies above the plane, increments
the multiplicity of the edge, if below — decrements. Then the OV lies on the plane,
multiplicity value does not change.

The set of edges with non-zero multiplicity form the model’s silhouette.

: Each silhouette edge is rendered extruded as many times as multiplicity with winding

based on the multiplicity sign.
if z-fail then

Render caps from all scene geometry
end if

Figure 5.1: An example of correct (top row) and incorrect (bottom row) multiplicity com-
putation of a grey triangle. Green and red triangle represent a light plane cast from the
light source towards the edge, each color having different orientation. Each situation is sup-
plemented with a side view with the light plane as a reference. In the top right situation,
vertex Vp is an OV for edge Vi, Vs and is very close to the light plane. The circle around
the projection of V) shows the numerical error margin. We see that in the top case, Vj is
correctly identified as being behind the light plane. However, when the light slightly moves,
the numerical precision would cause the vertex Vj to be evaluated incorrectly as being in
front of the light plane.
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edge, if it is in-order of the triangle’s winding. Thus, we modified step 4 in the Algorithm
4 as follows:

4. Create a triangle from the OV and the edge. Compute multiplicity of all 3 edges as
+1 or —1 by testing the remaining vertex as OV of the respective edge. If the vertex
lies exactly on the plane, its multiplicity is 0. If the multiplicity is not consistent, set
the multiplicity of the current OV to 0. The final edge multiplicity is the sum of all
OV multiplicities.

Algorithm 5 Robust Multiplicity Computation
Function: CalcEdgeSingleOvMultiplicity
Input: Edge (V1, V2), OV

Output: Multiplicity m

1: isSwaped + false

2: if V1>V, then

3 Swap(Vl, VQ)

4:  isSwaped < true

5: end if

6: V< L—V1Ly

7. N < normalize((V1 — Vo) x V)
8: LP < (Ng,Ny,N.,—N - 1)
9: m + sign(LP - OV)

10: if isSwaped = true then
11: m<+ —1-m

12: end if

13: return m

The actual multiplicity calculation of an edge and its single OV is outlined in the
Algorithm 5. This calculation is evaluated for all 3 edges of a triangle, consisting of an edge
and an one OV, to determine multiplicity consistency. The absolute value of the resulting
multiplicity of an edge, which is the sum of all OV multiplicities, is the number of times
the extruded edge needs to be drawn.

5.2 GPU Implementations

The method was implemented on both CPU and GPU. GPU implementation was carried out
using geometry shaders and via OpenCL kernel using OpenGL — OpenCL interoperability
as compute shaders were not available at that time. Both OpenCL and geometry shader
versions process edges in parallel, iterate over all its adjacent triangles. However instead
of testing the opposite vertex against the light plane, the methods computes multiplicity
by constructing a triangle plane for edge vertices and the opposite vertex and test the
light source against it. To discard triangles having inconsistent multiplicity computation,
the triangle plane is constructed 3-times differently, each triangle vertex being as pivot.
When the triangle facing is inconsistent, the multiplicity of the edge is set to zero. When
the multiplicity is non-zero, both methods cast the processed edge multiplicity-times. The
OpenCL implementation writes all the generated geometry to a vertex buffer object, which
is subsequently drawn using just a vertex shader into the stencil buffer. The caps geometry
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is generated in the OpenCL kernel as well, geometry shader version uses a separate shader
to render front and back caps of the shadow volumes.

5.3 Implementation Using AVX Intrinsics and OpenMP

The implementation was based on SSE implementation proposed by Van Waveren [109].
The AVX intrinsics were used to load the edge data and opposite vertex, compute the light
planes and compute the multiplicity of the edge.

AVX instruction set provides 256-bit long registers, which allowed us to pack two 4-
component vectors into a single registers, thus processing two edges at once, unlike SSE
with 128-bit long registers (single vector). Registers are represented by a special data type
__m256. We processed 4 edges at once by a single thread, but the results needed to be
updated to their respective triangles, creating a critical section as the whole process was
parallelized by OpenMP. The outline of the computation can be found in the Algorithm 6.

Algorithm 6 AVX OpenMP Multiplicity Computation

1: PrepareMaskRegisters()
2: noflters < nofEdges/4
3: for noflters in parallel do
4:  edges < Load4EdgesAV X ()
planes < ConstructLight Planes AV X ()
OV's < LoadNofOV sAV X ()
for maz(OV's) do
mults < ComputeMults Avz(edges, planes, OV s)
UpdateTriangleStructure(edges, mults)
10:  end for
11: end for
12: ProcessLeftover Edges()

The For loop on the line 3 ran in parallel using OpenMP, utilizing all cores in the system.
It took more instructions to properly load the data as they were not optimally stored in
the testing framework, using masked load operations in the step 4. The computation itself
(lines 5, 6, 8) processed data of two edges at once per register. Although the data is
processed per-edge, the results are written to a data structure holding triangle information.
As a triangle is formed by 3 edges, this data has to be updated in a serialized way, we
used atomic operations to update the triangle data. This data is then used to generate the
shadow volume sides.

In order to determine inconsistency in multiplicity calculation, the method marks each
triangle as light front or back facing during the multiplicity evaluation of an adjacent edge,
using the information about the in-order flag of the edge and the sign of the multiplicity
test of the particular opposite vertex. In the final step of the method, a triangle that has
been marked to be both front and back facing, with respect to the light, is discarded from
further processing.
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Figure 5.2: This image shows the difference between the original algorithm and our robust
algorithm. The right image of each couple shows the result of our robust algorithm. The
first couple of images shows a very simple model, where artefacts are most visible - the light
source is exactly above the edge of the cube. The second couple shows artefacts on more
complex model, which could appear in real applications.

GF650Ti | AMD7950 | HD3000 HD4000
CPU 49/50 | 129/139 | 99/11.2 6.3/59
AVX+OMP | 49/5.1 | 11.8/13.5 | 10.0/12.4 | 6.6/8.6
GS 30/40 92/98 n/a 4.4/8.7
OpenCL 421741 83 /80 n/a 7.6/17.7

Table 5.1: Performance comparison of new robust method (left) versus the original silhou-
ette method (right). Results in average frames per second (FPS).

5.4 Measurements

We tested the approach on two CPU platforms supporting AVX instruction set — Intel Core
i7-2600K of the “Sandy Bridge” generation (first to introduce the AVX instructions) and
Core i15-3570K of the “Ivy Bridge” generation. Table 5.1 shows the slowdown induced by
the extra computation and memory access required by the robust method. The slow down,
on average, was less than 10 %. The first 3 platforms were evaluated on the i7-2600K CPU,
the last platform on i5-3570K. Apart from CPUs, the methods were tested on AMD Radeon
HD 7950 and nVidia GeForce GTX 650 Ti.

Table 5.2 shows the test results when comparing simple and more complexly shaped
models. All scenes were similar in the amount of triangles, around 65000. Each scene
also consisted of a variant where all objects were baked into a single one. The bold values
indicate the best result for a particular test scene on a certain hardware platform.

The second test was focused on the behaviour of the methods with increasing amount of
geometry, from 10° to approximately 105 triangles. The results can be seen in the Table 5.3,
top row of each scenario. It can be seen that the amount of geometry has significant impact
on the performance, as the amount of geometry increased by an order of a magnitude, so
did increase the frame time.

The bottom row of the results in each cell in the Table 5.3 uses about the same amount
of geometry, but instead of a single detailed sphere, a grid of 10x 10 spheres which consists
of approximately the same amount of triangles as a respective scene with a single sphere.
The test shows that the number of isolated objects does not have impact on the results,
probably due to synchronization or data transfers.

The proposed solution also managed to alleviate the problem with triangles almost par-
allel with the light, as can be seen in the Figure 5.2. The robust test is able to remove such
triangles from computation and during our evaluation we experienced no visual artifacts
on none of the test scenes and platforms.
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GE650Ti | AMD7950 | HD3000 | HD4000
. 10 150 [ 129] 78 |90 [ 1L.0] 63 [ 54
55 155 [ 133796 [ 12210 [ 96 [ 55
10 (51 [ 129/ 43 [99 (62 [ 63 60
AVX+OMP |5 s 55117852 [ 128 5.1 | 119 6.2
oS 30 130 [92 (95 | na | oa |44 [ oA
340 (34 [ 156 124 | n/a [ n/a | 6.0 [ na
openCL | %2 |52 |83 |9 [wa | wa |81 82
54 67 [ 1421 147 [ n/a [ wa | 113] 6.0

Table 5.2: Several implementations compared on multiple test scenes. Each scenario con-
sists of 4 results for 4 different scenes — 10 individual bunnies (top left), 10 baked bunnies
(top right), 10 individual spheres (bottom left), and 10 baked spheres (bottom right). The
results are average FPS.

GF650Ti | AMD7950 | HD3000 | HD4000
p— 39135 [ 5181 |53134 |37 ] 20
3427 |84 61 6532 [ 44185
39135 |57 81 |49 32 |42 23
AVX+OMP e 193 63 |67 [ 34 | 50 | 24
oS 33 116535 [ 650 | a | wa [ 37 | 15
187 100 84 | 482 [ wa | na | 3.1 | 193
openCL | 3| D92 51 [ 430 | wa | wa | 60 193
34726 |22 154 [ na [ na |44 91

Table 5.3: Test cases: one sphere with 10° triangles (top left), one sphere with 10° triangles
(top right), 10x10 spheres each with 10* (bottom left), and 10x10 spheres with 10% triangles
(bottom right). The results are average FPS.

5.5 Evaluation

The proposed approach proved to be working well and producing quality shadows with
no visual artifacts. At the same time, it exhibits high performance in variety of hardware
platforms and can be efficiently implemented in CPU both using the traditional instructions
and the SIMD instructions as well as in GPU using Geometry Shaders as well as using
OpenCL.

The OpenCL implementation suffers from synchronization between OpenCL and OpenGL,
which is a necessity when using interoperability between these interfaces. This occurred on
the scenes with many objects as the synchronization had to be performed with each rendered
object. This method favored scenes with up to ~100 objects. Geometry shader performs
second best and as it is not bound with any synchronization, it’s the fastest method for
scenes with large amount of objects.

It is clear that benefit from the AVX-OpenMP implementation on 2600K was minimal
or in some cases (scenes “10 baked bunnies” and “10 baked spheres”) even slower. Sandy
Bridge CPU benefited more from the implementation, increasing performance up to 30 %;
modern architecture was able to benefit more from the algorithm. One of the reasons the
speedup is not higher could be the critical section for triangle data update which results
in partial serialization. Also, the input data structure format did not favor AVX execution
but other implemented methods benefited from its structure; a more suitable data structure
could have been designed.
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Chapter 6

Shadow Volumes Using
Tessellation Shaders

With the advancing development of the graphics pipeline and the introduction of the tessel-
lation pipeline, new ways of geometry processing became possible. We saw opportunity in
this new rendering pipeline stages and first produced a prototype of a two-pass per-triangle
shadow volume method utilizing the tessellation pipeline. Second iteration of the algorithm
produced a single-pass method, which then became the basis of a silhouette-based approach.
The following chapter will also discuss the improvements in robust silhouette computation.
These findings were presented on WSCG conference [81]. I am the author of the initial
per-triangle version, then cooperated on the silhouette version and have written most of
the paper.

6.1 Per-Triangle Tessellation-Based Shadow Volumes

The tessellation pipeline consists of 3 stages — control shader whose task is to compute
the tessellation factors to the second stage, the tessellation unit, which is a fixed-function
part of the pipeline that performs the subdivision of the primitive based on the tessellation
factors. The generated vertices are then processed in the evaluation shader [23].

The first prototype of the method was designed around the scheme in the Figure 6.1.
We start with a triangle for which we set the inner tessellation factor to 3 and outer to

C C n
c) C C
a) b) ‘ A.%‘& B d) A B
, A B
B A B

A B'

Figure 6.1: Creating semi-enclosed shadow volume from a triangle. Initial triangle in a)
is tessellated using outer factors (1, 1, 1) and inner (3) b). Points A’, B/, C’ are given
positions of the points A, B, C' ¢) and then pushed to infinity to form a volume with back
cap d). Front cap is absent and must be rendered in the second pass.
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Figure 6.2: Single-pass per triangle method, a full shadow volume is created in a single
pass. One point is added to the triangle in order to form a quad a) which is then tessellated
using outer factors (1, 5, 1, 5) and inner (5, 1) b). Points 10 and 11 are merged with 8, 9.
Light cap is visualized as blue, dark cap grey ¢). Then we join points 0 — 7, 1 — 5,2 -9, 4
— 8 and push points 5, 6, 7 to infinity d) to make the enclosed shadow volume e).

1, equal spacing and reversed triangle winding, resulting in the shape in the Figure 6.15.
The red color denotes the inner part of the volume and green outer. The evaluation shader
moves the points A’, B’ and C’ first to the positions of A, B and C and the projects them
to the infinity, forming the dark cap. The reason of the reversed vertex ordering is for the
cap to face outwards and not inside the shadow volume. Vertices A, B and C retain their
positions. As the volume lacks the light cap, the scene geometry must be rendered again to
seal the volumes from the top as light caps when z-fail version of shadow volumes is needed.

The second iteration of the per-triangle approach is able to produce enclosed shadow
volumes in a single pass. Unlike the initial method, we start with a quad rather than a
triangle. The schematic can be seen in the Figure 6.2. The input quad patch is tessellated
using outer factors (1, 5, 1, 5) and inner (5, 1). The evaluation shader merges vertices
10-8 and 11-9 as they are superfluous. In order to connect the sides of the shadow volume
together, we merge vertices 0 — 7,1 -5, 2 -9 and 4 — 10 to enclose the volume. Vertices 5,
6 and 7 (and their merged counterparts 0 and 1) form the dark cap of the shadow volume.
Vertices 2, 3, 4 and merged 8, 9, 10 for the light cap. As the per-triangle shadow volumes
are slow, we investigated the triangle collapsing even more to design a silhouette-based
approach.

6.2 Silhouette-Based Approach

The silhouette-based approach is based on the findings of collapsible geometry from the
single-pass per-triangle method. In order to extend it to a silhouette approach, we need
edge data instead of the standard geometry as the input for the tessellation stage. The
control shader then computes the edge multiplicity and calculates the tessellation factors.
Evaluation shader bends the tessellated shape to create a set of overlapping quads that
form the shadow volume side geometry.
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Figure 6.3: The input patch of the tessellation control shader. A and B are the edge
vertices, X is the number of opposite vertices and O; — O,, are the opposite vertices.
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Figure 6.4: Combining patch data using Vertex Buffer Object (VBO) and Element Buffer
Object (EBO). The VBO is extended by E,, positions, each storing the number of opposite
vertices of the respective edge.

6.2.1 Input Patch

The input patch can be seen in the Figure 6.3. As vertices may have different amount
of opposite vertices, some of the positions are left empty. In order to reduce the memory
requirements (not to have the scene stored twice), we used slightly altered existing geometry
data, seen in the Figure 6.4. The vertex buffer has to be extended only by F,, slots, which
is the number of edges in the model. These positions store the number of adjacent triangles
to the edge. Although the vertex data is a 4-component vector, we store only a single value,
leaving 3 values unused. This data structure is then addressed by element buffer (EBO) to
create the patch. The length of the patch is maxzMultiplicity + 3.

6.2.2 Tessellation Control Shader

A single instance of the control shader computes the edge’s multiplicity from the data in
the input patch. One instance can read the data of the whole patch, thus able to read
all the opposite vertices and compute the multiplicity. For multiplicity computation, we
implemented a faster approach than described in the Chapter 5.1. Instead of testing the
multiplicity coherence among all 3 edges of a triangle, we designed a new method that
requires only a single edge to be tested and is described in the following section. The final
multiplicity is then used to compute the inner and outer tessellation factors as seen in
the Algorithm 7. We used a quad as the tessellated primitive, fractional odd spacing and
clockwise triangle orientation.
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Algorithm 7 Tessellation Factors Computation

1: absMult < abs(Multiplicity)

2: tessFactor < 2 - absMult — 1

3: gl_TessLevelOuter[0] <— (absMult > 0)
4: gl_TessLevelOuter[l] < tessFactor

5. gl_TessLevelOuter[2] « 1

6: gl_TessLevelOuter[3] < tessFactor

7 [0]

8 1]

: gl_TessLevellInner|0| < tessFactor
: gl_TessLevellnner|l| <1

Improved Multiplicity Computation

We simplified the robust multiplicity computation described in the Chapter 5.1. Our pre-
vious method always computed multiplicity across all triangle edges to determine if the
triangle should be discarded or not. We now compute the multiplicity only once from each
opposite vertex using a so-called reference edge of a triangle.

The choice of a reference edge needs to be the same for all occurrences of the triangle,
which we also promoted to be winding-independent. For this, we implemented vertex
ordering that would guarantee that the reference edge is always constructed from the 2
smallest vertices of the triangle, based on the metric of choice. The ordering can be seen
in the Equation (6.1) and Algorithm 8. The edge vertices A, B on the input are already
sorted in the pre-process step, simplifying the sorting process in the shader. The metric is
calculated as a sign of a dot product of weights and sign coordinate difference between the
two vertices. The whole process of multiplicity computation can be seen in the Algorithms
9 (multiplicity of a single OV) and 10 (multiplicity of all OVs). Generally speaking, we
moved the computation from per-triangle, as described in the Chapter 5, to per-edge.

A < B <= GreaterVec(A,B) <0
A =B <= GreaterVec(A,B) =0 (6.1)
A > B <= GreaterVec(A,B) >0

Algorithm 8 Vertex Comparison Function
Function: GreaterVec

Input: Vertices Vi, V5

Output: -1 (V3 <V3), 0 (V1 =V,), 1 (V} > V3)

1. signs < sign(Vq — Va)
2: weights < (4,2,1)

3: r < dot(signs, weights)
4: return sign(r)

6.2.3 Tessellation Evaluation Shader

In order to draw the shadow volume quad multiplicity-times, the resulting shape coming
from the tessellator needs to be bent to create overlapping quads, as seen in the Figure 6.5.
Each invocation of the evaluation shader needs to assign proper coordinates of the generated
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Algorithm 9 Function to compute the multiplicity of an edge and one OV
Function: ComputeMult

Input: Vertices A, B,C, A < B, light position L

Output: Multiplicity m

X+ C-A

Y+ L—- AL,

N+ XxY

m <« sign(N - (B — A))

return m

Algorithm 10 Function to compute the multiplicity of an edge and all of its OVs

Function: ComputeEdgeMult
Input: Edge vertices A, B, A < B, set of OVs (), light position L
Output: Multiplicity m

1: m<+0

2: for O; € Q) do

3:  if A> O; then

4: m < m + ComputeMult(O;, A, B, L)

5. else

6: if B > O; then

7: m < m — ComputeMult(A, O;, B, L)
8: else

9: m < m + ComputeMult(A, B, O;, L)
10: end if

11:  end if

12: end for

13: return m

B p 1 3 5 7 9 11
M N N\ ‘
A C 0 2 4 6 8 10
3 5 7 9 11
c) 4 8
0 2 6 10

0 2 10

Figure 6.5: Transformation of a quad through the tessellation. a) an input quad gets
tessellated to the shape in b) with multiplicity of 3. Only the green-toned triangles will be
rendered, yellow and grey will be degenerated. Transition from b) through c) to d) shows
the process of degeneration by merging vertices 3-4 (red) and 7-8 (purple). Transition from
d) to e) shows rotation around the red and purple vertices to for the resulting overlapping
series of quads.
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Algorithm 11 Evaluation Shader

Input: Quad vertices A, B, C, D, tessellation coordinates x,y € [0, 1], multiplicity m
Output: Vertex V in world-space coordinates
P« array(A, B,C, D)

a < round(x - m)

b < round(y)

id<+ 2a+b

t < (id mod 2) & ([id/4] mod 2)

[ + [(id + 2)/4] mod 2

n<t+2l

V < P(n)

return V

vertex, based on its tessellation coordinates. The process is outlined in the Algorithm 11
where @ denotes logical XOR, operation. Vertices A, B,C, D are edge vertices and their
extrusions to the infinity along the light direction, as in the Equation (6.2) where V; and
V5 are the edge vertices and L is the light source.

First, the ID of the vertex is calculated from multiplicity and the tessellation coordinates.
The computed ID is then used to select one of the vertices that form the shadow volume
quad.

A= (v, )T

B= Vo, )T

C = (Vi— L0 (6.2)
D= (Vy—L,0)"

6.3 Implementation

The above mentioned methods were implemented in an open-source application using
OpenGL. One of the first observations was that the single-pass per-triangle method suffers
from inconsistent rasterization of two identical triangles at the same depth but with reversed
winding — depth of the fragments from both triangles differs which resulted in z-fighting
artifacts. We had to manually push the front cap’s fragments into depth of 1.0f, so they
would fail the depth test, otherwise we observed self-shadowing artifacts. By assigning the
depth manually in the fragment shader the early depth test during rasterization did not
occur, resulting in performance loss over two-pass method.

As we used z-fail method of shadow volumes, caps needed to be drawn as well. We drew
the caps using the same multiplicity paradigm described above, to determine the triangle’s
orientation towards the light source. It was also necessary to maintain consistency among
all the calculations, including the caps.

As the maximum tessellation factors are limited, this also poses a limit to maximum
multiplicity the algorithm can handle. Drivers at the time allowed for a maximum of 64 as a
tessellation factor, which according to the Algorithm 7 line 2, yields maximum multiplicity
of 32. However, we have found a case where the multiplicity of 32 is insufficient — the
popular “Power Plant” model has several edges that have multiplicity of 128. Without the
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Sponza R280 G680
Resolution TS GS TS GS
800x600 112 | 130 | 51 49 175 | 178 | 62 61
1024x768 | 116 | 124 | 49 50 177 | 178 | 61 60
1366x768 | 107 | 116 | 48 48 159 | 160 | 60 61
1920x1080 | 95 101 47 46 122 | 126 | 60 59

Table 6.1: Performance evaluation of both GS and TS robust methods on Sponza scene
under several resolutions, average frames per second. The left column of each method
contains values of the original 3-edge testing method, second column results of the new
reference edge approach.

Dependence of performance on resolution for Sponza scene

| | |- - R280TSOrig
180 —— R280TSRef
160 |- | G680TS Orig
G680TS Ref
140 |- u R280GS Orig
R280GS Ref
»n 120 - - - G680GS Orig
o —— G680GS Ref
100
80 L -
60
40 L | | | | | | | |
10°7 10°8 10°° 10° 1061 1062 1003
Nummber of pixels

Figure 6.6: Dependence of resolution on performance (FPS), measured on Sponza scene.

loss of generality, such edge can be split into multiple instances, each having 32 opposite
vertices.

6.4 Measurements

We performed extensive tests of both per-triangle and silhouette approach. Our new silhou-
ette approach was also compared to Sintorn’s Alias-Free Shadow Maps (AFSM) [100] and
shadow mapping with 8K x 8K resolution. We also put our new method against a similar
geometry shader implementation. The algorithms were tested on nVidia GeForce GTX 680
and AMD Radeon R9 280X and on two scene — flythroughs on Sponza scene that took
16 seconds and through a synthetic scene with a grid of 10 x 10 spheres with configurable
amount of triangles, taking 40 seconds.

The first conducted test was on the Sponza scene, comparing tessellation shader (TS)
and geometry shader (GS) implementations, as well as the old and new robust computation.
The results can be seen in the Table 6.1. The dependency on resolution is outlined in the
Figure 6.6. As can be seen, the tessellation implementation outperforms the geometry
shader variant, although the latter has more stable FPS with the increasing resolution.
The new deterministic method is faster in most cases, except for some cases in the GS
implementation.
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Spheres10x10 R280 G680
Triangles TS GS TS GS
32400 984 | 995 | 490 | 484 | 739 | 825 | 542 | 540
67600 921 | 963 | 488 | 487 | 624 | 667 | 494 | 513
102400 615 | 729 | 484 | 479 | 491 | 555 | 372 | 402
360000 203 | 233 | 270 | 272 | 218 | 228 | 131 | 135
1081600 72 88 | 104 | 110 | 82 94 46 49
1440000 56 72 84 91 67 81 36 39
1960000 34 41 59 62 49 58 26 28

Table 6.2: Comparison of two determinism methods implemented in GS and TS on scene
with 10 x 10 spheres with increasing amount of triangles, in FPS. Values in bold represent
performance of the fastest method on particular platform and amount of triangles. Left
column represents old determinism method, right column the new reference edge. Results
in FPS.

Dependence of performance on nurmber of triangles for 10x10 spheres

- - R280TS Orig

2 —— R280TSRef

800 . - - G680TS Orig
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600 N ‘. —— R280GS Ref

0 i O\, - - G6BOGS Orig

B e e N —— GER0GS Ref

400 [
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I | I [ | | I | | | i —
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Figure 6.7: Dependence of scene complexity on performance (FPS), measured on a scene
with 10 x 10 spheres with increasing amount of triangles.
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Spheres 1M R280 G680
Objects TS GS TS GS

1 73 92 111 | 120 | 106 | 134 | 55 60

4 74 94 | 113 | 121 | 101 | 126 | 53 58

25 64 76 97 | 101 | 76 88 46 50
64 68 76 90 89 61 66 40 43
100 64 70 84 82 58 62 39 42
240 58 55 70 64 50 49 35 36
399 53 48 61 54 36 36 27 28
625 43 38 53 46 29 27 22 22
851 40 44 46 50 24 25 19 20
1250 35 37 28 31 19 19 16 16
2500 23 19 | 15.1 | 154 | 12 11 10.8 | 10.1
3116 21.2 | 215 | 12.8 | 125 | 11.1 | 11.2 | 9.1 | 9.2
3920 157 | 14 | 10.1 | 10.12 91 | 87 | 7.7 | 7.5
5100 148 | 142 | 78 | 775 | 82 | 82 | 6.7 | 6.8
15600 745 | 645 | 3.07 | 3.14 | 105 | 9.1 | 3.6 | 3.6

Table 6.3: Test scene having approximately 1 million triangles but increasing amount of
spheres. Results in FPS.

As the sphere scene provided with more flexibility with respect to the amount of objects
and the total geometry, we concluded more tests on this scene. The first scenario was keep-
ing constant amount of spheres (10 x 10) but increase their tessellation, from approximately
32000 to almost 2 million triangles, results can be found in the Table 6.2 and the Figure 6.7.
It can be observed that tessellation variant of the algorithm is faster only on scenes with
up to 100000 triangles on AMD platform. There is a notable drop in performance when
increasing the amount of triangles to 360000 on AMD platform as the tessellation version
was initially twice as fast as GS. TS implementation is favored on nVidia platform, its
reference edge implementation being the fastest in all of the test cases.

The following test kept constant amount of triangles in the scene to around 1 million
(with maximum deviation of 2%) but the number of spheres in the scene was increasing.
No hardware instancing was used, every object was drawn using a separate draw call.
Results can be found in the Table 6.3. This test was biased by the CPU overhead due
to increasing amount of draw calls. The results are at times contrary to our previous
measurements, where the reference edge approach is actually slower in the most scenarios.
Also, tessellation approach takes over GS on AMD platform with the increased amount of
draw calls. TS was the fastest method on nVidia platform as in previous tests, but the
optimized reference edge approach being on-par or slightly slower at times, by around 1-3
FPS. This test demonstrates how different platforms deal with the increased amount of
draw calls combined with our rendering algorithms.

We did not directly compare our approach with Sintorn’s AFSM [100], but he claimed
that his algorithm is 3-times slower than 8K shadow mapping (SM). We performed similar
test on a scene with 10 x 10 spheres and increased the amount of tessellation of the spheres.
The results of the test can be seen in the Table 6.4 and graph in the Figure 6.8. Shadow
mapping performance drops only by 51 % when comparing the cases with the least and most
triangles in the Table 6.4, which is substantially less than shadow volumes which lose 96 %
of the performance, but we were able to outperform shadow mapping on scenes with up to
400K triangles. When evaluating results at almost 2M triangles, the R9 280X dropped to
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Spheres10x10 R280 G680
Triangles TS SM TS SM
32400 995 252 825 245
67600 963 250 667 237
102400 729 244 555 225
360000 233 219 228 190
1081600 88 168 94 135
1440000 72 155 81 115
1960000 41 120 58 103

Table 6.4: Comparison of 8k shadow mapping with reference edge TS approach on scene
with 10 x 10 spheres, results in FPS.

—— R280TS
- R280SM
800 [* —— G680TS ||
- G680SM
600 |- |
w1
Ay
a9
400 |- |
00l .............:::::::::::::::.,__: ___________ i
10431 10° 2-10° 3-10° 6-100  10° 10029

Number of triangles

Figure 6.8: Graph showing performance dependence of TS and SM on the amount of
triangles in a scene with 10 x 10 spheres.
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Sponza R280 G680
Variant TS GS TS GS
Spheres1x1 124 | 1.3 | 136 | 1.4 | 1.19 | 1.25| 1.13 | 1.11
Spheres50x50 | 1.65 | 1.98 | 1.77 | 2.07 | 3.81 | 5.04 | 3.16 | 3.35

Table 6.5: Performance ratio between a camera overlooking the whole scene and when
looking away. Left column of each implementation contains values for older robust method,
right for reference edge.

||]I]GS Triangle [ 0TS Triangle IR GS Silhouette I8 TS Silhouette 10 SM |
200 |- 185 1
150 - |
130
g
T 102
100 |- 93 i
00 %
74 73
5 62
49
500 4, . 2 .
5.8 : 4.97 I
o B.13- ID 49 0 0
R280Spheres G680Spheres R280Sponza G680Sponza

Table 6.6: Comparison of per-triangle and silhouette methods on spheres scene

34 % of SM performance whereas GTX 680 was only 44 % slower than SM. This makes our
method on-par or faster than Sintorn’s AFSM, depending on the platform used.

We have noticed a different behaviour among both of the tested graphics cards when
the camera was not facing the scene. Although OpenSceneGraph, which we used in our test
application, culls non-visible geometry, it does not cull shadow volumes from the rendering
process. We set up two camera views, one looking towards the scene and the second looking
away (an empty view), from the same position. The test was conducted on two scenes, with
a single sphere and a grid of 50 x 50 spheres. Both cards seem to deal with such situation
differently, as can be observed in the Table 6.5, which shows the FPS ratios between the
empty view and scene view. GTX 680 was more efficient in culling the non-visible shadow
volume geometry, being up to 5-times faster than the full scene overview. AMD hardware,
at that time, was not very efficient, providing only up to 98 % increase in speed.

The last test conducted was comparison of per-triangle versus the the silhouette methods
and shadow mapping (SM only on the sphere scene as it was not omnidirectional). The
sphere scene had around 4 million triangles and the results are presented in the Table 6.6.
To our surprise, the per-triangle TS method was actually faster than both GS methods on
Sponza scene on both tested platforms, although the difference between per-triangle and
silhouette method is 122 % on nVidia graphics card and only 27 % on AMD. The sphere
test scene, having almost 8-times more triangles, favors silhouette methods. Compared to
shadow mapping, AMD card drops below the 1/3 performance ratio but GTX680 was able
to maintain 44 % of SM performance.
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6.5 Evaluation

The two-pass per-triangle tessellation method is, in some cases, faster than silhouette algo-
rithm implemented in geometry shader, but loses performance as geometry amount in the
scene increases. Compared to geometry shader per-triangle implementation, the tessella-
tion method proved to be faster in all our tests, no matter the amount of scene complexity.
The silhouette method is more efficient and as we have proven in our measurements, mostly
in the scenes with higher amount of geometry. GeForce GTX680 benefited greatly from
this algorithm, being faster than geometry shader silhouette method in every case. As
for Radeon R9 280X, geometry shader method is more suitable. Tessellation method on
Radeon was faster on Sponza scene, but the synthetic tests on the scene with configurable
amount of spheres and level of detail showed that it’s performance is dominant only up to
300K of triangles when having multiple objects in the scene, or only up to 15K triangles
when only a single detailed object was drawn. was able to outperform nVidia-based card
on the less detailed scenes, but only up to aforementioned 300K triangles.

The robust algorithm was sped up by using a novel method of multiplicity computation,
which was able to provide up to 31 % performance gain in tessellation method (13.5% in
average), maximum speedup in geometry shader was 10.7 % with average of 3.4 %.

In comparison to standard SM and Sintorn’s Alias-Free Shadow Maps (AFSM), our
tessellation method provides better performance than 8K shadow maps up to 400K triangles
and then falls to 43 % performance of shadow mapping at 4M triangles on GeForce, 34 %
on Radeon, which is on par or better than AFSM (which is 3-times slower than 8K SM)
and is also simpler to implement.

6.6 Comparison on Modern Hardware

I re-measured both geometry shader and tessellation shader implementations on newer
hardware to test the difference between them over the course of several GPU generations.
The tests were conducted on GeForce GTX 2080Ti and AMD Radeon 5700XT running on
AMD ThreadRipper 1920X with 32GB of memory and Windows 10. Several popular test
scenes were selected - Sintorn’s “Villa”, “Conference Room”, “Crytek Sponza”, “Citadel”,
“Buddha” and “Hairball”. The scene properties are described in the Table 8.1. The algo-
rithms were tested on flythroughs having 1000 frames, each frame rendered 5-times and an
average of these times used in the evaluation. Two resolutions were tested: 1920 x 1080 and
3840 x 2160. An average time was computed from the whole flythough. The results can be
seen in the Table 6.7, frame times of 2080Ti in the Figure 6.9 and Figure 6.10 shows the
performance of the Radeon 5700XT.

Based on the data in the Table 6.7, the geometry shader implementation on RTX 2080T1i
is on average 5.36 % faster than the tesselation at 1920 x 1080, the gaps narrows to 1.5 %
in 4K, the biggest difference on the “Buddha” test scene where the geometry shader was
7% faster. Tessellation was marginally faster in two cases in 4K. I assume that the higher
amount of rasterization in the higher resolution diminished the computational difference
between the methods.

The AMD card shows more decisive results - geometry shader implementation is faster
in every scenario, at full-HD by 8 % in average, at 4K by 2.91 % in average. To compare
both cards, RTX 2080Ti in combination with GSSV is in average 12 % faster in fullHD,
TSSV about 14.7 % faster. The difference between the cards is smaller in 4K - only 1.49 %
in average in GSSV test and 2.88 % in TSSV evaluation.
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RTX 2080Ti RX 5700XT
1920x1080 3840x2160 1920x1080 3840x2160
GSSV | TSSV | GSSV | TSSV | GSSV | TSSV | GSSV | TSSV
Villa 2.31 2.32 5.56 5.52 | 2.13 | 2.15 4.84 | 4.87
Conference | 0.71 0.73 1.82 1.83 | 0.78 | 0.84 1.70 1.74
Sponza 1.56 1.62 4.32 4.31 | 1.71 1.84 4.42 | 4.53
Citadel 4.24 4.38 9.80 9.93 | 4.52 | 4.85 8.97 | 9.18
Buddha 2.22 2.67 3.90 4.20 | 3.46 | 4.23 5.46 5.93
Hairball 29.69 | 30.15 | 64.12 | 64.41 | 28.91 | 29.48 | 60.68 | 61.35

Table 6.7: Average shadow mask creation times in ms on both platforms and both algo-
rithms. The bold values mark the faster of the two algorithms, within one platform, scene
and resolution.

The biggest difference was measured on the “Buddha” scene - GeForce was 57 % faster
than Radeon at fullHD, 40.6 % faster at 4K. This scene has higher amount of geometry
but simple silhouette, which means that raw computational power could be more exploited
than raw rasterization performance as the RTX 2080Ti is generally faster than its AMD
counterpart. Compared to previous observations, the tessellation method is no longer faster

than the geometry shader implementation on both platforms.
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Chapter 7

Silhouette Extraction Using
Precomputed Potentially Visible
Set

Silhouette extraction is a fundamental part of stencil shadow volumes as per-triangle ap-
proach has been proven to be slow. The research around the acceleration of silhouette
extraction was focused mostly on 2-manifold meshes. As the shadow volume algorithms
presented in the previous chapter deal with non-manifold casters, I have decided to design
a method that would improve silhouette extraction speed on such casters.

The paper that describes this new method was presented on WSCG conference [65]. I
am the author of the method, its implementation and wrote the text of the paper.

7.1 Precomputed Silhouette Extraction Overview

Several methods have been designed to improve silhouette extraction of 3D models, as
documented in the Chapter 3.1.2. Most of the methods, however, deal only with 2-manifold
casters and as I stated earlier in the thesis, our focus were arbitrary triangle soups. The
method described in this chapter was based on a method by Airey et al. [4], using brute-
force approach to precompute the sets of potentially silhouette edges and stores them in a
hierarchical data structure. Octree was chosen for this matter. As the resulting acceleration
structure tends to grow in size notably, we designed a compression scheme to reduce the
size of the resulting octree. The whole process is outlined in the Figure 7.1.

7.2 Octree Setup

The octree itself represents the volume where the point light source can be located. This
marks the area where the silhouette computation is accelerated and represents the area
with the highest probability of where the light source will be located. In the actual imple-
mentation, we allow the user to configure the size of the top level of the octree based on
the scene’s AABB and a multiplication factor that scales the size of the AABB. The scaling
factor could be set to lower values (around 1) for closed scenes such as Sponza where the
light source can be located inside the scene’s AABB or higher values (5-10 or more) for
simple models such as Happy Buddha. Figure 7.1b shows very tight fitting of the octree
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Figure 7.1: Mechanics of the proposed algorithm a) A model of a bunny having 5000 edges.
b) We enclose the model by user-defined axis-aligned bounding box which acts as a top level
of the octree and is subsequently subdivided and filled with precomputed sets of silhouette
and potentially silhouette edges. ¢) During traversal, only a small amount of edges needs
to be tested (black) and end up as silhouette edges (red).
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Figure 7.2: Custom scale of the model’s AABB to cover larger volume for accelerated
silhouette extraction. Image shows two-level octree with same voxelization (4 x 4 x 4).

around the model, in practice the octree would have to cover much larger space in this
scenario, as depicted in the Figure 7.2.

The depth of the octree can also be customized. We have experimentally found out that
the depth of 3 — 5 is sufficient in the most scenarios, leading to total of 512 — 32768 cells
on the lowest level, as seen in the Figure 7.3. Larger scales consume too much memory,
as will be described below, because each octree level increases the memory consumption of
the method by a factor of 4.

7.3 Octree Build

The build process fills the octree with sets of potentially silhouette edges (PE) and edges
that are guaranteed to be silhouette (SE) for a particular voxel. At first, the set of all edges
and their opposite vertices is extracted. In order to test an octree voxel (as AABB) against
an edge, a plane is constructed from both the edge vertices and the opposite vertex (OV).

73



Figure 7.3: Custom levels of octree subdivision, from level 1 (8 bottom level voxels) on the
left to 3 (512 voxels) on the right.

This plane is then tested for intersection with the AABB. If any of the planes intersect the
AABB, the edge is stored among the PE set of the particular voxel because if the light
source is located inside the volume the multiplicity of the edge from any point inside the
volume is not consistent and further subdivision is required to store such edge as silhouette.
If the volume is not intersected, two scenarios are possible — either the edge is a SE or is not
silhouette at all. To determine this, multiplicity of the edge is calculated from an arbitrary
point of the voxel, based on the algorithm described in the Chapter 6.2.2. We chose the
minimum point of the voxel’s AABB. The whole process is outlined in the Algorithm 12.

Algorithm 12 Function to compute edge — voxel intersection
Function: GetEdgeVoxelState

Input: Edge vertices A, B, set of OVs ), voxel AABB
Output: Status PE/SE/NSE s, multiplicity m

1. IT - Points(AABB)

2. Nof PAABB ¢ 8

3 m<+0

4: s < PFE

5: for O; € 2 do

6: EP < ComputePlane(A, B, O;)

T C+0

8 for P, €Il do

9: C < C + TestPointPlane(EP, ;)
10: end for
11:  if abs(C) == NofPAABB then
12: m < ComputeEdgeMult(A, B,Q, Get MinPoint(AABB))
13: if m == 0 then
14: s+ NSE
15: else
16: 5+ SE
17: end if
18:  end if
19: end for

20: return (s,m)

Compute EdgeMult is the same function as in Algorithm 9. Function ComputePlane
uses similar determinism mechanism as Compute EdgeMult — sorts the points before com-
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Figure 7.4: The image shows voxels for one edge. The left side of the images shows the first
step of the voxel building algorithm. Voxels are classified into 3 categories -— non silhouette,
silhouette and potentially silhouette. The next step is to propagate this classification into
higher levels (middle image). The right image shows the improvement of compression stage
of building algorithm. The octree is transformed into a tree with nodes containing many
different subsets of edges defined by bitmasks.

puting the plane, NSE as a status stands for non-silhouette edge. 2D schematics of the test
can be seen in the Figure 7.4 left.

We chose to build the octree in bottom-up fashion, similarly as Karras et al.[55] as their
method first builds the acceleration structure and then applies post-processing to further
refine it. The proposed method first subdivides the octree’s volume (top-level AABB based
on scene’s AABB) into the smallest voxels based on octree depth. Each voxel is then
processed and tested against every edge in the scene, filling its PE and SE sets of edges.
We store only edge ID’s (and multiplicities for SE) as storing the whole edge would be
superfluous. Then, the PE and SE edges are propagated up the hierarchy. If an edge is
found common in all 8 siblings (voxels that share the same parent), the edge is stored in
the parent instead and removed from all the children. The situation can be observed in the
Figure 7.4 middle. This step already decreases the memory consumption significantly.

Provided we store each edge ID as a 32-bit integer and testing on Sponza model with
279163 triangles, 431246 edges and octree deepest level of 5 (32768 voxels) and AABB
scale factor of 1, this would yield a total of 25 GB of memory. According to the silhouette
estimation proposed by Akenine-Moller and Assarsson [6] which estimates the silhouette
size to 08 where f is the number of triangles, the silhouette would be only 22734 edges.
Provided we store this number of edges in the same octree as mentioned above, we would
end up with around 2.9 GB of memory. These cases are without the edge propagation
up the tree. When real tests was conducted on Sponza, we measured 4644 MB when not
propagated, 4111 MB upon propagation to the upper levels.

7.3.1 Compression Scheme

We decided to address the memory consumption and designed a compression scheme to
push more edges up the hierarchy. As mentioned above, we first propagated edges up the
octree only if all the eight siblings of one parent share the same edge.

But we can propagate the edges even if not all the sibling share the edge. In such case,
we create a bitmask representing the presence of the edge among the parent’s children and
store the edge under such bitmask. In context of an octree, the bitmask is 8-bit long. This
means that it is viable to propagate an edge to parent if it’s included in at least 2 of its
children as the edge would be stored once (32-bit) plus bitmask (8-bit) instead of being
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Figure 7.5: The first two images show two edges — A and B. Each edge partitions all voxels
into voxel shapes for silhouette case and of potential silhouette case. If some voxel shapes
are the same for both edges, the edge subsets of those voxel shapes contain both edges
(middle image). Otherwise, voxel shapes contain only one edge.
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Figure 7.6: Node data in 2D space for the 8-bit bitmask. One node contains sets of PE
and SE edges, each addressed by its bitmask. If a set shape does not intersect the triangle
planes of an edge, the edge is stored into the set. The largest set shape is chosen if multiple
set shapes do not intersect the triangle planes. A node also contains pointers to child nodes.

stored twice (64-bit), which saves around 38 % of memory for the worst case and up to 91 %
when 7 siblings share the edge. The approach can be seen in the Figure 7.4 on the right
as grouping of neighbouring 4 x 4 voxels into a larger chunks. Figure 7.5 demonstrates a
case of 2 edges and a whole level of an octree. Common and disjunct parts are visible in
the images, common parts propagated to the upper levels.

Figure 7.6 shows data representation of a node in a 2D quadtree. Each node, repre-
senting a voxel, contains two sets of edges — PE and SE, each group of edges represented
by a bitmask. This bitmask can be displayed as a shape covering child voxels. If we used
the same test scenario as above, the octree size reduced from 4111 MB to 1359 MB which
is 33 % of the original size.

In the first version of the algorithm we used this compressed edge propagation only
from the lowest to the second lowest level of the octree. As we only propagated between
two levels, we designed a similar approach that propagated edges from the lowest level up
by two levels and used 64-bit mask instead of 8. Although it further reduced the size of an
octree (the test case — from 1359 to 498 MB), the potential amount of bitmask per edge set
rose rapidly, e.g. Sponza’s octree with scale of 1 and maximum level of 5 can have up to
44643 bitmasks in a single voxel for a one set of edges. This amount of bitmasks also has
negative impact on traversal, which will be described in the following sections.
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Figure 7.7: Traversal process in 2D for a particular light position through 3 levels of hier-
archy. The union of all subsets forms the set of all precomputed silhouette edges. Similar
subsets are selected for all potentially silhouette edges. Note that some subsets could be
empty. A single edge is contained only in one of the subsets (the largest possible).

7.4 Octree Traversal

The traversal process has to acquire PE and SE subsets from the octree to two buffers.
The light source is first mapped into the space of the octree, which can be traversed either
top-down or bottom-up. The process acquires all edges from the node where all bits of a
bitmask are set and then from all those bitmasks where the the bit of child node on the
traversal path is set. Not all bitmasks are necessarily populated.

When traversing top-down, the method needs to select the appropriate child based on
AABB-point containment test. On the other hand, traversing the octree bottom-up seems
easier because at first, the lowest level voxel index is calculated from the light’s position,
as seen in the Algorithm 13. As the octree is not sparse and stored linearly, it is easy to
compute parent node’s ID as well as the index within parent (ChildID), see Equation (7.2)
and 7.3.

ly € | Az, By), Ny € | Ay, By),Nl; € | A, B.) (7.1)

If a light source lies on a boundary between two or more voxels, only one voxel is
selected according to the Equation (7.1) where [ is the light position and A, B are minimal
and maximal points of the voxel.

NodelD — 1
Parent = L%J (7.2)
ChildID = NodeID — (8 * NodeID + 1) (7.3)

7.5 Implementation

I have created two versions of the algorithm — the first, presented in the paper, only com-
pressed only one level of the octree, either using 8-bit or 64-bit bitmask. This version was
published in the paper [65] as it was the limit of the 64-bit compression scheme. I later
reimplemented the method to support 8-bit bitmasks on all of its levels and tested against
compute shader implementation of shadow volumes.
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Algorithm 13 Get lowest level voxel index from light position
Function: GetLowestLevelIndex

Input: Light position L, Octree O

Output: Voxel index on the lowest level

1: BBOX < O.getNodeVolume(0)

2: if IsOutside(L, BBOX) then

3: return —1

4: end if

5. DL <+ O.getDeepestLevel()

6: T « 2P

7. SingleUnitSize < BBOX.getMin()/(T,T,T)
8: PosUI « |(L — BBOX.getMin())/SingleUnitSize]
9: I =0

10: for i € [0,DL — 1] do

11: Q8

122 T+ I+ ((PosUILz>>1i)&l) <<0)-Q
132 T+ I+ ((PosULy>>1)&l) << 1)-Q
14: T+ I+ ((PosUILz>>1)&l)<<2)-Q
15: end for

16: I < I + OgetNofNodesInPreviousLevels(DL)
17: return [

7.5.1 Build Implementation — CPU

The method presented in the paper used bottom-up build process. First, the lowest level
voxels are filled with data. Each voxel goes through all the edges and tests them for PE/SE.
If an 8-bit bitmask is selected, the algorithm tests 8 siblings at once. As such task is easily
parallelizable, I utilized OpenMP to run a single thread per a group of 8 sibling voxels
using voxel-edge test in the Algorithm 12. Potentially silhouette edges are stored without
encoded multiplicity, the silhouette edges use encoding scheme disclosed in the Algorithm
14.

Algorithm 14 Encode edge ID and multipolicity into a single value
Function: EncodeEdgeIdMultiplicity
Input: Edge ID E, Multiplicity M, Number of Bits per Multiplicity BPM
Output: Encoded edge ID and multiplicity £ E

1: BitMask < (1 << BPM) —

2: EE <+ (E << BPM) | (M & BitMask)

3: return FF

After the lowest level of the octree is filled (or two lowest levels if 8-bit bitmask is
chosen), the edges are propagated up the hierarchy, initially only the bitmasks where all
bits are set (e.g. the all siblings share the edge). Every set of 8 siblings is processed
by a single thread. The resulting structure of a voxel contains two unordered maps, each
addressed by a bitmask and containing vectors of edge IDs or encoded IDs with multiplicity.

The 64-bit bitmask compression scheme was implemented as a post-process of the oc-
tree, constructed without the 8-bit compression. Although the compression could have
been integrated to the voxel-edge testing process, the compression scheme did not prove
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to be interesting by its performance and thus we kept the compression as a separate CPU
postprocess. The postprocess creates a set of all edges stored in 64 siblings and creates
bitmasks for all edges by testing their presence among all siblings. Each set of 64 siblings
is processed by one thread. As the amount of 64-bit bitmasks could be very large, its GPU
implementation would be somewhat complicated.

7.5.2 Build Implementation — GPU

In order to speed up the build process, I designed a GPU algorithm to cope with the issue.
The biggest concern was the memory — size and optimal layout. As described above, the
octree can potentially be very large and in order to bring its construction to GPU, buffers
need to be allocated. As it is not known how much data will be stored in each voxel,
we must assume the worst case — that all the edges may fall into a single bitmask. As
the intermediate octree may not necessarily fit into the GPU memory, I implemented an
iterative approach which processes a batch of voxels against all the scene edges and the
results are then stored back to the CPU memory.

The amount of voxels in a single batch is calculated based on the maximum size of the
buffer we want to allocate for the lowest level voxels (they only store 1 bitmask) divided by
the number of edges. In order to speed up the process, I used speculative buffer size on the
lowest level per mask as ratio of the full number of edges. This optimization could speed up
the process by 20 % by allowing more voxels to be processed at one but when the ratio was
too low, the resulting structure was corrupted. The parent nodes need to allocate space for
all of its bitmasks based on the speculative ratio as well, in total 2 - 255 - speculative Ratio -
nofEdges for a parent voxel.

The compute shader then tests a group of 8 siblings against an edge, processed by 8
threads in a subgroup (subgroup being the smallest unit of execution on the GPU). In total,
one subgroup of threads (32 on nVidia, 64 on AMD hardware) processes 4 (8 on AMD) sib-
lings. Based on the resulting bitmask, the edge is assigned either to the siblings (not enough
siblings tested to contain) or parent. Ballot intrinsic (extension GL_ARB_shader_ballot)
was used for propagating the result of edge — voxel intersection test among all the siblings.
As the subgroup processes 4-8 groups of siblings, the appropriate result for the particular
group of 8 threads is extracted using bit shifts and masking. To speed up the process, each
workgroup (consisting of several subgroups) first loads a set of edges to shared memory as
these edges will be used by all the threads in the workgroup until they are tested by all
workgroup threads. Loading them only once from the global memory (which is performance
demanding) increased the performance of the solution. Using profiler, the optimal settings
found for the kernel execution were 64 threads (2 subgroups on nVidia hardware) and 31 744
bytes of shared memory per workgroup.

The CPU waits for the kernel to finish execution, the edge data are then copied to the
CPU memory and next batch of lowest level voxels is prepared for processing. The outline
of the algorithm can be seen in the Algorithm 15.

When the lowest two levels are processed, the edges are then propagated up the hierarchy
by another compute shader, which operates similarly as the previous shader. Before the
shader is launched, all edge IDs in all voxels and bitmasks are sorted on the CPU. The
threads also cooperate in sibling groups of 8. Each sibling group of 8 threads iterates over
the edges of the first thread in the group, which skips edges not present in the first but
other threads. This approach produces slightly larger octree (around 1-2 %), but otherwise
all the edges would have to be put into a single set and tested for containment in each
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Algorithm 15 Adding edges to the lowest and 2nd lowest level of the octree

: SZ <+ CalcBatchSize()
: NofBatches + [GetNofVoxelsLowestLevel()/SZ]
: LoadedV ozxels < 0
: for i € NofBatches do
LoadVoxels(min(SZ, GetNofVoxelsLowestLevel() — LoadedV ozels))
DispatchCompute()
SyncGpuCpu()
AcquireVoxelData()
end for

© %0 NP

sibling or more testing among the sibling threads. The first thread reads the following edge
from its buffer (pivot edge) and all other threads iterate in their buffers (corresponding to
full bitmask), skipping edges that are less than the pivot edge to find the first edge that is
equal or higher than the pivot. Then, a ballot is called to determine if the pivot edge is
present among all the siblings and stored to parent if all threads report it as present. When
the kernel finishes the computation, its results are written back to the main memory. This
process iterates bottom-up, starting with the 2nd lowest level upwards.

7.5.3 GPU Traversal

I primarily focused on providing the fastest possible traversal of the octree. Bottom-up
traversal was chosen as it is easy to compute the lowest level voxel ID where the light
source is detected, as well as parent ID and child ID within the parent. Serialized octree
is loaded to the GPU memory and if necessary, split into chunks of up to 2 GB. However,
evaluation has shown that very large octrees (more than 2 GB) tend to be twice as slow as
those that fit inside the 2 GB; it is thus necessary to adjust the octree parameters to fit it
into the size of 2 GB.

Initially, the process required 3 compute shaders to traverse an octree with 8-bit bit-
masks on the second lowest level. The first traverses the path bottom-top, selecting all the
bitmasks that are valid for processing, gets their sizes and stores them as a prefix scan of
their sizes and starting offsets. This kernel spawns only a single workgroup and each thread
processes one bitmask in node, traversing bottom-up. In order to calculate prefix scan and
its storing index in the global memory using only a single atomic addition, we split a 32-bit
integer into 8 bits for the storing position and 24 for the actual prefix scan. This limits
the amount of edges to 224 which is roughly 16.7 million. The updated implementation
described in the Chapter 7.7.1 does not pose this limitation. We can use 8-bit for storing
the index — the total amount of 8-bit numbers having exactly i-th bit set is 128 and not
all of them are valid (single bit set), plus the octreeDepth — 1 more masks for levels other
than 2nd lowest is still less than 2% as it is improbable that the octree would be so deep
that the sum would overflow 8-bit limit. As stated above, the octree depth in practice is
no more than 6 levels (0 —5).

The computed prefix sum goes to a kernel performing copy operation — copies edge IDs
for processing into potential and silhouette buffer. Each thread processes a single edge.
First the thread finds its index by binary searching the prefix sum and choosing potentially
silhouette or silhouette buffer, then performs the copy operation.
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The last kernel takes the edge IDs and processes them — potentially silhouette edges
are tested against the light source and cast, data stored in the silhouette buffer are first
decoded (edge ID, multiplicity) and then cast. To reduce global memory writes, shared
memory is used to perform per-subgroup atomic operations, the result of the subgroup is
then atomically added to global memory variable. This technique is used to allocate index
for storing the cast edges in the global memory. The shadow volume geometry is then
drawn using only a vertex shader.

The octree with 64-bit bitmasks requires more complicated prefix scan implementation
as the amount of buffers can go to thousands. Prefix scan is carried out for potential and
silhouette edges separately, two kernels when the expected amount of bitmasks is less than
1024, 3 kernels if more. 1024 is typical limit on the amount of threads per workgroup. If
more workgroups need to cooperate on the results, an extra kernel is necessary to create
a prefix sum from the last elements of the summed data per workgroup. Finally the third
kernel adds these sums to the respective elements. This approach is based on Harris’s
CUDA algorithm [40].

7.6 Measurements

The tests were designed to evaluate build and traversal process of the octree. The method
was implemented in a test application using OpenGL, compiled in Visual Studio 2015 x64
and tested on Core i5-6500 system with 16 GB of RAM using GeForce RTX 2080Ti graphics
card.

7.6.1 Built Tests

The aim of these tests was to evaluate the building time and octree sizes on several popular
models — Sibenik cathedral, Conference room and Sponza. All models come from McGuire’s
archive [79].

The scenes were evaluated under several different octree settings as seen in the Ta-
bles 7.1, 7.2 and 7.3. We set the octree depth to 3-5 as these values present the most
usable cases. We have also tested the impact of the increasing voxelized space around the
model by scaling the scene’s AABB. The tests cover 3 types of edge propagation — propagat-
ing only those edges that are common for all 8 siblings up the hierarchy, the 8-bit bitmask
utilized to propagate between bottom and 2nd lowest level and 64-bit bitmask compressing
between lowest and 3rd lowest octree level.

One of the first notable things is that the build scheme utilizing 8-bit bitmasks is actually
faster than the scheme without any bitmasks. This is due to fact that GPU compression
occurs in the very first stage of the algorithm thus the following stages have to process
a smaller amount of data. However, the 64-bit bitmask propagation is performed as a
postprocessing step and it happens on the CPU, thus being very slow, even though the
algorithm was written using OpenMP. We tested the 64-bit compression also on the AMD
ThreadRipper system with 24 cores, which improved the 64-bit compression build time
by around 60 %, but other two methods performed significantly slower, probably due to
different architectures of the two processors.

The amount of memory required to store the octree increases roughly by a factor of 4
with every level. On the other hand, the amount of SE extracted from the octree increases
by about 10 % and the amount of PE is halved with every level of the octree. This could
be observed on all test scenes.
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Octree Size | Build Size | Build | Size | Build Pot Sil Pot Sil
Depth Scale (MB) s) c8 c8 c64 c64 Avg Avg % %
MB) | (s) | MB) | (s) Avg | Avg

1 52 0.62 16 0.58 5 11.39 | 19668 | 16105 | 16.76 | 72.20

2 57 0.60 18 0.57 5 14.69 | 21586 | 15649 | 18.40 | 69.91

3 4 58 0.61 18 0.57 5 17.12 | 22088 | 15514 | 18.82 | 69.25

8 58 0.61 18 0.57 5 17.98 | 22179 | 15494 | 18.90 | 69.26

16 58 0.61 18 0.57 6 18.35 | 22147 | 15498 | 18.87 | 69.19

1 235 1.77 77 1.54 27 21.37 | 10291 | 18801 | 8.77 | 84.28

2 256 1.75 84 1.55 29 29.13 | 11359 | 18531 | 9.68 | 82.85

4 4 262 1.75 86 1.54 30 32.38 | 11610 | 18469 | 9.89 | 82.51

8 263 1.75 86 1.53 30 35.10 | 11688 | 18444 | 9.96 | 82.37

16 263 1.74 86 1.53 30 35.32 | 11690 | 18448 | 9.96 | 82.42

1 1022 | 7.67 341 6.82 127 | 62.17 | 5304 | 20405 | 4.52 | 91.52

2 1122 | 7.71 376 6.78 139 | 76.00 | 5876 | 20266 | 5.01 | 90.62

5 4 1147 | 7.78 385 6.78 141 81.60 | 6008 | 20246 | 5.12 | 90.45

8 1155 | 7.69 388 6.79 143 83.72 | 6038 | 20236 | 5.15 | 90.41

16 1155 | 7.75 388 6.77 142 | 86.69 | 6051 | 20237 | 5.16 | 90.39

Table 7.1: Build test of Sibenik scene, consisting of 117 342 edges. We evaluated the build
times and resulting octree size under various voxel sizes and scales. The 3rd and 4th
columns contain results for octree that only propagates edges common for all 8 siblings up
the hierarchy. Columns tagged “c8” and “c64” show build times and sizes when using 8-bit
or 64-bit bitmasks. The numbers in “Pot Avg” and “Sil Avg” columns show the average
number of PE and SE acquired during octree traversal, tested from each lowest level voxel.
The second column from the last tells the average amount of edges from the full edge count
that needs to be tested, the last column describes the average amount of SE acquired from
octree as the percentage of all silhouette edges observed from light position in the middle
of each lowest level voxel.

Octree Size | Build Size | Build | Size | Build Pot Sil Pot Sil
Depth Scale (MB) s) c8 c8 c64 c64 Avg Avg % %
(MB) (s) (MB) (s) Avg Avg

1 80 0.84 25 0.79 8 34.95 | 34338 | 19426 | 17.61 | 65.87

2 93 0.84 29 0.78 9 50.55 | 39952 | 18481 | 20.49 | 62.37

3 4 96 0.84 30 0.79 10 59.29 | 41323 | 18288 | 21.19 | 61.56

8 97 0.84 31 0.78 10 62.89 | 41656 | 18265 | 21.36 | 61.46

16 97 0.84 31 0.78 11 64.99 | 41794 | 18243 | 21.43 | 61.32

1 379 2.55 121 2.54 42 69.81 | 18675 | 23055 | 9.58 | 78.19

2 431 2.64 139 2.53 48 106.65 | 21857 | 22317 | 11.21 | 75.35

4 4 443 2.62 144 2.52 50 124.19 | 22595 | 22187 | 11.59 | 74.71

8 446 2.64 145 2.53 51 134.23 | 22783 | 22154 | 11.68 | 74.54

16 447 2.65 146 2.54 52 136.04 | 22832 | 22149 | 11.71 | 74.51

1 1786 | 10.66 | 581 8.80 209 | 150.24 | 9894 | 25738 | 5.07 | 87.29

2 2044 | 11.49 | 668 8.92 238 | 222.80 | 11698 | 25234 | 6.00 | 85.18

5 4 2102 | 11.12 | 687 8.61 245 | 265.10 | 12123 | 25151 | 6.22 | 84.69

8 2120 | 11.23 | 694 8.81 248 | 284.60 | 12219 | 25141 | 6.27 | 84.58

16 2121 | 11.28 | 694 8.96 249 | 291.80 | 12241 | 25135 | 6.28 | 84.56

Table 7.2: Build test of Conference scene, consisting of 195019 edges. See Table 7.1 for
column description.

82



Octree Size | Build Size | Build | Size Build Pot Sil Pot Sil
Depth Scale (MB) s) c8 c8 c64 c64 Avg Avg %0 %
(MB) | (s) | (MB) (s) Avg | Avg

1 192 1.56 60 1.40 19 270.59 | 83074 | 31640 | 19.26 | 58.98

2 202 1.57 63 1.38 20 332.78 | 86744 | 30845 | 20.11 | 57.30

3 4 205 1.59 65 1.37 20 361.90 | 87829 | 30661 | 20.37 | 57.08

8 206 1.62 65 1.37 21 373.43 | 88157 | 30644 | 20.44 | 57.08

16 206 1.60 66 1.38 21 379.24 | 88382 | 30618 | 20.49 | 57.02

1 893 5.31 289 5.10 96 586.34 | 44817 | 39567 | 10.39 | 73.72

2 930 5.36 302 4.62 101 705.98 | 47044 | 39029 | 10.91 | 72.58

4 4 943 5.40 306 4.62 102 783.30 | 47414 | 38933 | 10.99 | 72.34

8 946 542 306 4.64 103 819.03 | 47559 | 38906 | 11.03 | 72.34

16 948 5.41 307 4.61 103 837.29 | 47636 | 38899 | 11.05 | 72.34

1 4111 | 21.17 | 1359 | 1545 | 498 | 1210.22 | 23895 | 45123 | 5.54 | 84.18

2 4305 | 21.37 | 1425 | 1590 | 504 | 1517.91 | 25094 | 44867 | 5.82 | 83.47

5 4 4345 | 21.20 | 1438 | 16.18 | 522 | 1635.41 | 25321 | 44782 | 5.87 | 83.34

8 4351 | 21.25 | 1441 | 16.36 | 511 1735.49 | 25374 | 44819 | 5.88 | 83.30

16 4357 | 21.13 | 1443 | 16.26 | 519 | 1789.33 | 25376 | 44782 | 5.88 | 83.31

Table 7.3: Build test of Sponza scene, consisting of 431246 edges. Check Table 7.1 for
column description.

Tables 7.1, 7.2 and 7.3 also show the algorithm’s biggest weakness — the memory con-
sumption, dependant on the algorithm settings. For practical standpoint, the use of 8-bit
bitmasks seems to be the best choice, in terms of both build time and octree size. The
memory consumption of the method can be expressed by Equation (7.4) where S is an
approximation of the resulting size of the octree structure in MB, e is the number of edges
in millions, d is octree depth and ¢ is compression ratio. The compression ratio was com-
puted as an average ratio between the compressed octree and non-compressed version of
the octree. The ratios are 1 for octree without compression (propagating only edges in all
siblings), 0.32 when utilizing 8-bit bitmasks and 0.11 than using 64-bit bitmasks.

S(e,d,c)=e-8-V;-c (7.4)

Values V; define the approximate size of a single voxel per 1 million edges. These values
were calculated as Vd(d,e) = S,,/8/e, where S, is the measured size of non-compressed
octree. Values obtained by this equation are V3 = 0.93, V; = 0.53 and V5 = 0.30. The
average relative deviation of Equation (7.4) is 6 %.

7.6.2 Silhouette Extraction Tests

In order to test the silhouette extraction, we implemented a brute-force silhouette extrac-
tion method based on OpenCL implementation described in the previous paper [90] but
using faster robustness computation described in the Chapter 6.2.2. The method was im-
plemented in OpenGL’s compute shader and tested every edge for silhouettness. Both
versions of the method outputted edge ID and its multiplicity, shadow volume rendering
was not accounted in the resulting time.

We compiled a set of 26 test scenes consisting of several popular test models (Bunny,
Sibenik, Conference, Sponza, Gallery, Buddha) [79] as well as two types of synthetic test
scenes. The first type were scenes consisting of increasing amount of spheres, arranged in
a uniform grid. These scenes had 33 750 to 1574640 edges. The second type of synthetic
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Figure 7.8: Average extraction times for compilation of 26 scenes (sorted by the number
of edges). Red line represents brute force compute shader method, blue line represents our
new proposed method. The area around the lines represents (+) mean absolute deviation.

. Average | Max Abs Deviation
Compression
(ms) (ms)
basic 0.098 0.011
8-bit 0.102 0.012
64-bit 0.134 0.013

Table 7.4: Comparison between compression levels on Sponza scene. Average octree traver-
sal time calculated from 1000 different light positions in the scene and maximum absolute
deviation from the average. Row “basic” accounts for propagating edges inly in all siblings.

scenes had randomly positioned spheres, having 124 200 to 933 120 edges. The method was
evaluated on octree depths of 3 and 5, posing and the best and worst case scenario, and
AABB scales of 1, 2, 4, 8 and 16. In a single test run, we moved the light source throughout
the octree volume in a 10 x 10 grid, both for the hierarchical and brute-force method. For
each light source location, we evaluated the extraction time 5-times, resulting in a total of
75000 measurements in each scene — 50 000 for our approach and 25000 for the brute force
method. The hierarchical method was evaluated for 2 octree depths, that’s the reason for
having twice as much evaluations as the brute force method.

We computed average value and mean absolute deviation from each scene, the results
are shown in the Figure 7.8. It can be observed that the proposed method reduced the
sensitivity of silhouette extraction to the number of edges, compared to the brute force
approach. The octree-based method performs better on scenes having more than 200 000
edges. Its average absolute variance is almost half of the brute force approach.

Performance of non-compression and 64-bit schemes were evaluated as well, results can
be seen in the Table 7.4 which shows an average silhouette extraction time. It can be seen
that 64-bit bitmask scheme is about 30 % slower than the other methods; algorithm using 8-
bit bitmask seems as the most viable option as it greatly reduces the memory consumption
at minimal performance cost of around 3 %.

We can estimate the extraction time for brute force approach as t, = E - K where E
is the number of edges and K the extraction complexity. The designed octree-traversal
algorithm yields t; = P - E - K + T where T is the traversal cost and P is the ratio of
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potentially silhouette edges, which can be seen in the second last column of Tables 7.1 —
7.3. Based on the build test results, we estimated the P to be 0.2, 0.1 and 0.05 for octree
levels 3, 4 and 5. T" was measured to be 0.075ms in average.

7.7 Improvements

I further improved the method after being published. The initial version was focused on
two compression schemes — using 8 and 64-bit bitmasks that were propagated only between
two levels of the octree. I tried to implement the method more according to the original
design — to have a bitmask (8-bit) on all levels of the octree and to make the traversal much
faster.

7.7.1 Octree Build

The build process now constructs the octree in a top-bottom fashion in two passes. The
idea is that when an edge traverses octree, it is initially marked as PE until the spatial
voxelization is fine enough that the edge is tested to be silhouette at certain level or the
lowest level is reached. During the first pass, at level ¢ and current voxel in the traversal
path V;, an edge is tested against the children Vi1 4, (x € 1,8) of V; in the level i 41 where
each of the children reports the test status as being PE or SE with multiplicity M, each
identified with a bitmask indicating the children that share the same test result. When a
child is tested as PE, that voxel Vi1, is placed on the stack for further processing if level
1 is less than maxzLevel — 1 or stored to either V; if the bitmask has more than one bit set
or stored to a child Vj;1, under its full bitmask. All sets of children that are SE and have
the same multiplicity M for the tested edge are processed an stored based on the bitmask
result, similarly to PE. When the first pass is complete, all SE are processed and stored in
the respective voxels, PE are stored in the lowest two levels.

The second pass propagates PE up the hierarchy from maxLevel — 1 upwards. First, on
every level, each voxel’s edge IDs are sorted. Then, a set of all edges from all 8 siblings is
constructed and edges from this set are tested against the edges of the sibling voxels. Based
on the test result, the tested edge is stored either to the sibling’s parent or to a particular
sibling (if only a single sibling tested the edge positively).

OpenMP parallelization was utilized in order to speed up the build process. The first
pass runs with one edge per thread, but a thread-safe set insertion had to be implemented
to prevent data inconsistency. The second pass runs one thread per 8 siblings in a level
and no mutual exclusion is required this time as groups of siblings are independent within
a level.

I have observed that the build process produces a lot of bitmasks whose number of
containing edges is rather small. The optional third pass would move the edges from
bitmasks having less than a user-defined threshold of edges from parent to its children.
This reduces the amount of bitmasks during the traversal process, but the performance
benefit was 2-5 %.

7.7.2 Traversal

The most effort was put to optimize the traversal, which now requires only two kernels in
total. The first kernel prepares a so-called edge ranges buffer which stores a starting offset
to the edge buffer that stores all voxel edges linearly and the number of edges to be read
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from that particular position, e.g. the number of edges stored under a particular bitmask
that starts at a certain offset in a large buffer. A flag stating if the edge range information
regards to PE or SE is encoded to the number of edges. In order to distribute work more
efficiently, the amount of edges under a single bitmask is divided into several ranges based
on the workgroup size of the second kernel that processes the edges.

The edge ranges are processed in the second kernel. Each workgroup processes a single
edge range; if a workgroup processes silhouette edge range, each thread reads its respective
encoded edge and writes it to the output buffer. When a range of PE is processed, the
thread reads the edge vertex data, computes the multiplicity of the edge. If the multiplicity
is non-zero, the multiplicity and the edge ID is encoded into a single unsigned integer and
stored. The storage index is obtained by using a combination of local and global atomic
operations — each subgroup of threads first increments a counter in its shared memory and
then only a single thread increments the global counter, reducing global memory access.
The value obtained from the global counter is the distributed using shuffle intrinsics.

This new approach writes considerably less data between the kernels compared to the
original version of the algorithm, instead of writing all the edge IDs and multiplicities, only
the edge ranges are written. There is also no need for computing the prefix scan from the
edge sizes. These optimizations increased the performance of the method, as shown below.

7.7.3 Measurements

The new implementation was similarly evaluated in terms of octree size and traversal speed.
The results of the octree size test are presented in the Table 7.5. The same models as in
the Tables 7.1 — 7.3 were used. As can be seen, the size of the octree reduced by 21.14 %
in average compared to the original implementation, peaking at 24.74 % for the smallest
scene. The efficiency slightly increases with octree depth but differs only slightly with the
changing scale of the octree volume.

The main focus was put to improve traversal. I compared the the method again against
a brute force compute shader method. It used the same output format from the compute
stage (linear array of encoded edge ID and multiplicity in one 32-bit integer) as the proposed
implementation. The brute force algorithm consists from a single compute shader that
goes through an array of extracted edges and tests each of them for silhouettness. This
algorithm too underwent optimizations — first of all, the multiplicity computation changed
slightly — instead of computing the triangle plane in the shader (see Algorithm 10), we
precompute these triangle planes and store them instead of the opposite vertices, saving on
the amount of instructions during the multiplicity testing. The same optimization was used
in the hierarchical implementation. We chose popular test scenes similar to the previous
evaluation — Sibenik, Villa, Conference, Sponza, Epic Citadel and Buddha. The amount
of triangles and edges of these test scene can be seen in the Table 7.6. The traversal test
results can be seen in the Figure 7.9. All scenes were tested with octree maximum depth
of 5 (depth of 0 is the top level).

It can be observed that both methods benefit from the optimizations. Compared to
the graph in the Figure 7.8, new approach is now able to outperform brute-force method
even on smaller scenes. The brute-force approach improved its performance by about 17 %
compared to the previous evaluation. Hierarchical approach gained around 20 % on the
Buddha scene. Considering the opposite side of spectrum, the scenes having the least
amount of edges (Sibenik and Villa), both methods reduced the silhouette extraction time
by approximately 70 %.
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Sibenik Conference Sponza

%thel‘: Scale | Old | New ]()(;Bf)f Old | New ?;of)f Old | New ](?;g
1 16 | 13 | 1875 | 25 | 20 |20.00| 60 | 49 | 18.33

2 18 | 14 2222 29 | 24 |17.24| 63 | 52 | 17.46

3 1 18 | 14 | 2222 30 | 24 |20.00| 65 | 53 | 18.46
8 18 | 14 |2222] 31 | 25 |1935| 65 | 53 | 18.46

16 | 18 | 14 | 2222 31 | 25 |19.35]| 66 | 53 | 19.70

1 77 | 59 | 23.38| 121 | 93 | 10.01 | 289 | 231 | 20.07

2 84 | 65 | 22.62| 139 | 112 | 19.42 [ 302 | 241 | 20.20

4 1 86 | 66 | 23.26 | 144 | 115 | 20.14 | 306 | 244 | 20.26
8 86 | 66 | 23.26 | 145 | 116 | 20.00 | 306 | 245 | 19.93

16 | 86 | 66 | 23.26 | 146 | 116 | 20.55 | 307 | 246 | 19.87

1 | 341 | 258 | 24.34 | 581 | 457 | 21.34 | 1359 | 1059 | 22.08

9 | 376 | 284 | 24.47 | 668 | 525 | 21.41 [ 1425 | 1110 | 22.11

5 4 | 385 | 200 | 24.68 | 687 | 54l | 21.25 | 1438 | 1119 | 22.18
S | 388 | 202 | 24.74 | 694 | 545 | 21.47 | 1441 | 1123 | 22.07

16 | 388 | 292 | 24.74 | 694 | 546 | 21.33 | 1443 | 1124 | 22.11

Table 7.5: Comparison of the original and improved implementation in terms of memory
consumption on 3 testing scenes. The “Old” column refers to the previous 8-bit compression
scheme, “New” refers to the improved implementation. The “Diff” column shows the size
difference between the two implementations with the original approach being 100 %. The

average size decrease in size is 21.14 %.

Nof Nof

Triangles | Edges

Sibenik 75283 117342

Villa 88870 136 663

Conference 124619 195019

Sponza 279163 431 246

Epic Citadel 613567 921555
Buddha 1087476 | 1630522

Table 7.6: Parameters of the test scenes used during traversal evaluation.
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Figure 7.9: Average silhouette extraction times and mean absolute deviations for a set of
popular test scenes (Sibenik, Villa, Conference, Sponza, Epic Citadel and Buddha) with
up to 1.6 million edges. CSSV is the brute-force extraction method, HSSV new optimized
hierarchical implementation.

7.8 Evaluation

At first, the hierarchical method was implemented having two compression schemes using
8-bit or 64-bit bitmasks, but worked only between two levels of the octree. Although the
64-bit scheme produced smaller octrees, the traversal was costlier as the method produced
a lot more bitmasks — tens of thousands compared to theoretical maximum of 247 for 8-bit
scheme (256 minus zero and all 1-bit numbers). The resulting algorithm is less sensitive to
the number of edges and its absolute deviation is less than the brute-force compute shader
method.

The improved implementation of the hierarchical method compresses all levels of the
octree using 8-bit bitmasks. The traversal was greatly optimized by removing the prefix
scan and greatly reducing the amount of memory written and read during the process.
The amount of kernels was reduced to just two. Both hierarchical and brute-force methods
were optimized by precomputing triangle planes and storing them instead of the opposite
vertices and using encoded multiplicity with edge ID to reduce the amount of data written
in the output.

The method, however, carries several disadvantages as well. The biggest one is memory
consumption as the size of the octree can go to gigabytes, especially when the octree depth is
4 or 5, depending on the tested scene. Although the improved implementation reduced the
amount of memory by about 21 %, its size still exceeds practical expectations. Besides, the
method cannot handle elastic or deforming geometry as this would require the acceleration
structure to recompute, which cannot be achieved in real time.
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Figure 7.10: Instead of using one hierarchical structure, the algorithm would use two — one
for the close vicinity of the model and one for all the other space around. The green part
shows the hierarchical structure as presented, the orange part is the second hierarchical
structure that uses spatial angles instead of voxels.

Future research could also evaluate usage of homogeneous coordinates, which may create
hierarchy with unlimited spatial span based on spatial angles, see Figure 7.10. This would
remove the limitation on the space where a light can be positioned. Directional lights could
be used with this hierarchy as well - the cells on the bottom level would represent specific
spatial angle of possible incoming light direction.
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Chapter 8

Comparison of Omnidirectional
Precise Shadow Methods

Several interesting shadowing techniques rendering shadows from omni-directional light
sources have emerged recently. We categorized these methods into 4 categories — stencil
shadow volumes, methods using traversal of an acceleration structure from view samples
or scene geometry, methods based on Irregular Z-Buffer and ray tracing. Recent develop-
ment of graphics hardware has brought hardware support for ray tracing into consumer
graphics hardware, at the time of writing by nVidia as its RTX API available to DirectX
12 and Vulkan as extensions. We further optimized some of the tested methods in terms of
robustness and performance. All methods are evaluated on several popular test scenes and
in different resolutions. The whole testing framework, including source codes of the tested
algorithms, have been made publicly available.

These findings have been recently accepted to the Computer Graphics Forum. I am
the author of the text, implemented Omnidirectional Frustum-Traced Shadows, Deep Par-
titioned Shadow Volumes and coordinated the testing process.

8.1 Selected Methods

We categorized the omnidirectional shadowing techniques into several categories — sten-
cil shadows, methods using acceleration structures built from view samples, acceleration
structures built from scene geometry, methods using irregular Z-buffer (IZB) [53] and ray
tracing. We tested and evaluated several methods representing each category.

Stencil shadows are represented by an implementation in the compute shader (CSSV)
based on the algorithm proposed by Milet [81].

The second category, acceleration structures built from the view samples, will be rep-
resented by the Per-Triangle Shadow Volumes (PTSV [99]) and Clustered PTSV (CPTSV
[98]).

We chose Deep Partitioned Shadow Volumes from the category of methods building
acceleration structures from scene geometry as its shader sources are publicly available and
the scale of the evaluated models should suit the method.

Although IZB-based methods are not explicitly omnidirectional, we have implemented
the Frustum-Traced Shadows[113] using omnidirectional parameterization, similar to om-
nidirectional shadow mapping (Omnidirectional Frustum-Traced Shadows, OFTS).
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As we used a single point light source in our test scenes, we implemented a hardware-
accelerated ray tracer casting one shadow ray per fragment using NVIDIA RTX. The source
codes for both testing programs are freely available on GitHub ' as a reference for other
researchers and as a public benchmark.

All methods except for the ray tracing were implemented in a multi-platform framework
using OpenGL 4.5 core. Ray tracing was implemented in Vulkan using VK_NV_ray_tracing
extension. Both test programs use the same mechanics — we utilized a deferred pipeline
to first render the G-buffer (position, depth, normal, color, triangle ID) which serves as
the input for the shadowing method. As all these methods use different ways of applying
shadows to the scene (stencil mask, acceleration structure traversal, shadow map), we
decided to unify the tested algorithms in terms of output. Each method is supposed to fill
a shadow mask texture that is then used in the final rendering pass to apply shadows to
the view samples.

The following subsections describe our implementations for all these methods in more
detail.

8.2 Implementation and Optimizations

We based our stencil shadow volumes on z-fail using techniques from [81] and [62], as it ad-
dresses the robustness issues of shadow volumes. The connectivity information is extracted
on the CPU and without loss of generality, we set the maximum possible multiplicity to 2 in
our tests — edges having more than 2 adjacent triangles were split into several instances. The
compute shader then tests every edge for silhouetteness. In order to minimize the amount
of data written to the global memory, the compute shader only outputs one encoded integer
per silhouette edge consisting of edge ID and its multiplicity. Then, the geometry shader
receives this encoded information as a vertex attribute and casts the edge side as many
times as its multiplicity with correct triangle winding based on the multiplicity sign. To
speed up the computation process even more, we replace storing opposite vertices with the
edges with pre-computed triangle planes that would otherwise have to be calculated every
time in the silhouette testing shader from the edge vertices and from the opposite vertex.
The shadow volume caps are rendered similarly using the geometry shader, we compute
multiplicity from the triangle and the light source, the sign of the multiplicity determining
the winding of the triangle.

8.2.1 PTSV and CPTSV

Both PTSV and CPTSV aim to reduce the shadow volume rasterization times as it is
the most demanding step. They do not use traditional rasterization of shadow volumes
as the stencil methods, instead they hierarchically rasterize the shadow volumes into an
acceleration structure. PTSV uses a hierarchical depth buffer and a shadow mask buffer.
CPTSV uses a 3D tree of view sample clusters, as seen in Figure 8.1. All hierarchical
structures have a branching factor equal to 32 (SIMD size) in the original design. Threads
in each warp cooperate in rasterization of one shadow frustum.

We re-implemented both methods in OpenGL according to the original papers and avail-
able source codes. The authors provided us with the implementation of PTSV in CUDA. We
modified the implementation to run on different hardware (AMD) and to support different

"https://github.com/dormon/Shadows, https://github.com /neithy/NeiGinPublic
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Figure 8.1: The image shows view-samples (colored triangles) and clusters (green boxes)
on one level of the CPTSV’s hierarchy.

resolutions and fixed some visual artifacts. We tested different memory storage types (tex-
tures and buffers) for intermediate results. In the end, we chose textures as they performed
slightly better.

CPTSV was implemented from scratch with all the extensions mentioned in the original
paper, except for load balancing. We implemented the traversal shader using a small stack
since template recursion is not possible in OpenGL.

We further optimized the construction of upper parts of the 3D cluster tree by storing
the IDs of active nodes of the previous level and launching only the appropriate number of
threads. We also tried to minimize the number of operations required to compute Morton
codes for x, y, and z components with different bit lengths. Furthermore, we optimized the
traversal step of the algorithm by reducing the number of registers required for the stack
using local memory.

According to our measurements, we are convinced that our implementation is on a par
with, or faster, than the original implementation.

8.2.2 Deep Partitioned Shadow Volumes

The shaders for DPSV [83] have been made publicly available by the authors; we provided all
the necessary inputs and outputs for the method. We implemented a deterministic shadow
plane construction based on [81], which helped with blinking artifacts we encountered with
this method. After testing all 3 variants of the method’s TOP tree traversal (stack, stackless,
hybrid), we opted for the hybrid variant, combining both approaches, as it was the fastest
of all 3 versions.
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8.2.3 Omnidirectional Frustum-Traced Shadows

This method was implemented using all optimizations mentioned in the original paper[113]
(tight-fitting projection, discarding back-facing view samples, removal of already shadowed
view samples, depth buffer initialization) including the reprojection of areas with very long
lists using off-center projection [103]. Our implementation works similarly to omnidirec-
tional shadow mapping, utilizing 6 light frusta to cover all directions. We cull those frusta
in two stages — first on the CPU by computing collisions of light frusta with camera frus-
tum and producing a bit mask, which speeds up the heat map construction. The second
frustum culling occurs when computing new projection matrices, as some of the visible
light frusta may not contain any view samples. The whole method runs in a single pass
using compute shaders to compute the heat map (list lengths per light-space texel), new
projection matrices and 1ZB; the depth buffer optimization and the IZB traversal utilize
geometry shader and layered rendering to draw to several textures simultaneously. The
1ZB traversal pass requires conservative rasterization; we use NVIDIA’s OpenGL extension
GL_CONSERVATIVE_RASTERIZATION_NV.

8.2.4 Ray Tracing

Shadow rendering by ray tracing was implemented separately in a Vulkan test program using
NVIDIA’s VK_NV_ray_tracing extension. Similarly to other implemented methods, it used
geometry information provided by the G-buffer to create a per-fragment shadow mask. A
simple ray generation shader casts a ray from the fragment position towards the light and
the corresponding miss shader marks the fragment as lit. As a precise triangle intersection
is not required, we enabled an optimization in the form of TerminateOnFirstHit flag, i.e.,
terminating BVH traversal upon hitting any triangle towards the light source.

To use the ray tracing extension, a two-level bounding volume hierarchy is required.
The bottom level consists of elements of the geometry, and the top level is built from
bounding volumes of object instances. In the case of static geometry, the acceleration
structure is created once and never updated. For a scene with moving objects, only the
top level needs to be updated with transformations. The bottom level structure needs to
be updated only when the geometry changes (elastic simulation, skinning, etc.). In order
to simulate several possible scenarios, we included measurements without BVH updates as
the best-case scenario and a full per-frame BVH rebuild as the worst case. Building is done
on the GPU; therefore, all memory needs to be allocated in advance. The API provides an
upper estimate of the required memory amount based on the provided geometry, but the
final size of the BVH is usually around 50 % of the estimate.

8.3 Measurements

The measurements were carried out on a set of popular scenes; details can be seen in
Table 8.1. Although “Villa” is a small scene compared to modern standards, it was used
in [98], and we will demonstrate that this method was designed specifically for scenes of
this type - high depth complexity and falls behind on other scene types. Even “Hairball”,
with its 2.8 million triangles, poses a challenge for the tested algorithms. All scenes were
tested with a single point light source. The “Buddha” and “Hairball” scenes were slightly
modified — we positioned both models on a plane, acting as a shadow receiver. Each scene
was tested using a camera flythrough that took 1000 frames. Every frame was rendered 5
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Table 8.1: Test scenes used for method evaluation.

Scene Triangle Count | Edge Count
Villa 88 870 136 663
Conference 124619 195019
Sponza 279163 431246
Closed Citadel 613 567 921555
Buddha 1087476 1630522
Hairball 2880002 4290005

Table 8.2: Memory consumption of all tested algorithms on all scenes. The sizes for the ray
tracer are only for the BVH structure. As we only cast one secondary ray per fragment,
they should fit into the GPU registers. The memory footprint of Sintorn’s methods (PTSV,
CPTSV) depends on the resolution and other factors, so the table only shows the size of
shadow frusta buffers. All sizes are in MB.

Scene RTX | CSSV | DPSV | PTSV | CPTSV
Villa 5.63 7.82 10.85 8.13 9.49
Conference | 7.88 11.16 15.21 17.85 20.83
Sponza 17.50 | 24.68 34.08 39.48 46.06
Citadel 38.56 | 52.73 74.90 84.37 98.43
Buddha 68.40 | 93.30 | 132.75 | 149.27 174.16
Hairball 181.02 | 245.48 | 351.56 | 392.76 458.22

times and the average time of the shadow mask creation was written to a .csv log file. The
tests are focused on resolutions of 1920 x 1080 and 3840 x 2160, but we have also tested on
other resolutions, from 1K x 1K to 4K x 4K, when evaluating the resolution dependency.
The memory consumption of all methods is analyzed as well.

All tests were carried out on an AMD ThreadRipper 1920X system with 32 GB of RAM
and a GeForce RTX 2080 Ti graphics card with hardware ray tracing support. Some of
the test were run on a GeForce GTX 1080Ti that supports RTX API in fallback mode
using compute shaders. The system runs on Windows 10, and both test applications were
compiled using Visual Studio 2019.

8.3.1 Memory Consumption

We measured the amount of memory each method requires for its acceleration structures;
the results can be seen in Table 8.2. The memory footprint of OFTS is not affected by the
scene geometry, as it depends only on the method parameters and the screen resolution.
We used two sets of parameters based on profiling — lower resolutions (up to 1920 x 1080)
used 1024 by 1024 for one slice of the 1ZB’s head texture, and higher resolutions used
2048 x 2048. The reason for this was to cope with the performance drops caused by
insufficient reprojection of the densest areas of the heat map. The heat map had a resolution
of 512 x 512 for all screen resolutions. This resulted in memory consumption of up to 98 MB
for lower resolutions (up to 1920 x 1080), and up to 403 MB at the resolution of 4000 x 4000.
The reason for such a high amount of memory at the higher resolutions is that the 1ZB’s
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Table 8.3: Average shadow mask creation times across all the test scenes at 1920 x 1080. The
bold values represent the fastest algorithm (except ray tracing). “RTX_AVG” represents
an average of “RTX” and “RTX rebuild”. The “AVG” column contains the average shadow
mask creation time across all frames on all scenes. All values are in milliseconds.

Villa | Conf. | Sponza | Citad. | Buddha | Hairb. | AVG

CPTSV 1.30 8.51 3.08 4.93 7.04 33.55 9.74
CSSV 2.23 0.68 1.57 4.15 2.24 29.90 6.80
DPSV 1.87 3.11 2.91 5.16 8.47 | 120.88 | 23.74
OFTS 2.05 2.05 3.70 3.30 5.22 | 14.32 5.08
PTSV 12.73 | 12.73 10.25 10.66 352.64 97.90 | 81.42
RTX rebuild 1.18 1.47 2.33 4.33 7.23 16.50 5.50
RTX 0.24 0.28 0.37 0.26 0.08 0.54 0.29
RTX AVG 0.71 0.88 1.35 2.30 3.66 8.52 2.90

head texture has 12 layers (6 sides with reprojection), the same for the depth texture for
the z-buffer optimization pass. At lower resolutions, the benefit of being independent on
the scene geometry prevails on larger models; however, at higher resolutions (3840 x 2160
and more), the method is the second most demanding, even at the “Hairball” scene.

From the rest of the tested methods, of which the memory footprint is dependent on the
amount of scene geometry, ray tracing reports the lowest amount of video RAM (based on
the upper estimate reported by the RTX API), followed by CSSV. The stencil method only
needs one buffer to store the edge information and another to write the resulting encoded
multiplicity and the edge ID. DPSV stores the TOP tree nodes in a single linear buffer and
its memory consumption is around 40 % higher than CSSV.

The memory requirements of PTSV and CPTSV depend on two factors: the number of
triangles and the resolution. Both algorithms need to allocate a shadow frusta buffer, the
size of which can be seen in Table 8.2.

Apart from the shadow frusta buffer, PTSV uses two acceleration structures — one
hierarchically stores the depth ranges per tile, the other contains the actual shadowed/lit
information. The depth range is represented by two float values; the number of tiles on
every level can be expressed by Equation (8.1), where T is the number of tiles, R the
resolution, N the number of levels, B the branching factor (workgroup size) and i the index
of the level. The size of these hierarchical structures is 5 MB at 4K resolution.

R

The memory footprint of CPTSV’s hierarchical structures is much larger than PTSV.
The actual size of the structures depends greatly on resolution, branching factor, and z’ bits
in the cluster key; the amount of memory can go up to 6 GB at 4K x 4K (buffer containing
the AABBs of the clusters). We have also implemented the memory reduction scheme as
mentioned in the original paper, reducing the amount of memory approximately 6.5-times
at a cost of about 5% of the performance.

8.3.2 Evaluation at 1920x1080

The results of all methods and scenes at 1920 x 1080 can be seen in Figure 8.2 and the
average shadow mask creation times in Table 8.3. PTSV was removed from the “Buddha”
graph (Figure 8.2¢) for clarity, as its average performance was 352 ms.
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Figure 8.2: Comparison of all the methods using flythroughs on various test scenes, reso-
lution 1920 x 1080, sorted by the amount of triangles. Each graph represents one tested
scene with results from methods tested. Ray tracing is measured twice — without any mod-
ification to the BVH (as “rtxNoRebuild”) being the best possible scenario and with full
BVH rebuilt every frame (“rtxBvhRebuild”) for the worst case. The “Buddha” scene does
not include the PTSV method, as its average performance was 352 ms and was removed for
clarity.
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Although RTX without BVH rebuild is the fastest method of all, it is also an ideal
condition that would probably not be achieved in a real scenario. “RTX AVG” as an
average is probably closer to a practical case, but even then it was the fastest in the most
cases. Ray tracing was also the most stable method tested.

CSSV’s average time was spoiled by the “Hairball” scene, where the silhouette is not
simple — the model is comprised chiefly of thin geometry, producing a complex silhouette
that generates a lot of shadow volumes requiring rasterization. Otherwise, this method
would be second to ray tracing in this scenario, even surpassing the “RTX AVG” time
twice. Compared to OFTS, stencil shadow volumes perform better on enclosed scenes
(“Conference”, “Sponza”) and scenes with a relatively simple silhouette (“Buddha”, as well
as “Conference”, has a relatively simple silhouette). Tree branches on “Villa” cast shadows
that cause a high fill rate, which leads to lower performance of the stencil method compared
to other techniques.

PTSV is the slowest method on most of the scenes. The “Buddha” scene seems to pose
a non-trivial problem for PTSV as the model contains a high number of small triangles
positioned mostly in the middle of the viewport. This triangle distribution causes an
imbalanced GPU load when traversing the acceleration structure of the view samples, as
only a handful of the view samples are affected by the vast majority of the scene geometry,
causing the method to perform very poorly in this test case.

CPTSV excels on the “Villa”, as the scene was specifically designed for this method.Both
PTSV and CPTSV perform unusually on the “Conference” scene, where the average time
is slower than on “Buddha”, despite having just 11 % of its geometry. This is probably
caused by missing load-balancing optimization, as there are larger triangles in the scene
(table, floor, etc.). A single triangle is processed by one warp, which causes improper load
balancing when the triangle covers a large portion of the screen, as a lot of nodes need to
be processed. Apart from these two cases, the method can be considered an average one —
not the fastest, not the slowest.

DPSV randomly builds its TOP tree every frame, meaning that the quality of the
acceleration structure differs from frame to frame. It can be observed as fluctuations mostly
on the “Hairball” scene. The complex and concentrated geometry in this scene poses a
challenge for the build phase of the algorithm, resulting in huge variation of the frame
times. The method was faster than CPTSV up to “Sponza”, but does not scale as well as
other methods with the increasing amount of geometry.

OFTS had to be tuned for smaller (up to 1920 x 1080) and larger resolutions separately,
as the parameters greatly affected sudden performance drops caused by the reprojection
area being too large and the most exposed lists did not get properly redistributed. This
happens most often when the camera is very close to the geometry or when the reprojection
itself cannot benefit from the shape of the reprojection area (e.g., when the longest lists
are in opposite corners of the heat map). Such spikes can be seen on the “Villa” scene. Its
performance also depends on the number of active light frusta, which can be seen e.g. on
the “Sponza” scene where the light is positioned in a way so that all 6 frusta are facing some
of the scene’s geometry, thus there are always multiple frusta active during the flythrough;
compared to e.g. “Buddha”, where most of the scene geometry will be concentrated in
a single frustum. OFTS can handle complex geometry, like “Hairball”, better than other
conventional methods. This method suffers from the same problem as omnidirectional
shadow mapping — seams between the cubemap faces, exhibiting as an occasional line of lit
fragments.
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Table 8.4: Average shadow mask creation times across all the test scenes at 3840 x 2160.
The table description is identical to Table 8.3.

Villa | Conf. | Sponza | Citad. | Buddha | Hairb. | AVG

CPTSV 2.16 | 18.51 7.52 12.61 5.96 29.95 | 12.79
CSSV 5.42 1.74 4.27 9.68 3.97 64.29 | 14.90
DPSV 4.95 8.52 7.01 10.62 10.61 | 129.97 | 28.61
OFTS 4.25 4.78 8.18 4.43 6.21 17.52 7.57
PTSV 5.40 | 41.62 23.52 13.19 316.87 91.77 | 82.06
RTX rebuild 1.85 2.23 3.36 5.0 7.31 17.66 6.24
RTX 0.90 1.06 1.40 0.99 0.25 1.93 1.09
RTX AVG 1.38 1.65 2.38 3.0 3.78 9.80 3.67

8.3.3 Evaluation at 3840x2160

The results of the 4K flythroughs are presented in Figure 8.3 and Table 8.4; the results
of the “Buddha” scene in Figure 8.3e are again missing the PTSV graph, as the method
performed very slowly — 316 ms on average. We were surprised by the results of the stencil
method on the 4K resolution, as we estimated that the rasterization of the shadow volumes
geometry would cause CSSV to perform as one of the slowest, but the results seem to follow
a similar trend as at 1920 x 1080. In terms of the average across all scenes, OFTS was again
second-fastest to ray tracing, followed by CSSV (mainly because of poor performance on the
“Hairball” scene) and CPTSV . Interestingly, the PTSV was able to outperform CPTSV
on the “Hairball” scene compared to the full-HD test; the reasons will be disclosed below.
OFTS had to be tuned for higher resolution, as we often experienced spikes in frame times;
for example, there were 270 ms spikes on both “Sponza” and “Hairball”. We had to adjust
the resolution and reprojection threshold to cope with them, but they are still visible. Ray
tracing is again the fastest solution.

8.3.4 Frame Time Decomposition

The timings of the particular components of each method can be seen in Figure 8.4, mea-
sured on the “Sponza” scene at 1920 x 1080 resolution. Sponza was chosen because the
omni directional light source can demonstrated be very well in its enclosed atrium.

CSSV can be broken down into two parts — silhouette computation and shadow volume
rasterization. We used the z-fail, thus we rendered both the front and back caps for each
shadow volume. The silhouette extraction takes only around 0.05ms (“compute”). The
extruded sides take the longest to render, as they consume a lot of fillrate. Drawing caps
takes on average 9.5 % of the total shadow computation time (0.15ms in average).

The time to build the hierarchical tree from the view samples in CPTSV is significantly
faster than in PTSV, 0.44 vs 3.17 ms on average. Wedge optimizations for faster tile culling
sped up the rasterization of the shadow volumes against the hierarchical tree structure.

All stages of OFTS except traversal take about 1ms combined. The traversal itself
takes 2.72 ms on average on this scene, about 73 % of the shadow compute time. “Sponza”
as an enclosed scene provides a good example, as the number of active frusta frequently
changes in the course of the test as well as projected area in each frustum. Sudden spikes
are caused by IZB lists being long.

98



villa conference
cptsv cptsv
—— cssv 80 —— cssv
—— dpsv —— dpsv
20+ — ofts 704 — ofts
— ptsv — ptsv
—— rtxBvhRebuild 60 - —— rtxBvhRebuild
15 —— rtxNoRebuild —— rtxNoRebuild
50 4
n w
E £
401
304
201
10 A
0
0 200 400 600 800 1000
frame
sponza citadel
cptsv cptsv
—— Ccssv 304 —— Ccssv
507 — gpsv — dpsv
— ofts — ofts
— ptsv 25 - —— ptsv
407 — rtxBvhRebuild —— rtxBvhRebuild
—— rtxNoRebuild —— rtxNoRebuild
v 30 '
204
10 1
0 T T T T T 0 T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000
frame frame
(c) (d)
buddha hairball
25
> cptsv cptsv
oS —— cssv
—— dpsv 3001 — dpsv
20 — ofts — ofts
—_— rthvhRebHiId 250 1 —— ptsv
— rtxNoRebuild —— rtxBvhRebuild
—— rtxNoRebuild

800 1000

0 200

600
frame

(f)

400

800

1000

Figure 8.3: Comparison of all the methods using flythroughs on various test scenes, resolu-
tion 3840 x 2160. The methods are labeled the same way as in Figure 8.2. The test on the
“Buddha” scene again does not include the PTSV method, as its average performance was
316 ms.
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Figure 8.4: Frame time decomposition of all methods on the Sponza scene at 1920 x 1080.
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Table 8.5: Average shadow mask creation times across all the test scenes at 1920 x 1080
running on GeForce GTX 1080Ti. The table description is identical to Table 8.3.

Villa | Conf. | Sponza | Citad. | Buddha | Hairb. | AVG

CPTSV 2.14 | 10.30 4.36 7.05 11.22 49.48 | 14.09
CSSvV 2.31 0.74 1.79 4.51 2.90 32.01 7.38
DPSV 2.93 4.63 4.19 6.87 9.86 | 137.08 | 27.59
OFTS 1.87 2.22 3.97 3.66 594 | 16.39 5.67
RTX rebuild | 3.62 3.22 5.12 7.26 8.53 26.28 9.01
RTX 2.39 1.65 2.74 2.45 0.42 7.66 2.89
RTX AVG 3.01 2.44 3.93 4.86 4.47 16.97 5.95

The ray tracer spent most of the frame time building the BVH structure; the tracing
itself is only around 20 % of the total time. We have also found out that the initial BVH
build takes up 10 ms more than all subsequent rebuilds, probably due to memory allocation.
The traversal part is very fast, also because all the rays are coherent and converge to a single
point.

8.3.5 Evaluation on GeForce GTX 1080Ti

We repeated the measurements using GeForce GTX 1080Ti, which supports the RTX API
in fallback mode, representing a well-optimized software ray tracing solution. The results
can be seen in Figure 8.5 and Table 8.5. As PTSV was the slowest method of all, we
excluded it from this measurement.

Ray tracing, on average, performs 2.1-times slower than on the RTX 2080T1; rebuild 1.6-
times and the traversal-only scenario 10-times. The acceleration structure traversal benefits
mostly from the hardware acceleration. Compared to other methods on this platform, ray
tracing without rebuild is not the fastest method until the Citadel scene. Although a
combined average time of ray tracing was second to pure traversal on the 2080Ti, it was
surpassed by OFTS on the 1080Ti. CSSV is also faster than RTX with rebuild on the
legacy platform. Conventional methods were, on average, 15.5% (8-30 %) slower than on
the 2080Ti.

8.3.6 Dependency on Triangle Count

Figure 8.6 shows performance dependency on triangle count across all of the tested scenes
and methods at 1920 x 1080. It was calculated as the average and mean absolute deviation
from all the frame times of the flythrough on a particular scene. Due to PTSV’s behavior
on the “Buddha” scene (described above), the method was excluded from the graph. It
also has the highest dependency on the triangle configuration of all the tested methods; its
mean absolute deviation at 4000 x 4000 was 30 ms. It can be seen that ray tracing without
rebuild does not put a lot of stress on the RT cores of the GPU; we are tracing 2 megarays
at 1920 x 1080 shadow rays per frame, where the hardware is, in theory, capable of 8
gigarays per second. OFTS shares similar triangle dependency with ray tracing with full
rebuild, having the lowest average and mean absolute deviation of the conventional methods.
CSSV is something of a surprise, as the method needs to rasterize a lot of infinite shadow
volume geometry. Although having lower triangle dependency than CPTSV in the tested
scenarios, the tide would change for larger scenes as the average curves of both methods
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Figure 8.5: Evaluation at 1920 x 1080 using GeForce GTX 1080Ti, having only software
support for ray-tracing. The methods are labeled the same way as in Figure 8.2. PTSV
was excluded from the measurements for clarity.
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converge. With the increasing number of triangles, DPSV was gradually outperformed by
other methods, and its curve steep final segment is the result of the “Hairball” scene.

8.3.7 Dependency on Screen Resolution

We produced a graph in a similar fashion for dependency on the resolution as well; see 8.7.

CPTSV’s average shadow computation time increased 7.5-times at 4096 x 4096 compared
to 4K resolution despite the fact the acceleration structures have the same size in both cases.
This occurred on every test scene. We found out that it is caused by incorrect view sample
depth clustering. The majority of the view samples in all screen tiles fell into the same
cluster even if their depth was different. The reason is the exponential division of the view
frustum’s depth. The amount of bits allocated for encoding depth using the Morton code
depends, apart from other factors, on the vertical screen resolution and on the distance of
the near clipping plane. To encode the depth at 4096 x 4096, the bit count would exceed
the allocated 10 bits, causing the z-part of the Morton key to overflow and thus storing
all view samples into the same furthest cluster. This resulted in a very long AABB of the
cluster (along the z axis) which causes very slow traversal, as most of the clusters have to be
visited by the majority of the shadow frusta. One of the possible fixes would be to allocate
more bits (13 or more) for the depth, but in that case, a 32-bit integer would be insufficient
and an arbitrary bit array would slow down the method. Using 64-bit keys would double
the already high memory consumption. Another possibility would be to divide the frustum
using a different scheme.

Provided CPTSV would not be affected by the problem mentioned above, we extrapo-
lated a hypothetical average frame time between 3.8 — 5.1 ms (using quadratic regression
and power curve) for 4K x 4K resolution. In such a case, the method would have had one
of the lowest resolution dependencies of all the tested methods.

Although PTSV and CPTSV have a lower resolution dependency thanks to the hierarchy
they build, they have larger initial overhead and don’t scale well with the increasing amount
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Figure 8.7: Computational times as they depend on the screen resolution on the “Villa”
scene.

of triangles. As expected, CSSV is more sensitive to resolution than other methods; its curve
is similar to OFTS but absolute deviation is the widest (except for 4k x 4k). DPSV follows
CSSV in this scenario, but ends up slightly above. Hardware-accelerated ray tracing has
the lowest sensitivity on all the test scenes.

8.4 Time Complexity

Although the authors of the original papers do not state the complexity of their algorithms,
we tried to estimate the average time complexity based on increasing scene complexity,
screen resolution and multiple light sources for every major part of the tested algorithms.
These findings can be seen in Table 8.6. In terms of resolution, most of the algorithms scale
linearly with the increasing amount of pixels except for CPTSV. When multiple lights are
used, ray tracing seems again to be the best possible method as it does not require a BVH
rebuild, unlike all the other evaluated methods.

8.5 Discussion and Conclusion

We were able to compare several modern omni directional shadowing methods with precise
hard shadows. These methods were tested on several popular test scenes under multiple
resolutions.

Hardware-accelerated ray tracing is the clear winner in terms of speed, implementation
difficulty and even memory consumption in the most cases. It is clear that having dedicated
hardware units can reduce the BVH traversal time by a factor of 10. Ray tracing (traversal
only) on legacy hardware was able to outperform all the methods on scenes having more
than 600000 triangles. Ray tracing also has the lowest triangle and resolution dependency
in our tests. Unlike all other tested algorithms, support for multiple light sources does not
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Table 8.6: Time and memory complexities of the tested algorithms, broken down into
stages. An empty cell means the stage of a particular algorithm is not dependent on the
number of triangles or screen pixels.

. Multiple

Method Resolution | Geometry lights
CSSV (adjacency) O(1) O(N log(N)) O(1)
CSSV (silhouette) O(1) O(N) O(N)
CSSV (rasterize) O(N) O(N) O(N)
PTSV (shadow frusta) O(1) O(N) O(N)
PTSV (depth stencil) O(N) O(1) O(N)
PTSV (traversal) O(N) O(N) O(N)
CPTSV (shadow frusta) O(1) O(N) O(N)
CPTSV (view cluster hierarchy) O(N) O(1) O(1)
CPTSV (traversal) O(log(N)) O(N) O(N)
OFTS (shadow frusta) O(1) O(N) O(N)
OFTS (IZB build) O(N) 0(1) O(N)
OFTS (traversal) O(N) O(N) O(N)
RTX (build) 0(1) ON log(N)) | O(1)
RTX (trace) O(N) O(log(N)) O(N)
DPSV (build) 0(1) ONIogM™)) | O(N)
DPSV (traverse) O(N) O(log(N)) O(N)

require a BVH rebuild, as the structure can be reused, since it is independent on the light
position. Transparent casters and sub-pixel precision are also supported.

Although the authors of Frustum-Traced Shadows did not design the method primarily
for omnidirectional parametrization, the method works very well with this configuration.
It has one of the lowest triangle dependencies, a predictable memory footprint and was
able to handle the “Hairball” scene second best to ray tracing. Its implementation is
straightforward and does not require any preprocessing. The downsides are higher memory
consumption on higher resolutions, and performance drops due to long lists, which need
to be addressed using parameters which are scene-dependent. We noticed a light-leaking
artifact on the seams between the frusta, probably caused by different projections. Although
CSSV was faster on the enclosed test scenes, OFTS has better geometry dependency and,
in most cases, better resolution dependency. It was the only method to outperform the
average of combined RTX time on the 1080Ti.

The CSSV algorithm was a surprise, as almost all previous papers presented stencil-
based shadow volumes as being too slow for larger resolutions. Our implementation was
able to compute an object’s silhouette in 0.03 to 0.1 ms across the test scenes, thus the
majority of the method’s time was spent on the rasterization of shadow volumes. Although
based on z-fail, CSSV was the fastest conventional method on “Buddha”, “Conference”,
and “Sponza” in both 1920 x 1080 and 3840 x 2560. These scenes have relatively a simple
silhouette, mostly observable on “Buddha”, where the method is on average 48 % faster
than OFTS behind it. As no bias was used during any of its stages, the method has the
most accurate shadows of the tested algorithms. We think the advance in the graphics
hardware and increased rasterization performance can also be credited for the performance
of the stencil shadow volumes. The method’s implementation is among the easier ones;
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its memory consumption is second to ray tracing. The downsides are edge extraction as a
preprocess step and unpredictable performance due to shadow volume rasterization. If not
for the “Hairball” scene, which was the worst-case for this method, we would declare CSSV
to be the second-fastest algorithm.

DPSV was improved by deterministic shadow plane calculations, which helped with
robustness of the method but we still experienced blinking triangles in the “Buddha” scene,
as the model consists of very small triangles. The randomness of the TOP tree build quality
between consecutive frames caused the method to perform less stably locally, most notably
on the “Hairball” scene. Our measurements have shown that this method is more suitable
for scenes with up to 1 million triangles. The method is easy to implement, as source codes
for both its shaders are already available and requires no geometry preprocessing. The
memory consumption was average compared to other methods. Overall, the method ends
up 4th in our comparison, as it did not excel in any of the observed parameters.

We succeeded in porting PTSV and CPTSV algorithms from CUDA to OpenGL, making
them available to other hardware platforms. These methods, particularly CPTSV, are
difficult to implement and their memory consumption is the highest of all tested methods,
as it depends not only on the geometry, but also on the screen resolution. CPTSV’s
acceleration structure, containing AABBs for view sample clusters, can take up to 6 GB at
4096 x 4096 if the memory optimization is not used, but can still take around 1 GB when
optimized. The method also suffers from an incorrect acceleration structure build when the
screen resolution is very high, which negatively affects its performance. If not for this issue,
this method would have had one of the lowest sensitivities to screen resolution. PTSV was
the slowest algorithm in the test. In general, we don’t recommend either of these methods
for practical use, as there are faster and easier-to-implement methods that also consume
less memory.

Except for ray tracing, there is no universal method that would be suitable for all
scenarios; all methods have their best and worst cases. If ray tracing is not available,
OFTS is suitable for more opened scenes, whereas CSSV handles closed or scenes with
simple silhouette. Our tests also conclude that more complex code does not necessarily
yield faster frame times.

In the future, the ray tracing implementation could be optimized for other hardware
platforms, including the current generation of game consoles. It would be interesting to
see even bigger scenes, although “Hairball” was already challenging for the most of the
algorithms as the fastest time behind ray tracing was 14ms at 1920 x 1080. Multiple light
sources is also an issue that is not frequently evaluated on these methods.
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Chapter 9

Conclusion

The goal of this thesis was to improve rendering of precise shadows from omnidirectional
light sources. I did not present a major breakthrough in the field of shadow rendering,
instead a series of incremental performance and robustness improvements to stencil shadow
volumes as well as silhouette extraction. Although many researches consider stencil shadow
volumes to be a dead algorithm, the measurements in this thesis, notably in Chapter 8,
show that with a proper implementation of silhouette extraction and utilization of modern
features of the graphics hardware, this algorithm still keeps up with modern methods or
even outperforms them.

First, I was a part of the team that designed a robust algorithm for silhouette extrac-
tion to deal with triangles almost parallel to the light direction. This completely eliminated
shadow artifacts and allowed the usage of arbitrary triangle soup as input for the method.
The determinism is based on assumption that the whole triangle may not have equal amount
of front an back facing opposite vertices with respect to the light plane constructed from
each triangle edge and the light source. I optimized the CPU implementation of the algo-
rithm utilizing AVX instruction set which has proven beneficial, mostly on modern CPU
architectures.

I then utilized tessellation to compute shadow volumes. At first, the approach was per-
triangle and required two passes, thus rather slow. But we were able to first optimize the
approach to a single pass utilizing geometry collapsing and later use the collapsible geometry
approach to design a fully silhouette approach. The created method has been proven to be
faster on certain platforms than methods using the geometry shader. Moreover, we have
simplified the robust multiplicity calculation which no longer has to be evaluated for all
3 triangle edges. Instead, a new approach using a so-called reference edge was designed
that sorted triangle vertices (formed from the edge and one opposite vertex) and instead
of computing the multiplicity from a plane constructed from an edge and the light source,
the plane was constructed from the triangle itself and light source was tested to be lying in
front or behind the triangle plane. This allowed the algorithm to break the edge-triangle
dependency and sped up the computation.

Then, silhouette extraction acceleration was proposed. Instead of calculating the silhou-
ette in a brute-force manner, an octree is constructed with precomputed sets of potentially
silhouette edges that need further testing and edges guaranteed to be silhouette for a par-
ticular volume of space where a light can be located. To conserve memory, a bitmask-based
compression scheme was utilized that propagated edges up the octree even in case when
not all siblings shared the edge. The method reduced the difficulty of the edge computa-
tion, but at the cost of relatively high memory consumption. The light source also had
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to be restricted to a certain area of the scene in order to use the accelerated silhouette
extraction. The problem with space restriction could be solved by using a spatial angle
subdivision. Although not by much (up to around 5 %), this method is the fastest stencil
shadow algorithm to date, although it has its limitations.

The first survey paper focused on shadow-mapping-based omnidirectional shadow tech-
niques, comparing cube mapping and parabolic projection (dual-paraboloid shadow map-
ping). Although the dual-paraboloid approach was faster on smaller scenes, cube mapping
technique handled more complex scenes better. The parabolic projection also suffers from
visual artifacts when the scene tessellation is low.

We gathered several modern methods rendering omnidirectional shadows from point
light sources and tested them on a set of popular scenes and several resolutions. These
methods, along with stencil shadows, were put against new hardware-accelerated ray tracer
using RTX API in Vulkan. Although the ray tracer was the fastest method of the test,
stencil shadows performed very well compared to other more modern methods, competing
with omnidirectional frustum-traced shadows. The source codes of the testing software
have been made publicly available, which can be easily extended by other researchers with
their shadow techniques.
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