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Abstract
Differential equations have been studied for over 300 years. Partial differential equations
were first used by the Swiss mathematician and lawyer Nicolaus Bernoulli in the 18th
century. Second-order partial differential equations are used to model a wide range of phe-
nomena in science, engineering, and mathematics, such as the propagation of light and
sound waves, the motion of fluids, and the diffusion of heat. The thesis deals with the par-
allel numerical solution of partial differential equations. Second-order partial differential
equations are transformed into large systems of ordinary differential equations using the
method of lines. The spatial derivatives in the partial differential equation are replaced
by various types of finite differences. The resulting large systems of ordinary differential
equations (initial value problem) are solved in parallel using Runge-Kutta methods and the
newly proposed higher-order method based on Taylor series. The numerical experiments of
the selected problems are calculated using a supercomputer with different numbers of com-
pute nodes. The results show that the Taylor series-based numerical method significantly
overperforms the state-of-the-art Runge-Kutta methods.

Abstrakt
Diferenciální rovnice se studují již vice než 300 let. Poprvé parciální diferenciální rovnice
použil švýcarský matematik a právník Nicolaus Bernoulli v 18. století. Parciální difer-
enciální rovnice druhého řádu se používají k modelování široké škály jevů ve vědě, tech-
nice a matematice, například šíření světelných a zvukových vln, pohybu tekutin a šíření
tepla. Práce se zabývá paralelním numerickým řešením parciálních diferenciálních rovnic.
Parciální diferenciální rovnice druhého řádu jsou pomocí metody přímek převedeny na
rozsáhlé soustavy obyčejných diferenciálních rovnic. Prostorové derivace v parciální difer-
enciální rovnici jsou nahrazeny různými typy konečných diferencí. Výsledné soustavy obyče-
jných diferenciálních rovnic (problémy počátečních hodnot) jsou řešeny paralelně pomocí
Runge-Kutta metod a nově navržené metody vyššího řádu založené na Taylorově řadě.
Numerické experimenty vybraných problémů jsou realizovány na superpočítači s různým
počtem výpočetních uzlů. Výsledky ukazují, že metoda založená na Taylorově řadě výrazně
překonává standardní Runge-Kutta metody.
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Rozšířený abstrakt
Parciální diferenciální rovnice jsou nezbytným nástrojem matematického modelování prob-
lémů reálného světa. Matematickým modelem je soustava rovnic anebo jiných matematic-
kých vztahů, které zachycují podstatné vlastnosti systémů nezbytné k jejich popisu či před-
povědi jejich chování. Parciální diferenciální rovnice druhého řádu se vyskytují v mnoha
matematických, fyzikálních i technických problémech. Umožňují modelování a analýzu jevů,
jako například přenos tepla, šíření vln, dynamika tekutin, elektromagnetické pole, a jiné.
Diferenciální rovnice za sebou mají přibližně 300letý vývoj. Poprvé parciální diferenciální
rovnice použil švýcarský matematik a právník Nicolaus Bernoulli v 18. století. Rozkvět
v této oblasti je spojen se slavnými jmény jako například Leonard Euler, Joseph-Louis
Lagrange, Adrien-Marie Legendre, Pierre-Simon Laplace nebo Joseph Fourier.

Matematické modely sestávající z parciálních diferenciálních rovnic obvykle nelze vyřešit
analyticky a jejich řešení je potřeba aproximovat numerickými metodami, například metodou
přímek, metodou konečných diferencí, metodou konečných prvků nebo metodou konečných
objemů.

V této práci byla využita semidiskretizační metoda přímek, která diskretizuje derivace
pouze v prostorové doméně a danou parciální diferenciální rovnici tudíž převádí na soustavu
obyčejných diferenciálních rovnic. Vzniklá soustava obyčejných diferenciálních rovnic je
řešena pomocí Runge-Kutta metod a navržené metody vyššího řádu založené na Taylorově
rozvoji. Tato metoda používá proměnný integrační krok a řád a je založena na rekurentním
výpočtu členů Taylorovy řady v každém časovém intervalu. Důležitou vlastností metody
je automatická volba řádu v závislosti na velikosti integračního kroku, což znamená, že je
využito tolik členů Taylorovy řadu, kolik vyžaduje zadaná přesnost výpočtu.

Paralelní řešení diferenciálních rovnic metodami založenými na Taylorově řadě není příliš
rozšířené. Jedním z důvodů je výpočetní závislost mezi členy Taylorovy řady. Několik pub-
likací pojednává o paralelních implementacích založených na Taylorově řadě, avšak žádná z
nich se nezabývá řešením rozsáhlých soustav obyčejných diferenciálních rovnic vznikajících
z parciálních diferenciálních rovnic.

Cílem práce je ukázat, že rozsáhlé soustavy obyčejných diferenciálních rovnic vznika-
jících z parciálních diferenciálních rovnic pomocí metody přímek, lze vyřešit efektivněji
pomocí paralelní metody založené na Taylorově rozvoji než běžnými numerickými meto-
dami. V práci byly provedeny numerické experimenty na vybrané třídě úloh modelovanými
parciálními diferenciálními rovnicemi druhého řádu. Konkrétně se jednalo o rovnici ve-
dení tepla, vlnovou rovnici a telegrafní rovnici. V prostorové doméně byly využity tří-
bodové a pětibodové centrální konečné diference. Velikosti soustav obyčejných diferenciál-
ních rovnic byly 128000, 256000, 512000, 1024000 a 2048000 rovnic. K řešení těchto soustav
byly požity metody založené na Taylorově řadě a Runge-Kutta metody. MTSM metoda
je založena na rekurentním výpočtu členů Taylorovy řady v každém integračním kroku.
MTSM_PRECALC metoda přepočítává členy Taylorovy řady před začátkem výpočtu.
Díky tomuto přístupu dochází k eliminaci závislostí mezi členy. Mezi zástupce Runge-
Kutta metod byla zvolena Dormand-Prince metoda čtvrtého a pátého řádu (známá jako
ode45 v MATLABu), zde označena jako TSRK5DP a Vernerova metoda sedmého a osmého
řádu označena TSRK8VR. Finální numerické experimenty byly realizovány na superpočí-
tači Barbora (IT4Innovations národní superpočítačové centrum), s využitím 32 výpočetních
uzlů (36 procesů na 1 uzel), celkem tedy 1152 MPI procesů.

Bylo sledováno několik výkonnostních metrik jako jsou průměrný čas výpočtu, paralelní
efektivita, zrychlení a zrychlení vůči TSRK5DP metodě. Mezi metriky zaměřené na cenu
výpočtu patří zejména poměr zrychlení k ceně výpočtu.



Výsledky ukázaly, že MTSM_PRECALC metoda je vždy nejrychlejší ze všech metod.
Přestože MTSM trpí výpočetními závislostmi mezi členy Taylorovy řady, může poskytnout
výsledky srovnatelné nebo dokonce lepší než TSRK5DP nebo TSRK8VR, zejména pro
vlnovou a telegrafní rovnici. Chování metod TSRK5DP a TSRK8VR je většinou velice
podobné, v některých případech je TSRK5DP mírně rychlejší. Co se týče poměru zrychlení
k ceně výpočtu, pro MTSM_PRECALC se vyplatí alokovat všech 32 výpočetních uzlů pro
rovnici vedení tepla a telegrafní rovnici. Naopak pro vlnovou rovnici má smysl 32 uzlů
alokovat pro úlohy větší nebo rovno 512000 rovnic. Pro MTSM se alokace 32 uzlů vyplatí
pouze u telegrafní rovnice. Pro TSRK5DP pouze pro telegrafní rovnici s 2048000 rovnicemi
a pro TSRK8VR pro rovnici vedení tepla diskretizovanou tříbodovými centrálními vzorci
pro 1024000 rovnic a v případě diskretizace pětibodovými centrálními vzorci pro 512000 a
1024000 rovnic.

Mezi možná rozšíření této práce můžeme zmínit například analýzu ukončovací podmínky
integračního kroku, redukci výpočetního času monitorováním hodnot členů Taylorovy řady,
vylepšení volby integračního kroku, zaměření na vícedimenzionální parciální diferenciální
rovnice, podporu rozšířené aritmetiky nebo paralelizaci nelineárních problémů.
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Chapter 1

Introduction

Differential equations have been studied for over 300 years, dating back to the work of
Isaac Newton (1643–1727) and Gottfried Wilhelm von Leibniz (1646–1716) in the 17th
century. They developed calculus, which includes techniques for solving and manipulating
differential equations. The development of calculus was a significant turning point in the
history of mathematics and physics, as it allowed scientists and engineers to model and
understand the behavior of physical systems.

In the 18th century, Leonhard Euler (1707–1783) and Joseph-Louis Lagrange (1736–
1813) made significant contributions to the study of ordinary differential equations (ODEs),
which describe the behavior of systems that change with time. They developed techniques
for solving ODEs and applied them to problems in physics and engineering.

In the 19th century, the study of partial differential equations (PDEs) began to take
shape. PDEs involve derivatives of multiple variables and describe more complex physical
phenomena, such as the flow of heat and fluids. Mathematicians such as Augustin-Louis
Cauchy (1789–1857), Jean-Baptiste Joseph Fourier (1768–1830), and Pierre-Simon Laplace
(1749–1827) made valuable contributions to the study of PDEs, developing techniques for
solving and analyzing these equations.

In the 20th century, the theory of differential equations advanced rapidly, with many
new techniques being developed for solving ODEs and PDEs. Mathematicians such as
Henri Poincaré (1854–1912), George David Birkhoff (1884–1944), Paul Duhamel (1838–
1920), and David Hilbert (1862–1943), made important contributions to the field. Today,
differential equations are a fundamental tool in many areas of science and engineering,
including physics, engineering, finance, and biology. Many techniques and software are
available to solve differential equations, and research in the field continues to uncover new
applications and solutions.

This thesis deals with the parallel solution of second-order PDEs. Second-order PDEs
are important because they are widely used to model many physical and mathematical
phenomena. Some examples of second-order PDEs follow. The wave equation describes
the behavior of mechanical waves, such as sound and water waves, and is used in acoustics
and seismology fields. The heat equation describes how heat is diffused through a material.
It plays a crucial role in many areas of physics and engineering, such as thermal analysis,
heat transfer, and combustion. The Laplace equation describes the behavior of various
phenomena, such as electrostatic potential, fluid flow, and temperature distribution. The
Schrödinger equation is fundamental in quantum mechanics, and it is used to describe the
time evolution of a quantum mechanical system.
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Several techniques can be used to solve PDEs. For example, analytical methods find an
exact solution to the PDE using mathematical techniques such as the separation of variables
or eigenfunction expansion. These methods are not always possible to apply, especially for
more complex PDEs. Numerical methods approximate the solution of PDE using a finite
set of discrete values. Widely used numerical methods include, for example, the finite differ-
ence method, the finite element method, or the finite volume method. These methods are
generally more versatile and applicable to a wider range of PDEs than analytical methods.

In this work, the second-order PDEs are solved using the method of lines (MOL).
The MOL is a technique for solving PDEs by converting them into a system of ODEs by
discretizing spatial variables. The first references to the MOL are from the turn of the 19th
and 20th century, and since then, it has become a standard technique in the numerical
solution of PDEs.

The resulting system of ODEs can then be solved using standard numerical methods.
The Euler, Runge-Kutta, Adams-Bashforth, and Adams-Moulton methods are the most
widely used. This thesis presents the numerical method based on the Taylor series that
automatically changes the integration step and the order of a method during the calculation
to achieve defined accuracy. It differs from the conventional methods by the possibility of
calculating higher-order derivatives and their subsequent use in the calculation.

1.1 Motivation
The parallel implementation of the Taylor series method is rare. One of the reasons is that
it typically requires a sequential process to compute the terms of the series. Parallelization
of this method can be challenging due to the dependencies between the terms of the series.
The parallel high-precision numerical solution of ODEs using high-order Taylor methods is
discussed in [14]. The Arenstorf orbits and galactic dynamics problems were tested on a Sun
UltraSPARC-II with four processors of 480 MHz using the Message Passing Interface (MPI)
and the multiple-precision Fortran library mpf90. The authors noted that this approach
is useful only for high-precision demands because there is a high number of inter-process
communications. The specialized FPGA-based parallel system for numerical integration is
discussed in [98] and [97].

The parallel implementation of the Taylor series method is described in the article [41]
focusing on the OpenMP parallelization of the multiple precision Taylor series method using
one computational node. The model problem is the chaotic dynamic system – the classical
Lorenz system. The article also briefly introduces a CNS (Clean Numerical Simulation)
originally published by Shijun Liao [109]. Article [81] introduces a hybrid MPI+OpenMP
parallelization strategy for a multiple-precision Taylor series method with fixed step size
and fixed order. The authors used up to six nodes (32 cores per node). Finally, the article
[82] is based on the previous article [81] and modifies CNS with variable step size and fixed
order modification of the method. The optimal integration steps are based on the approach
published in [89].

None of those mentioned above articles deals with large-scale systems of ODEs arising
from PDEs. Therefore, a parallel higher-order Taylor-series-based algorithm was proposed
and implemented.
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1.2 Research objectives
The following hypothesis was formulated:
Large-scale systems of ordinary differential equations arising from the second-order linear
partial differential equations using the method of lines can be solved more efficiently by the
parallel higher-order Taylor series-based numerical method than by conventional numerical
methods.
The main objectives of the presented thesis can be summarized as follows:

1. To analyze and evaluate the suitability of the higher-order Taylor series-based method
for the solution of ordinary and partial differential equations.

2. To propose, implement and deploy the Taylor series-based parallel method on an HPC
cluster.

3. To experimentally evaluate the proposed method using the selected class of the second-
order linear partial differential equations discretized in the spatial domain by finite
difference formulas of different orders. Compare obtained results with the state-of-
the-art numerical methods.

4. Discuss the achieved results and suggest possible extensions.

1.3 Thesis outline
The thesis is organized as follows. Chapter 1 introduces the research area, motivation,
and research objectives. Chapter 2 provides an overview of numerical integration methods,
including the Euler method, Runge-Kutta methods, Taylor series method, and multistep
methods. Chapter 3 is focused on partial differential equations. Types of PDEs are dis-
cussed with the methods for solving PDEs. This chapter also provides an overview of the
Taylor series-based finite difference formulas and analyzes their accuracy. The next part of
this chapter introduces the MOL and its numerical stability. Finally, the transformation
methods of higher-order ODEs into a system of first-order ODEs are presented. Chapter 4
introduces the Modern Taylor Series Method (MTSM) and provides the state-of-the-art of
the Taylor series method. Recurrent calculation of Taylor series terms, automatic integra-
tion order setting, and automatic transformation are discussed. This chapter also presents
a linear and nonlinear form of the MTSM, together with practical examples. Finally, a gen-
eral parallelization method for the linear systems of ODEs is proposed. Chapter 5 is focused
on the interconnection networks and topologies used in supercomputers and the challenges
of current high-performance interconnection networks. It also summarizes parallel perfor-
mance metrics and introduces the Berkeley Roofline model. Chapter 6 and Appendix C
summarize achieved results. Finally, Chapter 7 includes concluding remarks and discusses
possible future work.
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Chapter 2

Numerical solution of differential
equations

The exact solution of large ODE systems exists only for a few real-world problems. There-
fore, the numerical solution is used to obtain approximate solutions. This chapter summa-
rizes the basic knowledge of ODEs and the numerical methods of their solution. In general,
it is not possible to select the best method, but it is possible to select the most appropriate
methods for a particular class of problems with similar properties. For more details, refer
to [30, 69, 74, 75].

An equation containing the derivatives of one or more unknown functions (or dependent
variables), with respect to one or more independent variables, is said to be a differential
equation. A common solution of the differential equation contains an integration constant
that may have any value. To specify a unique solution, the value of the function must be
defined at a certain point. This value is called an initial condition. The formal definition
of the initial value problem follows.
Definition 2.0.1. Initial value problem. A first-order initial value problem (IVP) in
ordinary differential equations consists of two parts:

1. An ordinary form of a first-order differential equation is formulated by

𝐹 (𝑡, 𝑦(𝑡), 𝑦′(𝑡)) = 0 . (2.1)

Equation (2.1) can be written in an explicit form

𝑦′ = 𝑓(𝑡, 𝑦(𝑡)) , (2.2)

where 𝑓 is continuous in some open set Ω in the (𝑡, 𝑦) plane.

2. An initial condition that determines the value of 𝑦(𝑡) at a certain point 𝑡 = 𝑡0

𝑦(𝑡0) = 𝑦0 , (2.3)

where (𝑡0, 𝑦0) ∈ Ω.
A numerical solution to the initial value problem means finding approximate values of

the function 𝑦(𝑡) at a finite number of points 𝑎 = 𝑡0 < 𝑡1 < . . . < 𝑡𝑘 = 𝑏. These points are
called interpolation points or net points, and the set 𝐼ℎ = {𝑡0, 𝑡1, . . . , 𝑡𝑘} is called a net or
grid. The distance between two neighboring points ℎ𝑖 = 𝑡𝑖+1 − 𝑡𝑖 is called a net step length
at the point 𝑡𝑖, or integration step. If the step between individual net points is constant,
the net is called equidistant and ℎ = 𝑏−𝑎

𝑛 .
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Definition 2.0.2. Grid (net), integration step size. A grid (or net) is a decomposition
𝐼ℎ of the interval 𝐼 = ⟨𝑡0, 𝑡𝑘⟩

𝐼ℎ = {𝑡0, 𝑡1, . . . , 𝑡𝑘},
with the points 𝑡0 < 𝑡1 < . . . < 𝑡𝑘 called interpolation points or grid points or net points.
Differences between neighboring points ℎ𝑖 = 𝑡𝑖+1− 𝑡𝑖, 𝑖 = 0, . . . , 𝑘− 1 are called integration
step sizes. If the step between individual net points is constant, the net is called equidistant
and ℎ = 𝑏−𝑎

𝑛 .

Definition 2.0.3. An nth order differential equation. The 𝑛𝑡ℎ-order differential equa-
tion is expressed in the explicit form

𝑦(𝑛)(𝑡) = 𝐹 (𝑡, 𝑦(𝑡), 𝑦′(𝑡), . . . , 𝑦(𝑛−1)) , (2.4)

the initial conditions are

𝑦(𝑡0) = 𝑦1,0, 𝑦′(𝑡0) = 𝑦2,0, . . . , 𝑦
(𝑛−1)(𝑡0) = 𝑦𝑛,0 . (2.5)

The 𝑛𝑡ℎ-order differential equation (2.4) can be transformed into a system of first-order
differential equations (2.6) with initial conditions (2.7). When 𝑦1 = 𝑦, 𝑦2 = 𝑦′, . . . , 𝑦𝑛 =
𝑦(𝑛−1), then 𝑓𝑗 = 𝑦𝑗+1, 𝑗 = 1, 2, . . . , 𝑛− 1 and 𝑓𝑛 = 𝐹 (𝑡, 𝑦1(𝑡), 𝑦2(𝑡), . . . , 𝑦𝑛(𝑡)).

Definition 2.0.4. System of the first-order differential equations. The system of
first-order differential equations consists of 𝑛 equations with 𝑛 unknown functions
𝑦1(𝑡), 𝑦2(𝑡), . . . , 𝑦𝑛(𝑡) expressed in the form

𝑦′𝑗(𝑡) = 𝑓𝑗(𝑡, 𝑦1(𝑡), 𝑦2(𝑡) , . . . , 𝑦𝑛(𝑡)), 𝑗 = 1, 2, . . . , 𝑛 , (2.6)

with initial conditions
𝑦𝑗(𝑡0) = 𝑦𝑗,0, 𝑗 = 1, 2, . . . , 𝑛 . (2.7)

Let us assume that each initial value problem, the numeric solution that will be con-
sidered, has the only solution. It is known that this precondition of existence and the
uniqueness of the solution will be met if the function 𝑓(𝑡, 𝑦(𝑡)) is continuous, bounded, and
satisfies the Lipschitz condition.

Definition 2.0.5. Lipschitz condition. A function 𝑓(𝑡, 𝑦) satisfies a Lipschitz condition
in the variable 𝑦 on a set 𝐷 ⊂ R2 if a constant 𝐿 > 0 exists with

|𝑓(𝑡, 𝑦1)− 𝑓(𝑡, 𝑦2)| ≤ 𝐿 |𝑦1 − 𝑦2| ,

whenever (𝑡, 𝑦1), (𝑡, 𝑦2) are in 𝐷 and 𝐿 is the Lipschitz constant.

Analytical solution of large systems of ordinary differential equations is complex and,
in many cases, impossible. Therefore, a numerical solution is even more used in practice.
Numerical method for solving the initial value problem (2.0.1) is a formula for the gradual
calculation of the approximations 𝑦1, 𝑦2, . . . , 𝑦𝑘, 𝑦0 = 𝑐𝑜𝑛𝑠𝑡. The methods for the numerical
solution of differential equations can be divided according to the manner of calculation:
into one-step and multistep, explicit and implicit methods.

Definition 2.0.6. One-step method. A one-step method for the calculation of an ap-
proximation 𝑦𝑖+1 of the solution of the initial value problem (2.0.1) has the form

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑖Φ(𝑡𝑖, 𝑦𝑖, 𝑦𝑖+1, ℎ𝑖; 𝑓) ,

where Φ is the so-called incremental function of four variables 𝑡𝑖, 𝑦𝑖, 𝑦𝑖+1, ℎ𝑖 and depends
on the function 𝑓(𝑡, 𝑦).
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Definition 2.0.7. Multistep method. Multistep methods (𝑚-step methods) use the
previously calculated values 𝑦𝑖, 𝑦𝑖−1, . . . , 𝑦𝑖+1−𝑘 to calculate the approximation 𝑦𝑖+1. The
general formula is

𝑦𝑖+1 = ℎ

𝑚∑︁
𝑗=0

𝑏𝑗𝑓(𝑡𝑖+1−𝑘, 𝑦𝑖+1−𝑘)−
𝑚∑︁
𝑗=1

𝑎𝑗𝑦𝑖+1−𝑗 .

If the coefficient is 𝑏0 = 0, the method is explicit. If 𝑏0 ̸= 0, the method is implicit, and
we have to solve equation (2.8) to calculate the value of 𝑦𝑖+1:

𝑦𝑖+1 = 𝜙(𝑦𝑖+1), where 𝜙(𝑧) = ℎ𝑏0𝑓(𝑡𝑖+1, 𝑧)+
𝑚∑︁
𝑗=1

(ℎ𝑏𝑗𝑓(𝑡𝑖+1−𝑗 , 𝑦𝑖+1−𝑗)− 𝑎𝑗𝑦𝑖+1−𝑗) . (2.8)

Definition 2.0.8. Explicit and implicit methods. Let us 𝑦(𝑡𝑖) denote the solution of
IVP (2.0.1) at the node 𝑡𝑖 and 𝑦𝑖 a numerical approximation of 𝑦(𝑡𝑖). A numerical method
for the solution of IVP on a grid 𝐼ℎ is called explicit, if an approximation 𝑦𝑖+1 in 𝑡𝑖+1 can
be calculated directly from already computed values 𝑦𝑗 , 𝑗 ≤ 𝑖. Otherwise, the method is
called implicit.

Definition 2.0.9. Linear differential equation of the order 𝑛. A linear differential
equation of order 𝑛 is an equation of the form

𝑃𝑛(𝑡)𝑦
(𝑛) + 𝑃𝑛−1(𝑡)𝑦

(𝑛−1) + . . .+ 𝑃1(𝑡)𝑦
′ + 𝑃0(𝑡)𝑦 = 𝑄(𝑡) ,

where each 𝑃𝑘 and 𝑄 is a function of the independent variable 𝑡, and 𝑦(𝑘) denotes the 𝑘𝑡ℎ

derivative of 𝑦 with respect to 𝑡.

Definition 2.0.10. Homogeneous linear differential equation of order 𝑛. A homo-
geneous linear differential equation of order 𝑛 is an equation of the form

𝑃𝑛(𝑡)𝑦
(𝑛) + 𝑃𝑛−1(𝑡)𝑦

(𝑛−1) + . . .+ 𝑃1(𝑡)𝑦
′ + 𝑃0(𝑡)𝑦 = 0 .

2.1 Adaptive-step-size numerical methods
To approximate continuous behavior with rapid changes, the fixed-step-size numerical meth-
ods must choose a small step size to maintain predefined accuracy and obtain satisfying
results. The disadvantage is that the small step size results in a very high computational
cost. In contrast, the adaptive-step-size numerical methods can use larger step sizes to ob-
tain approximations more efficiently. The idea of adaptive step-size techniques is to adapt
the trajectory of the approximation by estimating and controlling the error at each step.
These error estimates are used to dynamically increase or decrease the step size [52, 71].
The main advantage of adaptive-steps-size numerical methods is the possibility of defining
a user’s error tolerance to balance desired precision and computational efficiency.

Let us assume that the IVP 2.0.1 is used to define the approximation errors. Consider
that we have computed the values of the solution 𝑦1, 𝑦2, . . . , 𝑦𝑖 at the points 𝑡1, 𝑡2, . . . , 𝑡𝑘, 𝑡𝑖 =
𝑇 , respectively, to approximate 𝑦(𝑇 ) for 𝑇 > 0. The exact values are denoted as 𝑦(𝑡1), 𝑦(𝑡2),
. . ., 𝑦(𝑡𝑖). For one-step methods, the computation of 𝑦𝑖+1 is based on the value of 𝑦𝑖. For
fixed-step-size methods, the step size (see definition 2.0.2) ℎ𝑖 = 𝑡𝑖+1 − 𝑡𝑖 is equal for all ℎ𝑖,
𝑖 = 0, . . . , 𝑖− 1, for adaptive-step-size methods, the step size can differ.
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Two sources of errors must be considered when using adaptive-step-size methods. Firstly,
round-off errors, caused by the limited length of the word on the computer where the value
of the number is stored.

Secondly, approximation errors caused by deviations between the approximations 𝑦1,
𝑦2, . . . , 𝑦𝑖 and the exact values 𝑦(𝑡1), 𝑦(𝑡2), . . . , 𝑦(𝑡𝑖). If we omit round-off errors, the global
error is the total error in the computed solution at a certain point and shows how far the
computed solution is from the original solution curve. The global error has two components,
the global error at 𝑡𝑖 and its propagation to 𝑡𝑖+1 and the approximation error of the last
step called local error. Let us denote the local solution 𝑢 as 𝑢′(𝑡) = 𝑓(𝑡, 𝑢(𝑡)) with the initial
value 𝑢(𝑡𝑖) = 𝑦𝑖.

Definition 2.1.1. Global error. The global error at 𝑡𝑖+1 can be defined as

𝜖𝑔𝑖+1 = 𝑦(𝑡𝑖+1)− 𝑦𝑖+1

= (𝑦(𝑡𝑖+1)− 𝑢(𝑡𝑖+1)) + (𝑢(𝑡𝑖+1)− 𝑦𝑖+1) .

Definition 2.1.2. Local error. The local error at 𝑡𝑖+1 can be defined as

𝜖𝑙𝑖+1 = 𝑢(𝑡𝑖+1)− 𝑦𝑖+1 .

Figure 2.1: Local and global errors in a numerical approximation [52].

2.1.1 Adapting the step size

It is impossible to control the global error directly, but we can indirectly control the local
error in each time step. The local in each time step is bound by the user-defined error
tolerance 𝜏 . There are two common definitions error per step, where |𝜖𝑙𝑖+1| ≤ 𝜏 and error
per unit step, where |𝜖𝑙𝑖+1| ≤ 𝜏 · ℎ𝑖, for each 𝑖 ≥ 0.

The local error depends on the order of the numerical method, which determines how
fast a sequence of approximations generated by a method converges toward the expected
solution. The higher the order, the better the approximation [52].

Consistency is the study of local error. A numerical method is called consistent if the
local error decays sufficiently fast as ℎ −→ 0.

Definition 2.1.3. Consistency. The numerical method is said to be consistent with the
differential equation it approximates if

lim
ℎ−→0

|𝜖𝑙𝑖(ℎ)| = 0 ,
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where 𝜖𝑙𝑖 is the difference between the numerical method and the differential equation at 𝑡𝑖.

A numerical method is called convergent if the absolute error between the numerical
and analytical solution decreases with decreasing ℎ.

Definition 2.1.4. Convergence. The numerical method is said to be convergent with
respect to the differential equation if

lim
ℎ−→0

|𝑦𝑖 − 𝑦(𝑡𝑖)| = 0 ,

where 𝑦(𝑡𝑖) is the exact solution evaluated at 𝑡𝑖 and 𝑦𝑖 is the approximation at the same
point.

Definition 2.1.5. Stability. The numerical method is stable if small changes in the initial
condition produce correspondingly small changes in the resulting approximations.

Stability considerations are important because, in each step after the first step of a
numerical technique, we start over again with a new initial-value problem, where the initial
condition is the approximate solution value computed in the preceding step. This value
will almost certainly vary at least slightly from the true value of the solution because of the
presence of round-off errors. Another common source of error occurs in the initial condition
itself. In physical applications, data are often obtained by imprecise measurements. For
more details, see [57, 181].

Definition 2.1.6. Autonomous differential equation. A differential equation of the
form (2.2) is called autonomous if the right-hand side 𝑓 is not explicitly dependent on 𝑡,
that is,

𝑦′ = 𝐹 (𝑦) .

Each differential equation can be transformed into an autonomous differential equation.
This is called autonomization

𝑌 =

(︂
𝑦

𝑡

)︂
, 𝐹 (𝑌 ) =

(︂
𝑓(𝑡, 𝑦)

1

)︂
, 𝑌 ′ = 𝐹 (𝑌 ) .

A method which provides the same solution for the autonomous differential equation as for
the original IVP, is called invariant under autonomization.

2.2 Taylor series methods
First, the terms such as the Taylor polynomial and Taylor series will be introduced.

Definition 2.2.1. Taylor polynomial. Let the function 𝑓 have all derivatives up to the
𝑛𝑡ℎ order at point 𝑥0. Then, the 𝑛𝑡ℎ Taylor polynomial for 𝑓 of the 𝑛𝑡ℎ degree with center
𝑥0 can be defined as follows:

𝑃𝑛(𝑡) = 𝑓(𝑥0)+𝑓 ′(𝑥0)(𝑡−𝑥0)+
𝑓 ′′(𝑥0)

2!
(𝑡−𝑥0)

2+· · ·+𝑓 (𝑛)𝑥0
𝑛!

(𝑡−𝑥0)
𝑛 =

𝑛∑︁
𝑘=0

𝑓 (𝑘)(𝑥0)

𝑘!
(𝑡−𝑥0)

𝑘 .

(2.9)

If we plug 𝑡 = 𝑡𝑖 + ℎ = 𝑡𝑖+1 and 𝑥0 = 𝑡𝑖 into (2.9), we obtain (explicit) Taylor series.
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Definition 2.2.2. Taylor series. Taylor series can be defined as follows:

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑦′𝑖 +
ℎ2

2!
𝑦′′𝑖 + · · ·+ ℎ𝑛

𝑛!
𝑦
(𝑛)
𝑖 , (2.10)

where ℎ ∈ R is an integration step and 𝑛 ∈ N is the order of the method.

Taylor polynomial (2.9) is the basis of one-step numerical methods and provides the
most accurate approximation of the function. The problem is to obtain a higher derivative,
but if Taylor series methods are effectively implemented, they can be used to solve general
problems. Local truncation error due to neglecting of higher terms of Taylor series, is the
error made by the numerical method in one step. For more information, see [29].

Definition 2.2.3. Local discretization error. General differential method

𝑦0 = 𝑦(𝑡0) , (2.11)
𝑦𝑖+1 = 𝑦𝑖 + ℎ𝜙(𝑡𝑖, 𝑦𝑖), 𝑖 = 0, 1, . . . , 𝑘 , (2.12)

where 𝜙(𝑡𝑖, 𝑦𝑖) is the function that depends on the particular differential method, the func-
tion has the local discretization error at each step:

𝜏𝑖+1(ℎ) =
𝑦𝑖+1 − (𝑦𝑖 + ℎ𝜙(𝑡𝑖, 𝑦𝑖))

ℎ
=

𝑦𝑖+1 − 𝑦𝑖
ℎ

− 𝜙(𝑡𝑖, 𝑦𝑖), 𝑖 = 0, 1, . . . , 𝑘 , (2.13)

where 𝑦𝑖 = 𝑦(𝑡𝑖) is the analytical solution.

Derivation of higher-order Taylor series methods
Consider the IVP

𝑦′(𝑡) = 𝑓(𝑡, 𝑦), 𝑎 ≤ 𝑡 ≤ 𝑏, 𝑦(𝑎) = 𝛼 . (2.14)

Expand 𝑦(𝑡) in the 𝑛𝑡ℎ Taylor polynomial about 𝑡𝑖 and evaluate at 𝑡𝑖+1:

𝑦(𝑡𝑖+1) = 𝑦(𝑡𝑖) + ℎ𝑦′(𝑡𝑖) +
ℎ2

2
𝑦′′(𝑡𝑖) + · · ·+ ℎ𝑛

𝑛!
𝑦(𝑛)(𝑡𝑖) +

ℎ𝑛+1

(𝑛+ 1)!
𝑦(𝑛+1)(𝜉𝑖) , (2.15)

where 𝜉𝑖 ∈ (𝑡𝑖, 𝑡𝑖+1). By deriving the solution of 𝑦(𝑡) we get 𝑦′(𝑡) = 𝑓(𝑡, 𝑦(𝑡)), 𝑦′′(𝑡) =
𝑓 ′(𝑡, 𝑦(𝑡)), . . . , 𝑦(𝑛)(𝑡) = 𝑓 (𝑛−1)(𝑡, 𝑦(𝑡)) . Substituting into equation (2.15), we get:

𝑦(𝑡𝑖+1) = 𝑦(𝑡𝑖) + ℎ𝑓(𝑡𝑖, 𝑦(𝑡𝑖)) + · · ·+ ℎ𝑛

𝑛!
𝑓 (𝑛−1)(𝑡𝑖, 𝑦(𝑡𝑖)) +

ℎ𝑛+1

(𝑛+ 1)!
𝑓 (𝑛)(𝜉𝑖, 𝑦(𝜉𝑖)) . (2.16)

The 𝑛𝑡ℎ order Taylor series method is obtained by omitting the remainder term.

Definition 2.2.4. Taylor method of order 𝑛. Taylor series method of order 𝑛 is defined
as:

𝑦0 = 𝛼 , (2.17)
𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑇 (𝑛)(𝑡𝑖, 𝑦𝑖), 𝑖 = 0, 1, . . . , 𝑘 , (2.18)

where
𝑇 (𝑛)(𝑡𝑖, 𝑦𝑖) = 𝑓(𝑡𝑖, 𝑦𝑖) +

ℎ

2
𝑓 ′(𝑡𝑖, 𝑦𝑖) + · · ·+ ℎ𝑛−1

𝑛!
𝑓 (𝑛−1)(𝑡𝑖, 𝑦𝑖) . (2.19)

Remark 2.2.1. The Euler method is the Taylor method of order one.
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Lemma 2.2.1. Taylor’s Theorem. Suppose 𝑓 ∈ 𝐶𝑛[𝑎, 𝑏], that 𝑓 (𝑛+1) exists in [𝑎, 𝑏] and
𝑥0 ∈ [𝑎, 𝑏]. For every 𝑥 ∈ [𝑎, 𝑏], there exists a number 𝜉(𝑥) between 𝑥 and 𝑥0 with

𝑓(𝑥) = 𝑃𝑛(𝑥) +𝑅𝑛(𝑥) , (2.20)
and

𝑅𝑛(𝑥) =
𝑓 (𝑛+1)(𝜉(𝑥))

(𝑛+ 1)!
(𝑥− 𝑥0)

(𝑛+1) , (2.21)

where 𝑃𝑛(𝑥) is the Taylor polynomial (2.9) for 𝑓 about 𝑥0 and 𝑅𝑛(𝑥) is called the remainder
term (or truncation error) associated with 𝑃𝑛(𝑥).
Proof. See [87].

Lemma 2.2.2. If the Taylor series method of order 𝑛 is used for the approximation of the
IVP 2.0.1 with the integration step ℎ and if 𝑦 ∈ 𝐶𝑛+1[𝑎, 𝑏], then the local discretization
error is 𝑂(ℎ𝑛).
Proof. Equation (2.9) can be rewritten in the form

𝑦𝑖+1 − 𝑦𝑖 − ℎ𝑓(𝑡𝑖, 𝑦𝑖)−
ℎ2

2
𝑓 ′(𝑡𝑖, 𝑦𝑖)− · · · − ℎ𝑛

𝑛!
𝑓 (𝑛−1)(𝑡𝑖, 𝑦𝑖) =

ℎ𝑛+1

(𝑛+ 1)!
𝑓 (𝑛)(𝜉𝑖, 𝑦(𝜉𝑖)) , (2.22)

where 𝜉 ∈ (𝑡𝑖, 𝑡𝑖+1). Because 𝑦 ∈ 𝐶𝑛+1[𝑎, 𝑏], we have 𝑦(𝑛+1)(𝑡) = 𝑓 (𝑛)(𝑡, 𝑦(𝑡)) in the interval
[𝑎, 𝑏] and 𝜏𝑖+1 = 𝑂(ℎ𝑛) for 𝑖 = 1, 2, · · · , 𝑘 + 1. Local discretization error is

𝜏𝑖+1(ℎ) =
𝑦𝑖+1 − 𝑦𝑖

ℎ
− 𝑇 (𝑛)(𝑡𝑖, 𝑦𝑖) =

ℎ𝑛

(𝑛+ 1)!
𝑓 (𝑛)(𝜉𝑖, 𝑦(𝜉𝑖)), 𝑖 = 0, 1, . . . , 𝑘 . (2.23)

2.3 Euler method
Let us assume the initial value problem with an equidistant net {𝑡0, 𝑡1, . . . , 𝑡𝑘} and step
ℎ = 𝑡𝑖+1 − 𝑡𝑖, where 𝑖 = 0, . . . , 𝑘 − 1. In all net points hold that

𝑦′(𝑡𝑖) = 𝑓(𝑡𝑖, 𝑦(𝑡𝑖)) . (2.24)
The derivative on the left side of equation (2.24) can be expressed as

𝑦(𝑡𝑖+1)− 𝑦(𝑡𝑖)

ℎ

.
= 𝑓(𝑡𝑖, 𝑦(𝑡𝑖)) . (2.25)

By replacing 𝑦(𝑡𝑖) with the approximate value 𝑦𝑖, it is possible to express an approximate
value 𝑦(𝑡𝑖+1) and we obtain the explicit Euler method:

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑓(𝑡𝑖, 𝑦𝑖) . (2.26)
The approximate solution at the next net point is calculated using the value of the previous.
The implicit Euler method is defined as:

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑓(𝑡𝑖+1, 𝑦𝑖+1) . (2.27)
Because the unknown 𝑦𝑖+1 is the argument of the function 𝑓(𝑡, 𝑦), it is not possible to
obtain the explicit formula. Therefore, we have to solve the following equation:

𝑔(𝑧) := 𝑧 − 𝑦𝑖 − ℎ𝑓(𝑡𝑖+1, 𝑧) = 0 , (2.28)
where the solution 𝑧 is 𝑦𝑖+1. Equation (2.28) can be solved using iterative methods (for
example, the Newton method).
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2.4 Runge-Kutta methods
Runge-Kutta methods are an important group of one-step methods. The general form of
the implicit Runge-Kutta method is

𝑦𝑖+1 = 𝑦𝑖 + ℎ
𝑠∑︁

𝑗=1

𝑏𝑗𝑘𝑗 , (2.29)

where coefficients 𝑘𝑗 are defined as

𝑘𝑗 = 𝑓(𝑡𝑖 + ℎ𝑐𝑗 , 𝑦𝑖 + ℎ
𝑠∑︁

𝑙=1

𝑎𝑗𝑙𝑘𝑙), 𝑗 = 1, 2, . . . , 𝑠 , (2.30)

and 𝑏𝑗 , 𝑐𝑗 , and 𝑎𝑗𝑙 are constants determined to reach the maximal order of the method. For
explicit Runge-Kutta methods hold, 𝑎𝑗𝑙 = 0 for 𝑙 ≥ 𝑗, therefore, the coefficients 𝑘𝑗 can be
calculated as

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) , (2.31)

𝑘𝑗 = 𝑓(𝑡𝑖 + ℎ𝑐𝑗 , 𝑦𝑖 + ℎ

𝑗−1∑︁
𝑙=1

𝑎𝑗,𝑙𝑘𝑙), 𝑗 = 2, 3, . . . , 𝑠 . (2.32)

Definition 2.4.1. Butcher tableau. The Runge-Kutta scheme can be written in the
general form of a tableau, the so-called Butcher tableau [30]

𝑐1 𝑎1,1 𝑎1,2 · · · 𝑎1,𝑠
𝑐2 𝑎2,1 𝑎2,2 · · · 𝑎2,𝑠 =⇒ c A
...

...
... . . . ... b𝑇

𝑐𝑠 𝑎𝑠,1 𝑎𝑠,2 · · · 𝑎𝑠,𝑠
𝑏1 𝑏2 · · · 𝑏𝑠

(2.33)

where c are the nodes, A is the matrix of the method, and b are weights.

Explicit Runge-Kutta methods are characterized by a strictly lower triangular matrix
A, i.e., 𝑎𝑖𝑗 = 0 if 𝑗 ≥ 𝑖. Moreover, the following condition holds

𝑐𝑖 =
𝑠∑︁

𝑗=1

𝑎𝑖,𝑗 , 𝑖 = 1, 2, . . . , 𝑠 . (2.34)

The maximal order 𝑝(𝑠) of the Runge-Kutta method with 𝑠 stages depends on 𝑠 as follows:

𝑝(𝑠) = 𝑠, for 𝑠 = 1, 2, 3, 4,

𝑝(𝑠) = 𝑠− 1, for 𝑠 = 5, 6, 7,

𝑝(𝑠) = 𝑠− 2, for 𝑠 = 8, 9,

𝑝(𝑠) ≤ 𝑠− 2, for 𝑠 = 10, 11, . . . .

(2.35)

An overview of the well-known Runge-Kutta methods follows.
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Runge-Kutta method 𝑝 = 𝑠 = 1

The Runge-Kutta method of the first order is the explicit Euler method. In this case, the
Butcher tableau is of the form

0 0

1
𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑓(𝑡𝑖, 𝑦𝑖) . (2.36)

Runge-Kutta method 𝑝 = 𝑠 = 2

There are three variants of the Runge-Kutta method of second order. The first is the explicit
midpoint method

0
1
2

1
2

0 1

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑘2 ,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 +
1
2ℎ, 𝑦𝑖 +

1
2ℎ𝑘1) .

(2.37)

The second variant is known as the modified Euler’s method or Heun’s method

0

1 1
1
2

1
2

𝑦𝑖+1 = 𝑦𝑖 +
1
2ℎ(𝑘1 + 𝑘2) ,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 + ℎ, 𝑦𝑖 + ℎ𝑘1) .

(2.38)

The third one is the Ralston’s method with a minimum local error bound

0
2
3

2
3
1
4

3
4

𝑦𝑖+1 = 𝑦𝑖 + ℎ
(︀
1
4𝑘1 +

3
4𝑘2

)︀
,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 +
2
3ℎ, 𝑦𝑖 +

2
3ℎ𝑘1) .

(2.39)

Runge-Kutta method 𝑝 = 𝑠 = 3

The Butcher table for Runge-Kutta with three stages is

0
𝑐2 𝑐2
𝑐3 𝑐3 − 𝑎3,2 𝑎3,2

𝑏1 𝑏2 𝑏3

(2.40)

Different variants of Runge-Kutta methods of the third order exist. One of the most popular
is the Ralston’s third-order method, used in the embedded Bogacki–Shampine method

0
1
2

1
2

3
4 0 3

4
2
9

1
3

4
9

𝑦𝑖+1 = 𝑦𝑖 +
1
9ℎ(2𝑘1 + 3𝑘2 + 4𝑘3) ,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 +
1
2ℎ, 𝑦𝑖 +

1
2ℎ𝑘1) ,

𝑘3 = 𝑓(𝑡𝑖 +
3
4ℎ, 𝑦𝑖 +

3
4ℎ𝑘2) .

(2.41)
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Runge-Kutta method 𝑝 = 𝑠 = 4

The most widely used Runge-Kutta method of the fourth order is classic Runge-Kutta
method

0
1
2

1
2

1
2 0 1

2

1 0 0 1

1
6

1
3

1
3

1
6

𝑦𝑖+1 = 𝑦𝑖 +
1
6ℎ(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) ,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 +
1
2ℎ, 𝑦𝑖 +

1
2ℎ𝑘1) ,

𝑘3 = 𝑓(𝑡𝑖 +
1
2ℎ, 𝑦𝑖 +

1
2ℎ𝑘2) ,

𝑘4 = 𝑓(𝑡𝑖 + ℎ, 𝑦𝑖 + ℎ𝑘3) .

(2.42)

2.4.1 Embedded methods

The idea of embedded methods is to combine two Runge-Kutta methods of different order
but with the same stages. The first method is of order 𝑝, and the second is of order
𝑝+ 1. Both methods use the same coefficients 𝑎𝑖𝑗 and 𝑐𝑖, but the coefficients 𝑏𝑖 differ. The
coefficients can be written in the extended Butcher’s tableau.

The local truncation error can be estimated as the difference between an approximation
of order 𝑝 and one of order 𝑝 (usually 𝑝 = 𝑝 + 1). This estimation can then be used for
automatic step size selection. The Butcher tableau is extended as follows,

𝑐1 𝑎1,1 𝑎1,2 · · · 𝑎1,𝑠
𝑐2 𝑎2,1 𝑎2,2 · · · 𝑎2,𝑠 =⇒ c A
...

...
... . . . ... b𝑇

...
...

... . . . ... b̂𝑇

𝑐𝑠 𝑎𝑠,1 𝑎𝑠,2 · · · 𝑎𝑠,𝑠
𝑏1 𝑏2 · · · 𝑏𝑠
𝑏̂1 𝑏̂2 · · · 𝑏̂𝑠

(2.43)

where b̂ are the coefficients for the higher-order method. The common stages are

𝑘𝑗 = 𝑓(𝑡𝑖 + ℎ𝑐𝑗 , 𝑦𝑖 + ℎ

𝑠∑︁
𝑙=1

𝑎𝑗,𝑙𝑘𝑙), 𝑗 = 1, 2, . . . , 𝑠 , (2.44)

the first method of order 𝑝

𝑦𝑖+1 = 𝑦𝑖 + ℎ

𝑠∑︁
𝑗=1

𝑏𝑗𝑘𝑗 , (2.45)

the second method of order 𝑝 = 𝑝+ 1

𝑦𝑖+1 = 𝑦𝑖 + ℎ

𝑠∑︁
𝑗=1

𝑏̂𝑗𝑘𝑗 , (2.46)

the local error estimation, which is used for automatic step size selection, is

𝜀𝑖 = |𝑦𝑖+1 − 𝑦𝑖+1| = ℎ

𝑠∑︁
𝑗=1

(𝑏̂𝑗 − 𝑏𝑗)𝑘𝑗 , 𝑗 = 1, 2, . . . , 𝑠 . (2.47)
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The first method is Runge-Kutta-Fehlberg 5(4), a fifth-order scheme with a fourth-order
embedded scheme with six stages. The method is defined by the following tableau [56]

0
1
4

1
4

3
8

3
32

9
21

12
13

1932
2197 −7200

2197 −7296
2197

1 439
216 −8 3680

513 − 845
4104

1
2 − 8

27 2 −3544
2565

1859
4104 −11

40
25
216 0 1408

2565
2197
4104 −1

5 0

16
135 0 6656

12825
28561
5630 − 9

50
2
55

(2.48)

Dormand and Prince Runge-Kutta method of order 5(4), fifth-order scheme with a fourth-
order embedded scheme [44] and seven stages follows

0
1
5

1
5

3
10

3
40

9
40

4
5

44
45 −56

15
32
9

8
9

19372
6561

−25360
2187

64448
6561 −212

729

1 9017
3168 −355

33
46732
5247

49
176 − 5103

18656

1 35
384 0 500

1113
125
192 −2187

6784
11
84

5179
57600 0 7571

16695
393
640 − 92097

339200
187
2100

1
40

35
384 0 500

1113
125
192 −2187

6784
11
84 0

(2.49)

The higher-order approximation 𝑦𝑖+1 is usually used as an approximation of the solu-
tion. The value 𝑦𝑖 is used in (2.45) and (2.46) instead of 𝑦𝑖. This approach is called local
extrapolation.

Notice that the last row of A in Butcher’s table 2.49 is the same as the 𝑏̂𝑖 coefficients.
This property is called First Same As Last (FSAL). This means that the last stage 𝑘7 used
in the error estimation can be reused in the next time step as stage 𝑘1. Therefore, the
number of function evaluations of the Runge-Kutta-Fehlberg method is identical, although
the Dormand and Prince method has one more stage.

Bogacki-Shampine Runge-Kutta method of order 3(2), third-order scheme with a second-
order embedded scheme, and it has four stages [26]

0
1
2

1
2

3
4 0 3

4

1 2
9

1
3

4
9

2
9

1
3

4
9 0

7
24

1
4

1
3

1
8

𝑦𝑖+1 = 𝑦𝑖 +
2
9ℎ𝑘1 +

1
3ℎ𝑘2 +

4
9ℎ𝑘3 ,

𝑘1 = 𝑓(𝑡𝑖, 𝑦𝑖) ,

𝑘2 = 𝑓(𝑡𝑖 +
1
2ℎ, 𝑦𝑖 +

1
2ℎ𝑘1) ,

𝑘3 = 𝑓(𝑡𝑖 +
3
4ℎ, 𝑦𝑖 +

3
4ℎ𝑘2) ,

𝑘4 = 𝑓(𝑡𝑖 + ℎ, 𝑦𝑖+1) ,

𝑧𝑖+1 = 𝑦𝑖 +
7
24ℎ𝑘1 +

1
4ℎ𝑘2 +

1
3𝑘ℎ3 +

1
4ℎ𝑘4 ,

(2.50)
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where 𝑧𝑖+1 is a second-order approximation of the exact solution. The value of 𝑦𝑖+1 is
calculated according to Ralston’s method (see Butcher’s table 2.41), and it is a third-order
approximation. The difference between values 𝑧𝑖+1 and 𝑦𝑖+1 can be used to adapt the step
size. Thanks to the FSAL property, only three function evaluations have to be performed
per step in this case.

Another Runge-Kutta method is Bogacki-Shampine Runge-Kutta method of order 5(4)
[25], a fifth-order scheme with a fourth-order embedded scheme, and it has eight stages.

Other embedded Runge-Kutta methods are methods by J. Verner [167]. For example,
Verner Runge-Kutta method of order 6(5), a sixth-order scheme with fifth-order embedded
scheme and nine stages, Verner Runge-Kutta method of order 7(6), a seventh-order scheme
with sixth-order embedded scheme and ten stages, Verner Runge-Kutta method of order
8(7), an eighth-order scheme with seventh-order embedded scheme and thirteen stages.

Many tools use embedded methods with automatic step size control to solve ODEs. For
example, MATLAB software [158] provides two embedded Runge-Kutta methods, namely,
ode23 is the implementation of the Bogacki-Shampine 3(2) method and ode45 is the imple-
mentation of the Dormand-Prince 5(4) method.

Portable, Extensible Toolkit for Scientific Computation (PETSc) library [2, 10, 11,
13] provides embedded methods similar to MATLAB, TSRK3BS implements Bogacki-
Shampine 3(2) method, and TSRK5DP implements Dormand-Prince 5(4) method. Fur-
thermore, the PETSc library offers implementations of the Bogacki-Shampine Runge-Kutta
method of order 5(4) (TSRK5BS) [25]. Verner Runge-Kutta methods of orders 6(5), 7(6)
and 8(7) are implemented as TSRK6VR, TSRK7VR, and TSRK8VR respectively.

Trapezoidal methods are one-step implicit Runge-Kutta methods of the second order
defined as

𝑦𝑖+1 = 𝑦𝑖 +
1

2
ℎ[𝑓(𝑡𝑖, 𝑦𝑖) + 𝑓(𝑡𝑖+1, 𝑦𝑖+1)] . (2.51)

In MATLAB, this method is the basis for the ode23t function. Another method is ode23tb,
an implicit Runge-Kutta formula with a trapezoidal rule step as its first stage and a back-
ward differentiation formula of order two as its second stage.

2.5 Multistep methods
As mentioned above, multi-step methods (𝑚-step methods) use previously calculated values
𝑦𝑖, 𝑦𝑖−1, . . . , 𝑦𝑖+1−𝑚 to calculate the approximation 𝑦𝑖+1. The well-known families of linear
multistep methods are the Adams-Bashforth methods, the Adams-Moulton methods, and
the backward differentiation formulas (BDFs).

2.5.1 Adams–Bashforth methods

The general form of the Adams–Bashforth methods is

𝑦𝑖+1 = 𝑦𝑖 + ℎ

𝑚∑︁
𝑗=1

𝑏𝑗𝑓(𝑡𝑖+1−𝑗 , 𝑦𝑖+1−𝑗) . (2.52)

The coefficients for the number of steps 𝑚 = 1, . . . , 6 and the fixed step size ℎ are in
Table 2.1. For 𝑚 = 1, we obtain the explicit Euler method (2.26), for 𝑚 = 2, we obtain
the multistep method:

𝑦𝑖+1 = 𝑦𝑖 + ℎ
3

2
𝑓(𝑡𝑖, 𝑦𝑖)−

1

2
𝑓(𝑡𝑖−1, 𝑦𝑖−1) . (2.53)
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𝑚 𝑏1 𝑏2 𝑏3 𝑏4 𝑏5 𝑏6

1 1
2 3

2 −1
2

3 23
12 −16

12
5
12

4 55
24 −59

24
37
24 − 9

24

5 1901
720 −2774

720
2616
720 −1274

720
251
720

6 4277
1440 −7923

1440
9982
1440 −7298

1440
2877
1440 − 475

1440

Table 2.1: Coefficients of the Adams-Bashfort method.

2.5.2 Adams–Moulton methods

The general form of Adams–Moulton methods is

𝑦𝑖+1 = 𝑦𝑖 + ℎ
𝑚∑︁
𝑗=0

𝑏𝑗𝑓(𝑡𝑖+1−𝑗 , 𝑦𝑖+1−𝑗) . (2.54)

Because the term ℎ𝑏0𝑓(𝑡𝑖+1, 𝑦𝑖+1) appears on the right-hand side of (2.54), these methods
are called implicit Adams-Moulton methods. The coefficients for the number of steps 𝑚 =
1, . . . , 6 and the fixed step size ℎ are in Table 2.2. For 𝑚 = 1, we obtain the implicit Euler
method (2.27), and for 𝑚 = 2, we obtain the trapezoidal method. For 𝑚 ≥ 3, the multistep
method is obtained.

𝑚 𝑏0 𝑏1 𝑏2 𝑏3 𝑏4 𝑏5

1 1
2 1

2
1
2

3 5
12

8
12 − 1

12

4 9
24

19
24 − 5

24
1
24

5 251
720

646
720 −264

720
106
720 − 19

720

6 475
1440

1427
1440 − 798

1440
482
1440 − 173

1440
27

1440

Table 2.2: Coefficients of the Adams-Moulton method.

The problem of a multistep method with obtaining 𝑚 starting values 𝑦0, 𝑦1, . . . , 𝑦𝑚−1

can be solved using self-starting algorithms. For example, for 𝑚-step Adams-Bashfort
methods, the values 𝑦1, 𝑦2, . . . , 𝑦𝑚−1 are calculated using Adams-Bashfort methods with
steps 1, 2, . . .𝑚− 1. The combination of Adams-Bashfort and Adams-Moulton methods is
often known as predictor-corrector methods.

2.5.3 Predictor-corrector methods

The predictor-corrector method uses a combination of explicit and implicit methods. Typi-
cally, the explicit method is used for the predictor step, and the implicit method for the cor-
rector step. This scheme is also called PECE (Predict-Evaluate-Correct-Evaluate) scheme.
For example, the PECE scheme can be constructed from the explicit Adams-Bashfort and
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implicit Adams-Moulton methods. The PECE scheme of the second order is defined as
follows:

𝑦𝑖+1 = 𝑦𝑖 +
1
2ℎ(3𝑓𝑖 − 𝑓𝑖−1) (P) Adams-Bashfort 2𝑛𝑑 order ,

𝑓𝑖+1 = 𝑓(𝑡𝑖+1, 𝑦𝑖+1) (E) Adams-Bashfort 2𝑛𝑑 order ,
𝑦𝑖+1 = 𝑦𝑖 +

1
2ℎ(𝑓𝑖+1 + 𝑓𝑖) (C) Adams-Moulton 2𝑛𝑑 order ,

𝑓𝑖+1 = 𝑓(𝑡𝑖+1, 𝑦𝑖+1) (E) Adams-Moulton 2𝑛𝑑 order .

(2.55)

The PECE scheme (2.55) is implemented in MATLAB as the ode113 function. The al-
gorithms based on predictor-corrector methods often use variable step and variable order
(VSVO) during the computation.

2.5.4 Backward differentiation methods

The general formula for the 𝑚-step backward differentiation method is:

𝛼𝑚,0𝑦𝑖+1 + 𝛼𝑚,1𝑦𝑖 + · · ·+ 𝛼𝑚,𝑚𝑦𝑖+1−𝑚 = ℎ𝑓(𝑡𝑖+1, 𝑦𝑖+1) ,

𝛼𝑚,𝑗 = ℎ𝑙′𝑗(𝑡𝑖+1) ,

𝑙𝑗(𝑡) =
𝑘∏︁

𝑛=1,𝑛 ̸=𝑗

𝑡− 𝑡𝑖+1−𝑛

𝑡𝑖+1−𝑗 − 𝑡𝑖+1−𝑛
.

(2.56)

The coefficients for the number of steps 𝑚 = 1, . . . , 6 and the fixed step size ℎ are in
Table 2.3. The backward differentiation methods are 𝑚-step implicit methods. For 𝑚 = 1,
we obtain the implicit Euler method (2.27).

𝑚 𝛼𝑘,0 𝛼𝑘,1 𝛼𝑘,2 𝛼𝑘,3 𝛼𝑘,4 𝛼𝑘,5 𝛼𝑘,6

1 1 -1
2 3

2 −2 1
2

3 11
6 −3 3

2 −1
3

4 25
12 −4 3 −4

3
1
4

5 137
60 −5 5 −10

3
5
4 −1

5

6 147
60 −6 15

12 −20
3

15
4 −6

5
1
6

Table 2.3: Coefficients of backward differentiation methods.

Backward differentiation methods for 𝑚 = 1, . . . , 5 are implemented in MATLAB as a
function ode15s. It is the VSVO method.
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Chapter 3

Partial differential equations

Partial differential equations can be encountered when solving various technical and phys-
ical problems. Therefore, some partial differential equations are referred to as equations of
mathematical physics. These equations describe some physical phenomena (with a certain
extent and accuracy). Depending on the dimension of the space in which the investigated
process takes place, the function 𝑢(𝑥, 𝑡), 𝑢(𝑥, 𝑦, 𝑡), 𝑢(𝑥, 𝑦, 𝑧, 𝑡), or 𝑢(𝑥1, 𝑥2, . . . , 𝑥𝑁 , 𝑡) in the
case of higher dimensions, if appropriate, will be considered as unknown. Other significant
areas of the application of partial differential equations include, for example, electrodynam-
ics, dynamics of fluids, cosmology, unbalanced static mechanics, quantum mechanics, and
others. Basic types of second-order PDEs include parabolic, hyperbolic, and elliptic PDE.

A solution to a partial differential equation is any function defined in the given domain,
including its partial derivatives, up to the order of the equation and satisfying the given
equation in the specified domain. Partial differential equations are discussed in publications
[50, 55, 106].

Partial differential equations were discovered in the 18th century, as ordinary differential
equations failed to describe the studied physical principles. Many famous mathematicians
developed the subject of partial differential equations. Leonard Euler and Joseph-Louis
Lagrange studied the waves on strings. Daniel Bernoulli, Leonard Euler, Adrien-Marie
Legendre, and Pierre-Simon Laplace focused on potential theory and Joseph Fourier on
series expansions for the heat equation. The discovery of fundamental partial differential
equations for a given process has contributed significantly to advances in modern science.
For example, James Clerk Maxwell’s equations for electromagnetic theory provide a solution
for problems in radio wave propagation and the diffraction of light, and Erwin Schrodinger’s
equation for quantum mechanical processes at the atomic level, which changed atomic
physics and chemistry in the 20th century. Navier-Stokes equations describe the motion
of viscous fluid substances and form a basis for widely disparate topics such as weather
forecasting and the design of supersonic aircrafts. The study of partial differential equations
is extensive and belongs to several areas of mathematics [7, 27, 49].

This chapter deals with partial differential equations, especially second-order PDEs.
The method of lines is introduced to solve time-dependent PDEs. The spatial derivatives
are replaced by finite differences, and a PDE is transformed into a system of ODEs [146].
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3.1 Types of partial differential equations
Definition 3.1.1. Partial differential equations of 𝑛𝑡ℎ order. Partial differential
equations of 𝑛𝑡ℎ order are equations of the following form:

𝐹

(︂
𝑥1, 𝑥2, . . . , 𝑥𝑛, 𝑢,

𝜕𝑢

𝜕𝑥1
, . . . ,

𝜕𝑢

𝜕𝑥𝑛
,
𝜕2𝑢

𝜕𝑥21
,

𝜕2𝑢

𝜕𝑥1𝜕𝑥2
, . . . ,

𝜕2𝑢

𝜕𝑥1𝜕𝑥𝑛
,
𝜕2𝑢

𝜕𝑥22
, . . . ,

𝜕𝑘𝑢

𝜕𝑥𝑘𝑛

)︂
= 0 , (3.1)

where 𝑢(𝑥1, 𝑥2, . . . , 𝑥𝑛) is a sought function of independent 𝑛 variables. The order of a
partial differential equation is given by the order of the highest derivative contained in such
an equation.

Definition 3.1.2. Linear partial differential equations. If equation (3.1) is linear with
respect to the sought function and its derivatives, it is called a linear partial differential
equation.

Definition 3.1.3. Homogeneous linear partial differential equations. A linear par-
tial differential equation is called homogeneous if it contains no dependent variable and its
partial derivatives. Otherwise, the PDE is called non-homogeneous.

Definition 3.1.4. Second-order partial differential equations. The equation in the
form

𝐹

(︂
𝑥, 𝑦, 𝑢,

𝜕𝑢

𝜕𝑥
,
𝜕𝑢

𝜕𝑦
,
𝜕2𝑢

𝜕𝑥2
,
𝜕2𝑢

𝜕𝑥𝜕𝑦
,
𝜕2𝑢

𝜕𝑦2

)︂
= 0 (3.2)

is called the second-order partial differential equation for the unknown function 𝑢 = 𝑢(𝑥, 𝑦).

Definition 3.1.5. Solution of a partial differential equation. The solution to PDE
(3.1) in domain Ω ⊂ R𝑁 is any function that possesses all partial derivatives of continuous
type and which, after having been substituted together with the derivatives to (3.1), is
satisfactory for all (𝑥1, . . . , 𝑥𝑛) ∈ Ω in this equation.

Let us assume a common homogeneous linear PDE of second order in a plane (i.e.,
𝑢 = 𝑢(𝑥, 𝑦)) where 𝐴, . . . , 𝐹 are real numbers (these are constant coefficients)

𝐴
𝜕2𝑢

𝜕𝑥2
+𝐵

𝜕2𝑢

𝜕𝑥𝜕𝑦
+ 𝐶

𝜕2𝑢

𝜕𝑦2
+𝐷

𝜕𝑢

𝜕𝑥
+ 𝐸

𝜕𝑢

𝜕𝑦
+ 𝐹𝑢 = 0 , (3.3)

depending on the values of the coefficients 𝐴, . . . , 𝐹 , these equations are elliptic, hyperbolic,
and parabolic:

• elliptic if 𝐵2 − 4𝐴𝐶 < 0,

• parabolic if 𝐵2 − 4𝐴𝐶 = 0,

• hyperbolic if 𝐵2 − 4𝐴𝐶 > 0.

The following text deals with partial equations of the second order (see Definition 3.1.4).
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Parabolic PDE

The parabolic partial differential equation describes heat transfer. Let us assume an isolated
rod with a length of 𝐿, and its cross section is neglected. The rod is placed along the axis
𝑥 so that its left end merges with the beginning. The variable 𝑢 = 𝑢(𝑥, 𝑡) describes the
temperature of the rod at the point 𝑥 and at time 𝑡. We can show that this function satisfies
the partial differential equation (3.4)

𝜕𝑢

𝜕𝑡
= 𝑎2

𝜕2𝑢

𝜕𝑥2
+ 𝑓(𝑥, 𝑡), (𝑥, 𝑡) ∈ (0, 𝐿)× (0, 𝑇 ) , (3.4)

where 𝑎2 = 𝑘
𝜌𝑐 is the thermal diffusivity, 𝑘 is the thermal conductivity coefficient, 𝜌 is the

specific mass and 𝑐 is the specific heat. The function 𝑓(𝑥, 𝑡) characterizes the intensity
of internal sources (if, for example, the rod is under voltage, it produces heat), and 𝑇
is the time duration of the investigated process. There are infinitely many solutions to
equation (3.4). If we want to unambiguously determine the rod temperature at any time
and location, one initial condition and two boundary conditions must be added to the
equation. The initial condition (3.5) describes the rod temperature at the beginning of the
process

𝑢(𝑥, 0) = 𝑔(𝑥), 0 < 𝑥 < 𝐿 . (3.5)
The boundary conditions (3.6) and (3.7) characterize the situation at both ends of the rod
throughout the process. They describe the situation where the left end of the rod is kept
at temperature ℎ1 and the right end of the bar is kept at temperature ℎ2. The function
𝑔(𝑥) describes the temperature of the rod at the beginning of the process (3.5)

𝑢(0, 𝑡) = ℎ1(𝑡), 0 < 𝑡 < 𝑇, (3.6)
𝑢(𝐿, 𝑡) = ℎ2(𝑡), 0 < 𝑡 < 𝑇. (3.7)

Hyperbolic PDE

The hyperbolic partial differential equation describes the propagation of waves. It is applied
in various fields such as mechanics (description of strings or fluids), acoustics, optics, or
electromagnetism. Let us assume a perfectly flexible string of length 𝐿. This string is
anchored to the axis 𝑥 and tensioned with force 𝐹 . Equation (3.8) describes a vibrating
string

𝜕2𝑢

𝜕𝑡2
= 𝑎2

𝜕2𝑢

𝜕𝑥2
+ 𝑓(𝑥, 𝑡), (𝑥, 𝑡) ∈ (0, 𝐿)× (0, 𝑇 ) , (3.8)

where 𝑎2 = 𝐹
𝜌 , and 𝜌 is a specific mass of the string per unit length, 𝐹 is the tension force,

𝑢(𝑥, 𝑡) is a vertical deflection from the balance position of the string at point 𝑥, and at
time 𝑡 and 𝑓(𝑥, 𝑡) expresses the other external load, if any (e.g., gravitation). Naturally,
initial conditions (3.9) that describe an initial deflection and an initial string velocity must
be considered in the equation (3.8)

𝑢(𝑥, 0) = 𝑔1(𝑥),
𝜕𝑢

𝜕𝑡
(𝑥, 0) = 𝑔2(𝑥), 0 < 𝑥 < 𝐿 . (3.9)

The boundary conditions that reflect the behavior of the string at its anchor points can
also be described using equations (3.6) a (3.7). Depending on the dimension, the heat
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conduction equations, and the wave equation can be expressed in the form (3.10)

𝜕𝑢

𝜕𝑡
= 𝑎2Δ𝑢+ 𝑓, (3.10)

𝜕2𝑢

𝜕𝑡2
= 𝑎2Δ𝑢+ 𝑓 .

The symbol Δ is called the Laplace operator defined below.

Definition 3.1.6. Hence, in the region of variables 𝑥1, . . . , 𝑥𝑛, in general, the Laplace
operator has the following form

Δ =
𝜕2

𝜕𝑥21
+ · · ·+ 𝜕2

𝜕𝑥2𝑛
. (3.11)

Elliptic PDE

For time-stable models, the heat conduction equations and the wave equation formally have
the same form:

−Δ𝑢 = 𝑓 , (3.12)

where 𝑓 is a function of variables 𝑥1, . . . , 𝑥𝑛. Equation (3.12) is called Poisson equation. In
a two-dimensional space where 𝑛 = 2, the equation can be expressed in the form (3.13)

−𝜕2𝑢

𝜕𝑥2
− 𝜕2𝑢

𝜕𝑦2
= 𝑓(𝑥, 𝑦) . (3.13)

Laplace equation is a special case of Poisson equation (3.12)

−Δ𝑢 = 0 . (3.14)

Equation (3.14) can be written in a two-dimensional space in the form (3.15)

−𝜕2𝑢

𝜕𝑥2
− 𝜕2𝑢

𝜕𝑦2
= 0 . (3.15)

There are many other interpretations of Laplace and Poisson equations. For example,
Poisson equation describes the fluid flow potential through a layer with variable width,
where 𝑢 denotes the potential of the velocity vector, and 𝑓 denotes a variable thickness of
the fluid layer. If the layer has a constant width, the function 𝑓 also equals zero, and the
given problem can be described using Laplace equation.

Analytical solving of partial differential equations is difficult and, in many cases, practi-
cally impossible, particularly when solving boundary value problems in higher-order equa-
tions. In some special cases, the partial differential equations can be solved using the
Fourier method, which assumes that such a solution can be obtained using separated vari-
ables. That is why this method is also called the method of separation of variables. The
method can be applied when solving many linear partial differential equations with an ini-
tial condition, e.g., heat conduction, wave, and Laplace equations. The following sections
focus on the numerical solution of partial differential equations.
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3.2 Numerical solution of PDEs
Various methods exist in the literature for the solution of partial differential equations. The
most well-known methods are the finite difference method (FDM), finite element method
(FEM), finite volume method (FVM), method of lines (MOL), and boundary element
method (BEM).

The basic idea of the finite difference method (method of grids) is to discretize the con-
tinuous domain into a discrete finite-difference grid. The individual partial derivatives in
the partial differential equations are approximated by algebraic finite difference approxi-
mations, which are substituted into the partial differential equations to obtain an algebraic
finite difference equation. The algebraic finite difference equations are solved for the de-
pendent variable. For more details on the finite difference method, see [55, 106, 153].

The finite volume method represents and evaluates partial differential equations in the
form of algebraic equations. Similarly to FDM, the values are calculated at discrete places
on a meshed geometry. The finite volume method converts volume integrals in a partial
differential equation containing divergence terms to surface integrals using the divergence
theorem. The divergence terms are evaluated as fluxes at the surfaces of each finite vol-
ume. The method is used in many fluid dynamics or problems with body-fitted coordinate
systems. For more information on the finite volume method, refer to [51, 107, 172].

The finite element method divides a given domain into the collection of subdomains,
the so-called finite element mesh, and the solution in each element is constructed from the
basis functions. The actual equations that are solved are typically obtained by restating the
conservation equation in the weak form: the field variables are written in terms of the basis
functions, the equation is multiplied by appropriate test functions, and then integrated over
an element. For more information on the finite element method, see [83, 100, 138, 139, 180].

The boundary element method is an efficient alternative to FDM and FEM to solve
PDEs. This method incorporates a mesh that is located only on the boundaries of the
domain. The advantage of BEM over the FEM is that there is no need for discretizing the
domain under consideration into the elements. This method only requires the boundary
data as input, resulting in smaller system matrices. The disadvantage over the FEM is that
the BEM matrices are fully populated with complex and frequency-dependent coefficients,
which deteriorate the efficiency of the solution. Moreover, singularities may arise in the
solution. For more details, see [47, 178].

The method of lines is a general procedure for solving time-dependent PDEs, and the
method consists of two steps. The first step includes approximating the spatial derivatives
using FDM, FVM, or FEM (or any other technique). In the second step, the time integration
of the resulting semi-discrete ODEs (discrete in space, continuous in time) is performed
[175]. The MOL is described in more detail in Section 3.4. The following section deals with
the Taylor series-based finite difference approximations.

3.3 Taylor series based finite difference approximations
Finite difference formulas can approximate derivatives of any order at any point using a
sufficient number of surrounding points. The derivative is calculated as the slope at a given
point using the values and relative locations of the surrounding points. The locations of the
sample points are called finite difference stencil. There are three types of finite differential
formulas, and they can differ in the derivative approximated, stencil type, and size:
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• forward difference formulas,

• backward difference formulas, and

• central difference formulas.

The finite differential formulas can be obtained from the Taylor series expansion of the
derivatives around the node of interest. Let us assume that the derivative of the function
𝑓 at the point 𝑥 is defined as the limit of a difference quotient:

𝑓 ′(𝑥) = lim
Δ𝑥−→0

𝑓(𝑥+Δ𝑥)− 𝑓(𝑥)

Δ𝑥
. (3.16)

The finite difference equation 𝑓(𝑥+Δ𝑥)−𝑓(𝑥)
Δ𝑥 is an approximation of the derivative 𝑓 ′(𝑥). The

expression 𝑓(𝑥 + Δ𝑥) − 𝑓(𝑥) is the finite difference, and Δ𝑥 denotes the spacing between
the points. If Δ𝑥 > 0, where Δ𝑥 is a finite positive number, then

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥)

Δ𝑥
+𝑂(Δ𝑥) (3.17)

is called first-order forward finite difference formula and corresponds to the finite difference
stencil {0, 1}. Similarly, if Δ𝑥 < 0, where Δ𝑥 > 0, then:

𝑓 ′(𝑥) =
𝑓(𝑥)− 𝑓(𝑥−Δ𝑥)

Δ𝑥
+𝑂(Δ𝑥) (3.18)

is called first-order backward finite difference formula and corresponds to the finite difference
stencil {−1, 0}. By the combination of forward and backward finite difference formulas,
the second-order central difference formula can be derived and corresponds to the finite
difference stencil {−1, 0, 1}

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥−Δ𝑥)

2Δ𝑥
+𝑂(Δ𝑥2) . (3.19)

The smaller spatial step Δ𝑥 results in a better approximation. The error of the approxima-
tion depends on Δ𝑥. The finite difference formulas mentioned above and the corresponding
truncation errors are derived in Section 3.3.1.

3.3.1 Derivation of truncation errors

Truncation errors rare the errors resulting from using an approximation instead of an exact
mathematical procedure. It is known that the 𝑛-times continuously differentiable function
𝑓(𝑥) can be replaced by the Taylor polynomial 𝑇𝑛(𝑥) in the neighborhood 𝑈(𝑎) of point 𝑎,
with a reminder 𝑅𝑛(𝑥) as follows:

𝑓(𝑥) = 𝑇𝑛(𝑥) +𝑅𝑛(𝑥) ∀𝑥 ∈ 𝑈(𝑎) , (3.20)

where 𝑇𝑛(𝑥) is the Taylor polynomial defined in (3.21):

𝑇𝑛(𝑥) = 𝑓(𝑎)+𝑓 ′(𝑎)(𝑥−𝑎)+
𝑓 ′′(𝑎)

2!
(𝑥−𝑎)2+· · ·+𝑓 (𝑛)𝑎

𝑛!
(𝑥−𝑎)𝑛 =

𝑛∑︁
𝑘=0

𝑓 (𝑘)(𝑎)

𝑘!
(𝑥−𝑎)𝑘 . (3.21)
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From the above relationship, the condition for the equality of the Taylor series of function
𝑓(𝑥) and function 𝑓(𝑥) is derived. Let the function 𝑓(𝑥) have derivatives of all orders in the
interval 𝐼 and let 𝑎 ∈ 𝐼 be an internal point of the interval 𝐼. Then the following applies
to this interval

𝑓(𝑥) =

𝑛∑︁
𝑘=0

𝑓 (𝑘)(𝑎)

𝑘!
(𝑥− 𝑎)𝑘 , (3.22)

if and only if
lim
𝑛→∞

𝑅𝑛(𝑥) = 0 ∀𝑥 ∈ 𝐼 . (3.23)

To verify the relationship (3.23), the Lagrange form of remainder 𝑅𝑛(𝑥) is used as follows:

𝑅𝑛(𝑥) =
𝑓 (𝑛+1)(𝜉)

(𝑛+ 1)!
(𝑥− 𝑎)𝑛+1 . (3.24)

The subscript 𝑛 of 𝑅𝑛 denotes that the remainder is for the 𝑛𝑡ℎ-order approximation and 𝜉
is an unspecified value of 𝑥, and it applies to 𝜉 ∈ (𝑎;𝑥). The Lagrange form of the remainder
can be used for the analysis of the truncation errors. It is convenient to write the Taylor
series in the following form by defining a step size ℎ = 𝑥− 𝑎:

𝑓(𝑥) =

𝑛∑︁
𝑘=0

𝑓 (𝑘)(𝑎)

𝑘!
ℎ𝑘 +𝑅𝑛 , (3.25)

where the remainder term 𝑅𝑛 is

𝑅𝑛 =
𝑓 (𝑛+1)(𝜉)

(𝑛+ 1)!
ℎ𝑛+1 . (3.26)

An error term can also be expressed using the Omikron (Big O) notation. The higher
the power of ℎ in the error term, the smaller the error because ℎ ≪ 1. For such numbers,
the following applies: ℎ > ℎ2 > ℎ3 > . . .. Equation (3.25) can be written in the form (3.27):

𝑓(𝑥) =
𝑛∑︁

𝑘=0

𝑓 (𝑘)(𝑎)

𝑘!
ℎ𝑘 +𝑂(ℎ𝑛+1) . (3.27)

Similarly, truncation errors for any difference formulas can be derived. The following text
describes the derivation of the backward, forward, and central finite difference formulas in
detail.

Backward and forward finite difference formulas

First, the first-order backward finite difference formula is derived. The finite difference
stencil {−1, 0} corresponds to the points 𝑥 − Δ𝑥 and 𝑥. The node of interest is point 𝑥.
The following Taylor series (3.28) is obtained:

𝑓(𝑥−Δ𝑥) = 𝑓(𝑥)− 𝑓 ′(𝑥)Δ𝑥+
𝑓 ′′(𝑥)

2!
Δ𝑥2 − 𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · . (3.28)

After moving the first term expression 𝑓 ′(𝑥)Δ𝑥 to the left-hand side of the equation,

𝑓 ′(𝑥) =
1

Δ𝑥

[︂
𝑓(𝑥)− 𝑓(𝑥−Δ𝑥) +

𝑓 ′′(𝑥)

2!
Δ𝑥2 − 𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · ·

]︂
, (3.29)
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and
𝑓 ′(𝑥) =

1

Δ𝑥
𝑓(𝑥)− 1

Δ𝑥
𝑓(𝑥−Δ𝑥) +

𝑓 ′′(𝑥)

2!
Δ𝑥− 𝑓 ′′′(𝑥)

3!
Δ𝑥2 + · · · . (3.30)

Neglecting the terms
[︁
𝑓 ′′(𝑥)
2! Δ𝑥− 𝑓 ′′′(𝑥)

3! Δ𝑥2 + · · ·
]︁

results in a truncation error, caused by
neglecting a certain number in terms of the Taylor series. To obtain an error term 𝑂(Δ𝑥),
the greatest term of the expression is taken, which is the term 𝑓 ′′(𝑥𝑖)

2! Δ𝑥. Note that the
truncation error is proportional to Δ𝑥 to the power of 1. Therefore, 𝑓(𝑥)−𝑓(𝑥−Δ𝑥)

Δ𝑥 is called
the first-order backward finite difference approximation of 𝑓 ′(𝑥). Equation (3.30) can be
rewritten in the form with the remainder as stated in (3.26):

𝑓 ′(𝑥) =
1

Δ𝑥
𝑓(𝑥)− 1

Δ𝑥
𝑓(𝑥−Δ𝑥) +

𝑓 ′′(𝜉)

2!
Δ𝑥 , 𝜉 ∈ (𝑥−Δ𝑥;𝑥) . (3.31)

The resulting relationship is expressed by (3.32)

𝑓 ′(𝑥) =
𝑓(𝑥)− 𝑓(𝑥−Δ𝑥)

Δ𝑥
+𝑂(Δ𝑥) . (3.32)

Similarly, a first-order forward finite difference formula can be derived. In this case, the
finite difference stencil {0, 1} corresponds to the points 𝑥, 𝑥+Δ𝑥. The resulting relationship
is expressed by (3.33)

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥)

Δ𝑥
+𝑂(Δ𝑥) . (3.33)

Central difference formulas

Finally, a central finite difference formula is derived. The finite difference stencil is {−1, 0, 1},
corresponding to the points 𝑥−Δ𝑥, 𝑥, 𝑥+Δ𝑥. At first, Taylor series for the points 𝑥−Δ𝑥
(3.34) and 𝑥+Δ𝑥 (3.35) are constructed

𝑓(𝑥−Δ𝑥) = 𝑓(𝑥)− 𝑓 ′(𝑥)Δ𝑥+
𝑓 ′′(𝑥)

2!
Δ𝑥2 − 𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · (3.34)

𝑓(𝑥+Δ𝑥) = 𝑓(𝑥) + 𝑓 ′(𝑥)Δ𝑥+
𝑓 ′′(𝑥)

2!
Δ𝑥2 +

𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · . (3.35)

Based on the above equations, the term −𝑓(𝑥) is expressed as

−𝑓(𝑥) = −𝑓(𝑥𝑖−1)− 𝑓 ′(𝑥)Δ𝑥+
𝑓 ′′(𝑥)

2!
Δ𝑥2 − 𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · (3.36)

−𝑓(𝑥) = −𝑓(𝑥𝑖+1) + 𝑓 ′(𝑥)Δ𝑥+
𝑓 ′′(𝑥)

2!
Δ𝑥2 +

𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · . (3.37)

By subtracting (3.36) from (3.37), equation (3.38) is obtained

0 = −𝑓(𝑥+Δ𝑥) + 𝑓(𝑥−Δ𝑥) + 2𝑓 ′(𝑥)Δ𝑥+ 2
𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · · . (3.38)

After solving the equation for −𝑓(𝑥), we obtain (3.39)

−𝑓 ′(𝑥) =
1

2Δ𝑥

[︂
𝑓(𝑥−Δ𝑥)− 𝑓(𝑥+Δ𝑥) + 2

𝑓 ′′′(𝑥)

3!
Δ𝑥3 + · · ·

]︂
, (3.39)
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and

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥−Δ𝑥)

2Δ𝑥
+

𝑓 ′′′(𝑥)

3!
Δ𝑥2 + · · · . (3.40)

Equation (3.40) can be rewritten in the form with the remainder according to (3.26):

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥−Δ𝑥)

2Δ𝑥
+

𝑓 ′′′(𝜉)

3!
Δ𝑥2 . (3.41)

The error term is 𝑂(Δ𝑥2) is derived from the remainder term 𝑓 ′′′(𝜉)
3! Δ𝑥2 and the trunca-

tion error is proportional to Δ𝑥 to the power of 2 and, therefore, (3.42) is called second-order
central finite difference formula

𝑓 ′(𝑥) =
𝑓(𝑥+Δ𝑥)− 𝑓(𝑥−Δ𝑥)

2Δ𝑥
+𝑂(Δ𝑥2) . (3.42)

3.3.2 Higher-order finite difference formulas

In the following text, the fourth-order finite difference formulas are derived. For each point
of interest, four Taylor series are constructed, and four neighboring points are used for the
calculation. It is possible to obtain derivatives of the first to fourth order at each point.
The matrix-vector notation to calculate finite difference coefficients is:

x = A−1b . (3.43)

The matrix A represents the matrix of coefficients obtained from the Taylor series. The
vector b represents the values of differences between known samples. Let the samples be
𝑓−𝑙, . . . , 𝑓−1, 𝑓0, 𝑓1, 𝑓𝑘 at the points −𝑙Δ𝑥, . . . ,−Δ𝑥, 0, . . . , 𝑘Δ𝑥, and 𝑛 = 𝑙+𝑘+1 is the total
number of stencil points. For given parameters (𝑙, 𝑘), the matrix A−1 remains constant,
and the vector b changes. Then, the following Taylor series polynomials can be used:

∀𝑖 ∈ −𝑙,−𝑙 + 1, . . . ,−1, 0, 1, . . . , 𝑘 − 1, 𝑘 : 𝑓𝑖 = 𝑓0 +
𝑛∑︁

𝑚=1

𝑖𝑚(Δ𝑥)𝑚

𝑚!
𝑓 (𝑚)(0). (3.44)

Equation (3.44) can be written in matrix form:

b =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑓−𝑙 − 𝑓0
𝑓−𝑙+1 − 𝑓0

. . .
𝑓−1 − 𝑓0
𝑓1 − 𝑓0
. . .

𝑓𝑘−1 − 𝑓0
𝑓𝑘 − 𝑓0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.45)

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(−𝑙)1 (−𝑙)2 . . . (−𝑙)𝑛

(−𝑙 + 1)1 (−𝑙 + 1)2 . . . (−𝑙 + 1)𝑛

. . . . . . . . . . . .
(−1)1 (−1)2 . . . (−1)𝑛

(1)1 (1)2 . . . (1)𝑛

. . . . . . . . . . . .
(𝑘 − 1)1 (𝑘 − 1)2 . . . (𝑘 − 1)𝑛

(𝑘)1 (𝑘)2 . . . (𝑘)𝑛

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.46)
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x =

⎛⎜⎜⎜⎝
𝑓 (1)(0)

𝑓 (2)(0)
...

𝑓 (𝑛)(0)

⎞⎟⎟⎟⎠ . (3.47)

Note that the finite difference coefficients in Tables 3.2, A.1, and A.2 correspond to the grid
spacing Δ𝑥 = 1. For other values of Δ𝑥, the coefficients must be divided by (Δ𝑥)𝑚, where
𝑚 is the order of the derivative [60].

Central difference formulas

The fourth-order central difference formula corresponds to the finite difference stencil
{−2,−1, 0, 1, 2} and the points 𝑥− 2Δ𝑥, 𝑥−Δ𝑥, 𝑥, 𝑥+Δ𝑥, 𝑥+ 2Δ𝑥. To approximate the
derivatives at point 𝑥, four Taylor series have to be constructed. Figure 3.1 illustrates the
five-point finite difference stencil. The point of interest 𝑥𝑖 is marked in black, and the
neighboring points are marked in red. For simplification, the points 𝑥−2Δ𝑥, 𝑥−Δ𝑥, 𝑥, 𝑥+
Δ𝑥, 𝑥+ 2Δ𝑥 are denoted as 𝑥𝑖−2, 𝑥𝑖−1, 𝑥𝑖, 𝑥𝑖+1, 𝑥𝑖+2.

𝑥𝑖−2 𝑥𝑖−1 𝑥𝑖 𝑥𝑖+1 𝑥𝑖+2

Figure 3.1: Five-point finite difference stencil for the fourth-order central finite difference
formula.

Taylor series (3.48), (3.49), (3.50), and (3.51) for the neighborhood of point 𝑥𝑖 follows:

𝑓(𝑥𝑖−2) = 𝑓(𝑥𝑖) + (−2Δ𝑥𝑖)𝑓(𝑥𝑖)
′ +

(−2Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(−2Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(−2Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(−2Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉1) (3.48)

𝑓(𝑥𝑖−1) = 𝑓(𝑥𝑖) + (−Δ𝑥𝑖)𝑓(𝑥𝑖)
′ +

(−Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(−Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(−Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(−Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉2) (3.49)

𝑓(𝑥𝑖+1) = 𝑓(𝑥𝑖) + Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

Δ𝑥2𝑖
2!

𝑓(𝑥𝑖)
′′ +

Δ𝑥3𝑖
3!

𝑓(𝑥𝑖)
′′′ +

+
Δ𝑥4𝑖
4!

𝑓(𝑥𝑖)
(4) +

(Δ𝑥𝑖)
5

5!
𝑓 (5)(𝜉3) (3.50)

𝑓(𝑥𝑖+2) = 𝑓(𝑥𝑖) + 2Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

(2Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(2Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(2Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(2Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉4) . (3.51)

The system of equations can be expressed in the matrix vector notation (3.52). Subse-
quently, we obtain the first four terms of the Taylor series denoted as 𝐷𝑋1, 𝐷𝑋2, 𝐷𝑋3, 𝐷𝑋4
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⎛⎜⎜⎝
𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
−2 (−2)2 (−2)3 (−2)4

−1 (−1)2 (−1)3 (−1)4

1 12 13 14

2 22 23 24

⎞⎟⎟⎠
−1

·

⎛⎜⎜⎝
𝑥𝑖−2 − 𝑥𝑖
𝑥𝑖−1 − 𝑥𝑖
𝑥𝑖+1 − 𝑥𝑖
𝑥𝑖+2 − 𝑥𝑖

⎞⎟⎟⎠ , (3.52)

therefore, ⎛⎜⎜⎝
𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
1
12 −2

3
2
3 − 1

12
− 1

24
2
3

2
3 − 1

24
− 1

12
1
6 −1

6
1
12

1
24 −1

6 −1
6

1
24

⎞⎟⎟⎠ ·

⎛⎜⎜⎝
𝑥𝑖−2 − 𝑥𝑖
𝑥𝑖−1 − 𝑥𝑖
𝑥𝑖+1 − 𝑥𝑖
𝑥𝑖+2 − 𝑥𝑖

⎞⎟⎟⎠ . (3.53)

To obtain the values of derivatives 𝑥′𝑖, 𝑥
′′
𝑖 , 𝑥

′′′
𝑖 a 𝑥

(4)
𝑖 , the relationships (3.54), (3.55), (3.56),

and (3.57) are used

𝑥′𝑖 =
𝐷𝑋1

ℎ
(3.54)

𝑥′′𝑖 =
𝐷𝑋2
ℎ2

2!

(3.55)

𝑥′′′𝑖 =
𝐷𝑋3
ℎ3

3!

(3.56)

𝑥
(4)
𝑖 =

𝐷𝑋4
ℎ4

4!

. (3.57)

To approximate the first derivative 𝑓 ′(𝑥):

𝑓 ′(𝑥) ≈
1
12𝑥𝑖−2 − 2

3𝑥𝑖−1 +
2
3𝑥𝑖+1 − 1

12𝑥𝑖+2

Δ𝑥
+𝑂(Δ𝑥4) . (3.58)

To approximate the second derivative 𝑓 ′′(𝑥):

𝑓 ′′(𝑥) ≈
− 1

12𝑥𝑖−2 +
4
3𝑥𝑖−1 − 5

2𝑥𝑖 +
4
3𝑥𝑖+1 − 1

12𝑥𝑖+2

Δ𝑥2
+𝑂(Δ𝑥4) . (3.59)

To approximate the third derivative 𝑓 ′′′(𝑥):

𝑓 ′′′(𝑥) ≈
−1

2𝑥𝑖−2 + 1𝑥𝑖−1 − 1𝑥𝑖+1 − 1
2𝑥𝑖+2

Δ𝑥3
+𝑂(Δ𝑥2) . (3.60)

To approximate the fourth derivative 𝑓 (4)(𝑥):

𝑓 (4)(𝑥) ≈ 𝑥𝑖−2 − 4𝑥𝑖−1 + 6𝑥𝑖 − 4𝑥𝑖+1 − 𝑥𝑖+2

Δ𝑥4
+𝑂(Δ𝑥2) . (3.61)

For the given 𝑛-point stencil and type of difference formula, the inverse matrix in equa-
tion (3.52) is constant. The coefficients of the central difference formulas for five-point
approximation are in Table 3.1.

The coefficients of the central difference formulas are shown in Table 3.2. The M ≥ 0
denotes the order of the derivative to approximate, and 𝑁 is the number of grid points at
𝑥-coordinates, O denotes the order of accuracy, the node of interest 𝑥 = 0. Note that the
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coefficients are symmetric around the point 𝑥 = 0. The coefficients have the opposite sign
for odd derivatives, whereas the signs are the same for even derivatives. Recall that the
coefficients in Tables 3.1 and 3.2 correspond to the grid spacing Δ𝑥 = 1. For other values
of Δ𝑥, the coefficients have to be divided by (Δ𝑥)𝑚, where 𝑚 is the order of the derivative.
An error term determines the order of accuracy.

M O
stencil x-coordinates

−2 −1 0 1 2

1 4 1
12 −2

3 0 2
3 − 1

12

2 4 − 1
12

4
3 −5

2
4
3 − 1

12

3 2 −1
2 1 0 −1 1

2

4 2 1 −4 6 −4 1

Table 3.1: Table of coefficients for central difference formulas.

M O
stencil x-coordinates

−4 −3 −2 −1 0 1 2 3 4

1

2 −1
2 0 1

2

4 1
12 −2

3 0 2
3 − 1

12

6 − 1
60

3
20 −3

4 0 3
4 − 3

20
1
60

8 1
280 − 4

105
1
5 −4

5 0 4
5 −1

5
4

105 − 1
280

2

2 1 −2 1

4 − 1
12

4
3 −5

2
4
3 − 1

12

6 1
90 − 3

20
3
2 −49

18
3
2 − 3

20
1
90

8 − 1
560

8
315 −1

5
8
5 −205

72
8
5 −1

5
8

315 − 1
560

3
2 −1

2 1 0 −1 −1
2

4 1
8 −1 13

8 0 −13
8 1 −1

8

6 − 7
240

3
10 −169

120
61
30 0 −61

30
169
120 − 3

10
7

240

4
2 1 −4 6 −4 1

4 −1
6 2 −13

2
28
3 −13

2 2 −1
6

6 7
240 −2

5
169
60 −122

15
91
8 −122

15
169
60 −2

5
7

240

Table 3.2: Coefficients for central finite difference formulas, 𝑀 = 4, 𝑁 = 8, 𝑥0 = 0.

Forward difference formulas

The fourth-order forward difference formula corresponds to the finite difference stencil
{0, 1, 2, 3, 4} and the points 𝑥, 𝑥 + Δ𝑥, 𝑥 + 2Δ𝑥, 𝑥 + 3Δ𝑥, 𝑥 + 4Δ𝑥. To approximate the
derivatives at point 𝑥, four Taylor series have to be constructed. Figure 3.2 illustrates the
five-point finite difference stencil. The point of interest 𝑥𝑖 is marked in black, and the
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neighboring points are marked in red. For simplification, the points 𝑥, 𝑥+Δ𝑥, 𝑥+2Δ𝑥, 𝑥+
3Δ𝑥, 𝑥+ 4Δ𝑥 are denoted as 𝑥𝑖, 𝑥𝑖+1, 𝑥𝑖+2, 𝑥𝑖+3, 𝑥𝑖+4.

𝑥𝑖 𝑥𝑖+1 𝑥𝑖+2 𝑥𝑖+3 𝑥𝑖+4

Figure 3.2: Five-point finite difference stencil for the fourth-order forward finite difference
formula.

Taylor series (3.62), (3.63), (3.64), and (3.65) for the neighborhood of point 𝑥𝑖 follows:

𝑓(𝑥𝑖+1) = 𝑓(𝑥𝑖) + Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

Δ𝑥2𝑖
2!

𝑓(𝑥𝑖)
′′ +

Δ𝑥3𝑖
3!

𝑓(𝑥𝑖)
′′′ +

+
Δ𝑥4𝑖
4!

𝑓(𝑥𝑖)
(4) +

(Δ𝑥𝑖)
5

5!
𝑓 (5)(𝜉1) (3.62)

𝑓(𝑥𝑖+2) = 𝑓(𝑥𝑖) + 2Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

(2Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(2Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(2Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(2Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉2) (3.63)

𝑓(𝑥𝑖+3) = 𝑓(𝑥𝑖) + 3Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

(3Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(3Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(3Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(3Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉3) (3.64)

𝑓(𝑥𝑖+4) = 𝑓(𝑥𝑖) + 4Δ𝑥𝑖𝑓(𝑥𝑖)
′ +

(4Δ𝑥𝑖)
2

2!
𝑓(𝑥𝑖)

′′ +
(4Δ𝑥𝑖)

3

3!
𝑓(𝑥𝑖)

′′′ +

+
(2Δ𝑥𝑖)

4

4!
𝑓(𝑥𝑖)

(4) +
(4Δ𝑥𝑖)

5

5!
𝑓 (5)(𝜉4) . (3.65)

Equation (3.66) represents the matrix-vector notation:⎛⎜⎜⎝
𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
1 12 13 14

2 22 23 24

3 32 33 34

4 42 43 44

⎞⎟⎟⎠
−1

·

⎛⎜⎜⎝
𝑥𝑖+1 − 𝑥𝑖
𝑥𝑖+2 − 𝑥𝑖
𝑦𝑘+3 − 𝑥𝑖
𝑦𝑘+4 − 𝑥𝑖

⎞⎟⎟⎠ , (3.66)

hence, ⎛⎜⎜⎝
𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
4 −3 4

3 −1
4

−13
3

19
4 −7

3
11
24

3
2 −2 7

6 −1
4

−1
6

1
4 −1

6
1
24

⎞⎟⎟⎠ ·

⎛⎜⎜⎝
𝑥𝑖+1 − 𝑥𝑖
𝑥𝑖+2 − 𝑥𝑖
𝑥𝑖+3 − 𝑥𝑖
𝑥𝑖+4 − 𝑥𝑖

⎞⎟⎟⎠ . (3.67)

To approximate the first derivative 𝑓 ′(𝑥):

𝑓 ′(𝑥) ≈
−25

12𝑥𝑖 + 4𝑥𝑖+1 − 3𝑥𝑖+2 +
4
3𝑥𝑖+3 − 1

4𝑥𝑖+4

Δ𝑥
+𝑂(Δ𝑥4) . (3.68)

To approximate the second derivative 𝑓 ′′(𝑥):

𝑓 ′′(𝑥) ≈
35
12𝑥𝑖 −

26
3 𝑥𝑖+1 +

19
2 𝑥𝑖+2 − 14

3 𝑥𝑖+3 +
11
12𝑥𝑖+4

Δ𝑥2
+𝑂(Δ𝑥3) . (3.69)
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To approximate the third derivative 𝑓 ′′′(𝑥):

𝑓 ′′′(𝑥) ≈
−5

2𝑥𝑖 + 9𝑥𝑖+1 − 12𝑥𝑖+2 + 7𝑥𝑖+3 − 3
2𝑥𝑖+4

Δ𝑥3
+𝑂(Δ𝑥2) . (3.70)

To approximate the fourth derivative 𝑓 (4)(𝑥):

𝑓 (4)(𝑥) ≈ 1𝑥𝑖 − 4𝑥𝑖+1 + 6𝑥𝑖+2 − 4𝑥𝑖+3 + 1𝑥𝑖+4

Δ𝑥4
+𝑂(Δ𝑥) . (3.71)

The coefficients of the forward difference formulas for five-point approximation are in Ta-
ble 3.3.

M O
stencil x-coordinates

0 1 2 3 4

1 4 −25
12 4 −3 4

3 −1
4

2 3 35
12 −26

3
19
2 −14

3
11
12

3 2 −5
2 9 −12 7 −3

2

4 1 1 −4 6 −4 1

Table 3.3: Table of coefficients for forward difference formulas.

The coefficients of the forward difference formulas for different stencils are in Table A.1 in
Appendix A.

Backward difference formulas

The fourth-order backward difference formula corresponds to the finite difference stencil
{−4,−3,−2,−1, 0}, and the points 𝑥, 𝑥−Δ𝑥, 𝑥− 2Δ𝑥, 𝑥− 3Δ𝑥, 𝑥− 4Δ𝑥. To approximate
the derivatives at point 𝑥, four Taylor series have to be constructed. Figure 3.3 illustrates
the five-point finite difference stencil. The point of interest 𝑥𝑖 is marked in black, and the
neighboring points are marked in red. For simplification, the points 𝑥, 𝑥−Δ𝑥, 𝑥−2Δ𝑥, 𝑥−
3Δ𝑥, 𝑥− 4Δ𝑥 are denoted as 𝑥𝑖, 𝑥𝑖−1, 𝑥𝑖−2, 𝑥𝑖−3, 𝑥𝑖−4.

𝑥𝑖−4 𝑥𝑖−3 𝑥𝑖−2 𝑥𝑖−1 𝑥𝑖

Figure 3.3: Five-point finite difference stencil for fourth-order backward finite difference
formula

The resulting matrix-vector notation (3.72) to obtain the first four terms of the Taylor
series follows:⎛⎜⎜⎝

𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
−4 (−4)2 (−4)3 (−4)4

−3 (−3)2 (−3)3 (−3)4

−2 (−2)2 (−2)3 (−2)4

−1 (−1)2 (−1)3 (−1)4

⎞⎟⎟⎠
−1

·

⎛⎜⎜⎝
𝑥𝑖−4 − 𝑥𝑖
𝑥𝑖−3 − 𝑥𝑖
𝑥𝑖−2 − 𝑥𝑖
𝑥𝑖−1 − 𝑥𝑖

⎞⎟⎟⎠ , (3.72)
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therefore, ⎛⎜⎜⎝
𝐷𝑋1
𝐷𝑋2
𝐷𝑋3
𝐷𝑋4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
1
4 −4

3 3 −4
11
24 −7

3
19
4 −13

3
1
4 −7

6 2 −3
2

1
24 −1

6
1
4 −1

6

⎞⎟⎟⎠ ·

⎛⎜⎜⎝
𝑥𝑖−4 − 𝑥𝑖
𝑥𝑖−3 − 𝑥𝑖
𝑥𝑖−2 − 𝑥𝑖
𝑥𝑖−1 − 𝑥𝑖

⎞⎟⎟⎠ . (3.73)

To approximate the first derivative 𝑓 ′(𝑥):

𝑓 ′(𝑥) ≈
1
4𝑥𝑖−4 − 4

3𝑥𝑖−3 + 3𝑥𝑖−2 − 4𝑥𝑖−1 +
25
12𝑥𝑖

Δ𝑥
+𝑂(Δ𝑥4) . (3.74)

To approximate the second derivative 𝑓 ′′(𝑥):

𝑓 ′′(𝑥) ≈
11
12𝑥𝑖−4 − 14

3 𝑥𝑖−3 +
19
2 𝑥𝑖−2 − 26

3 𝑥𝑖−1 +
35
12𝑥𝑖

Δ𝑥2
+𝑂(Δ𝑥3) . (3.75)

To approximate the third derivative 𝑓 ′′′(𝑥):

𝑓 ′′′(𝑥) ≈
3
2𝑥𝑖−4 − 7𝑥𝑖−3 + 12𝑥𝑖−2 − 9𝑥𝑖−1 +

5
2𝑥𝑖

Δ𝑥3
+𝑂(Δ𝑥2) . (3.76)

To approximate the fourth derivative 𝑓 (4)(𝑥):

𝑓 (4)(𝑥) ≈ 𝑥𝑖−4 − 4𝑥𝑖−3 + 6𝑥𝑖−2 − 4𝑥𝑖−1 + 𝑥𝑖
Δ𝑥4

+𝑂(Δ𝑥) . (3.77)

The coefficients of the backward difference formulas for five-point approximation are in
Table 3.4.

M O
stencil x-coordinates

−4 −3 −2 −1 0

1 4 1
4 −4

3 3 −4 25
12

2 3 11
12 −14

3
19
2 −26

3
35
12

3 2 3
2 −7 12 −9 5

2

4 1 1 −4 6 −4 1

Table 3.4: Table of coefficients for backward difference formulas.

The coefficients for the finite difference formulas are in Table A.2 in Appendix A and can
be obtained from Table A.1 for forward finite difference formulas. The coefficients have the
opposite sign for odd derivatives, whereas the signs are the same for even derivatives.

3.3.3 Parameters affecting the accuracy of finite difference formulas

There are several parameters affecting the accuracy. The first parameter is the spatial step-
size (denoted as Δ𝑥), which depends on the number of grid points (denoted as 𝑆) and the
length of the spatial domain (denoted as 𝐿). Therefore, the spatial step size is defined as
Δ𝑥 = 𝐿/𝑆. If the smaller step is used, the resulting solution is more accurate. If the step
is too small, the calculation time may increase considerably. On the other hand, when the
selected step is too large, the solution may not be accurate.

48



The second parameter is the order of the finite difference formulas (denoted as 𝑂).
The higher order is used, the more accurate solution is obtained. The selection of the
difference formula depends on the order of derivatives that can be obtained. Consider a
finite difference formula of 𝑂𝑡ℎ-order, then derivatives up to 𝑂 − 1 order can be obtained
at each grid point. The selection of the order of the method is related to the selection of
the step of the spatial variable.

There are also differences between types of finite difference formulas. If the forward or
backward difference formulas are used, the same calculation error is obtained because both
of these formulas are asymmetrical, which causes the error accumulation. On the other
hand, the symmetrical difference formula uses the same number of points on both sides,
and this formula has a smaller calculation error [pp8, pp9, pp18].

Let us demonstrate the behavior of finite difference on the one-dimensional wave equa-
tion. The wave equation (3.78) is an important hyperbolic partial differential equation,
and it is widely used in many technical problems (vibration of the string, AC circuits,
electromagnetism, etc.)

𝜕2𝑢

𝜕𝑥2
=

𝜕2𝑢

𝜕𝑡2
. (3.78)

Let Ω be a domain of PDE (𝑥, 𝑡) = ⟨0, 𝜋⟩×⟨0, 𝑡𝑚𝑎𝑥⟩, where 𝑡𝑚𝑎𝑥 is the maximum simulation
time, and homogeneous Dirichlet boundary conditions on 𝜕Ω are defined as follows:

𝑢(0, 𝑡) = 𝑢(1, 𝑡) = 0 . (3.79)

Cauchy initial values follow:

𝑢(𝑥, 0) = sin(𝜋𝑥) ,
𝜕𝑢(𝑥, 0)

𝜕𝑡
= 0 . (3.80)

The wave equation describes a vibration of an ideal string of specified length. The string
is modeled by a sine function. The string is fixed at both ends to the 𝑥-axis (see boundary
values (3.79)). The string is released at time 𝑡 = 0, and the initial velocity of the string is
zero. The analytical solution is in the form:

𝑦 = cos(𝜋𝑡) sin(𝜋𝑥) . (3.81)

First, we discuss the accuracy of the calculation in the space domain and then in the
time domain. The absolute error between numerical and analytical solutions for the central
difference formulas in the spatial domain is shown in Figure 3.4 (left). Note that the spatial
step size is (Δ𝑥 = 𝜋/𝑆). The coefficients for the central difference formulas for parameters
second-order derivative 𝑀 = 2 and different orders of accuracy 𝑂 = are summarized in
Table 3.2. The red function shows the absolute error for the finite difference formula of
order 𝑂 = 4 and Δ𝑥 ≈ 0.1 (𝑆 = 32 segments). The average absolute error is 5.7𝑒−5. The
blue function shows this error for 𝑂 = 8 and Δ𝑥 ≈ 0.01 (𝑆 = 315 segments), where the
average absolute error is 4.2𝑒−17. Note that these functions mostly remain at the same
level. The higher deviation between numerical and analytical solutions at the boundary of
the spatial domain is caused by using asymmetrical difference formulas.

Figure 3.4 (right) shows the absolute error for the forward difference formulas. The
settings are the same as the settings for the central difference formulas. In this case, the
red function shows the absolute error of the finite difference formula for the parameters
𝑂 = 4 and Δ𝑥 ≈ 0.1 (𝑆 = 32 segments), the average absolute error is 5.4𝑒−4. The blue
function shows the absolute error for 𝑂 = 8 and 𝑆 = 315 Δ𝑥 ≈ 0.01 (𝑆 = 315 segments),
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the average absolute error is 3.9𝑒−15. We can see that the absolute errors of the central
difference formulas are lower than those of the forward difference formulas.
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Figure 3.4: Central (left) and forward (right) difference formulas (spatial domain).

The absolute error in the time domain is shown in Figure 3.5 and is calculated as
𝑒𝑟𝑟𝑜𝑟𝑡𝑖𝑚𝑒 = |𝑢𝑚𝑖𝑑𝑑𝑙𝑒 − cos(𝜋𝑡)|, where 𝑢𝑚𝑖𝑑𝑑𝑙𝑒 denotes the value of the function 𝑢(𝐿/2, 𝑡) at
the middle point of the string. The upper red function shows the absolute error for 𝑂 = 2
and 𝑆 = 10 (Δ𝑥 ≈ 0.3). One option to reduce the absolute error is to use more segments
𝑆 and, therefore, smaller spatial step-size Δ𝑥. The lower red function shows the absolute
error for 𝑂 = 2 and 𝑆 = 100 (Δ𝑥 ≈ 0.03). The absolute error can also be reduced by using
a higher-order difference formula. The upper blue function shows the error for 𝑂 = 4 and
𝑆 = 12 (Δ𝑥 ≈ 0.26), and the lower blue function shows the error for 0 = 4 and 𝑆 = 100.

Figure 3.5: The absolute error between numerical and analytical solution for different (time
domain).

50



Influence of arithmetic to finite difference formulas

The following experiments show the impact of arithmetic on the values of computed deriva-
tives. The function 𝑦 = sin(𝑥) is used for these experiments [pp9, pp11]. The derivatives
of the function are computed at the point 𝑥 = 0, and the spatial step size is Δ𝑥 = 0.01.

The experiments were performed using MATLAB software, which allows the use of
variable precision arithmetic (function vpa(), for more details, see [159]). Equation (3.82)
was used to convert significant digits to bits and vice versa. Let us denote significant digits
as SD and number of bits as BITS

𝑆𝐷 =
𝐵𝐼𝑇𝑆

log2 10
, 𝐵𝐼𝑇𝑆 = 𝑆𝐷 · log2 10 . (3.82)

The experiments were performed using forward and central difference formulas of different
orders. The arithmetic was set to 8B, 16B, 32B, and 64B. Notice that the arithmetic does
not influence lower orders of finite difference formulas in contrast with higher orders. The
following graphs show the absolute difference between numerical and analytical solutions
(𝑦-axis). The order of the derivative is shown on the 𝑥-axis. Only odd orders of derivatives
of the function 𝑦 = sin(𝑥) are considered. Even derivatives equal zero and only reflect the
variable precision arithmetic setting, so they are omitted. The analytical solution of the
derivatives of the function 𝑦 = sin(𝑥), where 𝑥 = 0, follows:

𝑦′ = cos(𝑥) = 1 𝑦′′ = − sin(𝑥) = 0

𝑦′′′ = − cos(𝑥) = −1 𝑦′′′′ = sin(𝑥) = 0 .
(3.83)

The sequence repeats. Figures 3.6, 3.7 (left) always show the absolute error for forward
difference formulas of the given order, Figures 3.6, 3.7 (right) for central difference formulas.
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Figure 3.6: Forward (left) and central (right) difference formula, order 𝑂 = 20.
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Figure 3.7: Forward (left) and central (right) difference formula, order 𝑂 = 40.
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Figure 3.8: Forward (left) and central (right) difference formula, order 𝑛 = 60.

Let 𝑙 be a number of points to the left of the current point of the calculation, and 𝑟 be
a number of points to the right (see (3.44)). Figure 3.6 (left) shows the forward difference
formula (parameters 𝑙 = 0, 𝑟 = 20), Figure 3.6 (right) shows the central difference formula
(parameters 𝑙 = 10, 𝑟 = 10). The order of difference formulas is set to 𝑂 = 20. Figure 3.7
(left) shows the forward difference formula (parameters 𝑙 = 0, 𝑟 = 40), Figure 3.6 (right)
shows the central difference formula (parameters 𝑙 = 20, 𝑟 = 20). The order of the difference
formulas is set to 𝑂 = 40. Figure 3.8 (left) shows the forward difference formula (parameters
𝑙 = 0, 𝑟 = 60), Figure 3.8 (right) shows the central difference formula (parameters 𝑙 = 30,
𝑟 = 30). The order of difference formulas is set to 𝑛 = 60.

Differences between various lengths of arithmetic occur when higher orders of differential
formulas are used. The upper red function shows the absolute error for 8B arithmetic,
the black, blue, and magenta for 16B, 32B and 64B arithmetic, respectively. Notice that
derivatives computed using higher orders of finite difference formulas are more accurate than
lower orders. There are also differences between types of finite difference formulas. The
central difference formulas (right) are more accurate than the forward difference formulas
(left) because the error accumulation is less significant than the forward difference formulas.

The selection of arithmetic has an essential influence on the accuracy of calculating
derivatives’ values. The following Tables 3.5, 3.6, 3.7, and 3.8 contain the values of deriva-
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tives for function 𝑦 = sin(𝑥) at point 𝑥 = 0, with a spatial step-size Δ𝑥 = 0.001, and pa-
rameters 𝑙 = 10, 𝑟 = 10. Expected solutions of individual derivatives 𝑦′(0) = 0, 𝑦′′(0) = −1,
𝑦′′′(0) = 0, · · · are shown in the Analytical columns, numerical solutions in the Numerical
columns, and the absolute error in the Absolute error columns.

Table 3.5 implies that an accumulated calculation error starts showing up on the 8B
arithmetic from the derivative of 1st order. On the other hand, in Tables 3.6, 3.7, and 3.8,
an accumulated calculation error starts showing up on the 16B, 32B, 64B arithmetic from
the 3rd, 7th, and 17th-order derivative, respectively.

Derivation Numerical Analytical Absolute error
1 1.00e00 1 4.77e−06

2 4.68𝑒−04 0 4.68𝑒−04

3 −8.25𝑒−01 −1 1.75𝑒−01

4 −1.36𝑒01 0 1.36𝑒01

5 −8.25𝑒03 1 8.25𝑒03

6 5.55𝑒05 0 5.55𝑒05

7 3.41𝑒08 −1 3.41𝑒08

8 −2.08𝑒10 0 2.08𝑒10

9 −1.22𝑒13 1 1.22𝑒13

10 6.24𝑒14 0 6.24𝑒14

11 3.66𝑒17 −1 3.66𝑒17

12 −1.23𝑒19 0 1.23𝑒19

13 −8.97𝑒21 1 8.97𝑒21

14 2.48𝑒22 0 2.48𝑒22

15 1.67𝑒26 −1 1.67𝑒26

16 8.43𝑒27 0 8.43𝑒27

17 −2.10𝑒30 1 2.10𝑒30

18 −2.97𝑒32 0 2.97𝑒32

19 1.31𝑒34 −1 1.31𝑒34

20 3.96𝑒36 0 3.96𝑒36

Table 3.5: Values of derivatives, 8B arithmetic.
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Derivation Numerical Analytical Absolute error
1 1.00𝑒00 1 3.64𝑒−12

2 0.00𝑒00 0 1.97𝑒−10

3 −1.00e00 −1 3.63e−07

4 −3.40𝑒−05 0 3.39𝑒−05

5 1.03𝑒00 1 2.63𝑒−02

6 3.50𝑒00 0 3.50𝑒00

7 −1.45𝑒03 −1 1.45𝑒03

8 −2.51𝑒05 0 2.51𝑒05

9 6.70𝑒07 1 6.70𝑒07

10 1.44𝑒10 0 1.44𝑒10

11 −2.62𝑒12 −1 2.62𝑒12

12 −6.72𝑒14 0 6.72𝑒14

13 8.48𝑒16 1 8.48𝑒16

14 2.54𝑒19 0 2.54𝑒19

15 −2.13𝑒21 −1 2.13𝑒21

16 −7.31𝑒23 0 7.31𝑒23

17 3.71𝑒25 1 3.71𝑒25

18 1.43𝑒28 0 1.43𝑒28

19 −3.34𝑒29 −1 3.34𝑒29

20 −1.44𝑒32 0 1.44𝑒32

Table 3.6: Values of derivatives, 16B arithmetic.

Derivation Numerical Analytical Absolute error
1 1.00𝑒00 1 0.00𝑒00

2 0.00𝑒00 0 2.73𝑒−28

3 −1.00𝑒00 −1 4.55𝑒−19

4 0.00𝑒00 0 1.70𝑒−23

5 1.00𝑒00 1 2.75𝑒−14

6 0.00𝑒00 0 8.01𝑒−19

7 −1.00e00 −1 1.39e−09

8 0.00𝑒00 0 3.22𝑒−14

9 1.00𝑒00 1 6.10𝑒−05

10 0.00𝑒00 0 1.10𝑒−09

11 −3.32𝑒00 −1 2.32𝑒00

12 −3.00𝑒−05 0 3.04𝑒−05

13 7.35𝑒04 1 7.35𝑒04

14 6.23𝑒−01 0 6.23𝑒−01

15 −1.82𝑒09 −1 1.82𝑒09

16 −7.40𝑒03 0 7.40𝑒03

17 3.12𝑒13 1 3.12𝑒13

18 −3.77𝑒06 0 3.77𝑒06

19 −2.77𝑒17 −1 2.77𝑒17

. 20 1.14𝑒12 0 1.14𝑒12

Table 3.7: Values of derivatives, 32B arithmetic.
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Derivation Numerical Analytical Absolute error
1 1.00𝑒00 1 4.38𝑒−47

2 0.00𝑒00 0 1.85𝑒−52

3 −1.00𝑒00 −1 2.86𝑒−42

4 0.00𝑒00 0 2.06𝑒−47

5 1.00𝑒00 1 2.37𝑒−37

6 0.00𝑒00 0 2.28𝑒−42

7 −1.00𝑒00 −1 1.80𝑒−32

8 0.00𝑒00 0 1.60𝑒−37

9 1.00𝑒00 1 1.21𝑒−27

10 0.00𝑒00 0 8.92𝑒−33

11 −1.00𝑒00 −1 7.07𝑒−23

12 0.00𝑒00 0 4.09𝑒−28

13 1.00𝑒00 1 3.50𝑒−18

14 0.00𝑒00 0 1.52𝑒−23

15 −1.00𝑒00 −1 1.42𝑒−13

16 0.00𝑒00 0 4.32𝑒−19

17 1.00e00 1 4.39e−09

18 0.00𝑒00 0 8.38𝑒−15

19 −1.00𝑒00 −1 9.28𝑒−05

20 0.00𝑒00 0 8.32𝑒−11

Table 3.8: Values of derivatives, 64B arithmetic.

3.4 Method of lines
The problems described by PDEs differ in various aspects, for example, geometric classifi-
cation (parabolic, hyperbolic, elliptic), linearity, types of coefficients, number of dependent
variables (number of simultaneous PDEs), number of independent variables (number of
dimensions), type of boundary conditions, and so on [78].

The method of lines is a general technique for solving PDEs, which discretizes one dimen-
sion and then integrates the semi-discrete problem as a system of ODEs. Spatial derivatives
are often discretized, and the time variable remains continuous. The resulting system of
ODEs can be solved using standard numerical methods for initial value ODEs to calculate
the approximate numerical solution of the original PDE problem [70, 77, 113, 146, 145, 99].
One of the main advantages of MOL is that it can use existing and well-established numer-
ical methods for a numerical solution to the PDE. In addition, the important advantages
of MOL are the simplicity of the explicit methods. Higher-order approximations can be
achieved in the discretization of spatial derivatives without significant increases in compu-
tational complexity [80]. This technique has broad applicability to physical and chemical
systems modeled by PDEs [78, 146, 150].

Let us consider the linear advection equation

𝜕𝑢

𝜕𝑡
+ 𝑣

𝜕𝑢

𝜕𝑥
= 0 . (3.84)

In physical applications, 𝑣 denotes a linear or flow velocity. First, the spatial derivative 𝜕𝑢
𝜕𝑥

is replaced by a finite difference (FD)

𝜕𝑢

𝜕𝑥
≈ 𝑢𝑗 − 𝑢𝑗−1

Δ𝑥
. (3.85)
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where 𝑗 is an index that indicates a position along a grid and Δ𝑥 is the spatial step size
along the grid. Assume that the grid has 𝑁 points. The left end value of 𝑥 has an index
𝑥 = 1, and the right end value of 𝑥 has an index 𝑥 = 𝑁 . The spatial domain of (3.84) is
discretized using MOL, resulting in a system of 𝑁 ODEs:

𝜕𝑢𝑖
𝜕𝑡

= −𝑣
𝑢𝑗 − 𝑢𝑗−1

Δ𝑥
, 1 ≤ 𝑗 ≤ 𝑁 . (3.86)

The (3.84) is of first order in 𝑡 and 𝑥. To complete the specification of the PDE problem
(3.84), one initial condition (IC) and one boundary condition (BC) are required. The initial
condition is

𝑢(𝑥, 𝑡 = 0) = 𝑓(𝑥) . (3.87)

The boundary condition is
𝑢(𝑥 = 0, 𝑡) = 𝑔(𝑥) . (3.88)

Since (3.86) consists of 𝑁 ODEs, 𝑁 initial conditions must be specified:

𝑢(𝑥𝑗 , 𝑡 = 0) = 𝑓(𝑥𝑖) , 1 ≤ 𝑗 ≤ 𝑁 . (3.89)

The resulting MOL approximation of (3.84) consists of (3.86), (3.89), and (3.88). The
solution of the system of ODEs is 𝑁 functions 𝑢1(𝑡), 𝑢2(𝑡), . . . , 𝑢𝑁−1(𝑡), 𝑢𝑁 (𝑡), an approxi-
mation to 𝑢(𝑥, 𝑡) at grid points 𝑗 = 1, 2, . . . , 𝑁 . The principle of MOL is shown in Figure 3.9.

Figure 3.9: The principle of MOL.

The FD approximation can be written in the form

𝜕𝑢

𝜕𝑥
≈ 𝑢𝑗 − 𝑢𝑗−1

Δ𝑥
+𝑂(Δ𝑥) , (3.90)

where 𝑂(Δ𝑥) is the truncation error of the approximation of (3.86), and is derived from a
truncated Taylor series). Since Δ𝑥 appears in the truncation error term to the first power,
(3.90) is called first order FD. The name finite difference is derived as follows. Note that
the numerator of (3.90) 𝑢𝑗 − 𝑢𝑗−1 is a difference of two values of 𝑢. The denominator Δ𝑥
is nonzero – finite. There are two main aspects to consider when using MOL:

• choice of the approximation of the spatial derivatives,
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• choice of the numerical integration method for solving systems of ODEs.

The advantages of MOL are as follows:

• separating the problem of space and time allows establishing stability and convergence
for a wide range of problems,

• numerical VSVO techniques can be directly applied to maintain the accuracy and
stability of the solution.

A possible disadvantage is the more difficult optimization of MOL by decoupling the analysis
of space and time discretizations [84].

3.5 von Neumann stability analysis
The prediction of numerical stability has great importance in practice. The von Neumann
stability analysis [35] is a tool for validating a given numerical scheme based on Fourier
analysis. There are several assumptions for the von Neumann stability analysis. First,
it does not consider boundary effects, and second, it assumes that the finite difference
coefficients vary slowly and can be considered constant in time and space. Therefore, the
equations are linear. The von Neumann analysis defines an error in the solution and studies
its amplification over time. If a solution is stable, any perturbation in the input remains
bounded, whereas, for an unstable solution, the perturbations grow over time [150].

The solution can be written as the sum of eigenvalues in the following form:

𝑢𝑛𝑗 = 𝜉𝑛𝑒𝑖𝑘𝑥𝑗 , (3.91)

where 𝑘 is the spatial wave number and 𝜉(𝑘) is a complex number. We can express the
finite difference equation as:

𝑢𝑛+1
𝑗 = 𝑇 (Δ𝑡𝑝,Δ𝑥𝑞)𝑢𝑛𝑗 , (3.92)

where 𝑇 (Δ𝑡𝑝,Δ𝑥𝑞) is the evolution operator of order 𝑝 in time and 𝑞 in space. From
equations (3.91) and (3.92), we can see that the time evolution of a single eigenmode is
a succession integer powers of the complex number 𝜉, which is called amplification factor.
For the stability criterion, the modulus of the amplification factor is less than or equal to
1, therefore:

|𝜉|2 = 𝜉𝜉* ≤ 1 . (3.93)

Hence, if |𝜉| > 1 for any value of wavenumber 𝑘, then the scheme is unstable. Note that
von Neumann stability is a necessary but not sufficient condition for stability. That means
a numerical scheme that appears stable with respect to von Neumann stability analysis
might still be unstable [140].

Let us consider the one-dimensional linear convection equation:

𝜕𝑢

𝜕𝑡
= 𝑐

𝜕𝑢

𝜕𝑥
. (3.94)

Consider the finite difference approximation of equation (3.94):

𝑢𝑛+1
𝑗 − 𝑢𝑛𝑗

Δ𝑡
= −𝑣

𝑢𝑛𝑗 − 𝑢𝑛𝑗−1

Δ𝑥
, (3.95)
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for 𝑢𝑛+1
𝑖 we have:

𝑢𝑛+1
𝑗 = 𝑢𝑛𝑗 − 𝑣Δ𝑡

Δ𝑥
(𝑢𝑛𝑗 − 𝑢𝑛𝑗−1) , 𝑗 = 1, 2, . . . , 𝑁 , (3.96)

where 𝑁 is the number of ODEs, 𝑛 is the index of the time variable 𝑡, and 𝑗 is the index of
the spatial variable 𝑥. Equation (3.96) is the basic ODE integration method called forward
Euler method. This method is explicit because we can solve the solution at point 𝑡𝑛+1 from
the solution at point 𝑡𝑛. The numerical scheme (3.96) has a limitation. If the time step Δ𝑡 is
above a critical value, the calculation becomes unstable, which means that Δ𝑢 = 𝑢𝑛+1

𝑗 −𝑢𝑛𝑗
becomes larger and potentially unbounded as time moves forward. The numerical solution
of (3.94) using (3.96) is stable if the expression 𝑣Δ𝑡

Δ𝑥 called Courant-Friedrichs-Lewy (CFL)
number (also called Courant number) remains below the critical value [78].

Richard Courant, Kurt Friedrichs, and Hans Lewy described in their paper in 1928
[34] that a numerical scheme is stable only when its numerical domain of dependence at
any point in space and time includes the mathematical/analytical domain of dependence.
If a numerical scheme violates this condition, the scheme does not consider all the data
necessary to advance the solution in time. On the other hand, if the numerical domain is
much larger than the analytical domain, this causes extraneous data to be included in the
solution [150]. The von Neumann analysis constrains the CFL number, which limits the
mesh size and the timestep size, which are required for the stability of a numerical solution.
The Courant number is dimensionless.

The CFL number in one-dimensional case for (3.94) is:

𝐶 =
𝑐Δ𝑡

Δ𝑥
, (3.97)

where 𝑐 is the characteristic wave speed of the system, Δ𝑡 is the time step of the numerical
method, and Δ𝑥 is the spatial step of the system.

The CFL condition defines a relation between two velocities: the physical velocity 𝑐 in
the medium where the waves are propagated, and the grid velocity Δ𝑥

Δ𝑡 relating the grid
increment Δ𝑥 divided to the time increment Δ𝑡. The CFL condition for explicit problems
has the following form:

𝐶 =
𝑐Δ𝑡

Δ𝑥
≤ 𝐶𝑚𝑎𝑥 , (3.98)

where the 𝐶𝑚𝑎𝑥 value depends on the dimensionality of the problem and on the specific
numerical method. The CFL condition is illustrated in Figure 3.10. The schematic diagram
shows stable and unstable choices of time step Δ𝑡. The dashed lines limit the numerical
domain of dependence of the solution at 𝑥𝑛+1

𝑗 , and the shaded area represents the physical
domain of dependence. To achieve numerical stability, the numerical domain has to be
larger than the physical domain.
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Figure 3.10: The illustration of the CFL condition [140].

To increase the accuracy of (3.96), a smaller Δ𝑥 has to be chosen, which results in
a larger number of grid points in the spatial domain 𝑥 and, therefore, a larger number
of ODEs. At the same time, a smaller value of Δ𝑡 is required to keep the CFL number
below the critical value. This results in a conflicting requirement: improving accuracy while
maintaining numerical stability.

Although the Method of Lines does not need the explicit CFL condition, the CFL
condition still applies to the time-stepping techniques. The Method of Lines transforms the
given PDE into a semi-discrete system of ODEs without any time discretization. The CFL
condition is important only if the system is discretized in time and space. But we can see
that if we use, for example, the forward Euler method (3.96) to solve the ODE system, the
standard CFL condition is required to guarantee uniform stability [80].

3.6 Numerical stability of method of lines
Let us consider the partial differential equation of the initial or boundary value type:

𝜕𝑢

𝜕𝑡
= 𝑋(𝑢) , (3.99)

where 𝑢 = 𝑢(𝑥, 𝑡) is a function of one or several spatial variables 𝑥 and of time 𝑡. The 𝑋(·)
is a linear partial differential operator with derivatives to one or more variables 𝑥. The
number of initial and boundary conditions depends on the form of equation (3.99). Let
𝑥𝑗 = {𝑗 ·Δ𝑥, 𝑗 = 1, 2, · · · , 𝑁} be a grid of equidistant points along the 𝑥 axis and let 𝑢𝑗(𝑡)
denote the approximation of 𝑢(𝑥𝑗 , 𝑡). The operator 𝑋(·) can be replaced by finite difference
approximations in the following form:

[𝑋(𝑢)]𝑗 =
∑︁
𝛽

𝐴𝛽𝑢𝑗+𝛽 , (3.100)

where 𝐴𝛽 are constant coefficients. Equation (3.99) is approximated along the lines 𝑥 = 𝑥𝑗 ,
which are parallel to the time axis using the system of ODEs:

𝜕𝑢𝑗
𝜕𝑡

=
∑︁
𝛽

= 𝐴𝛽𝑢𝑗+𝛽 , (3.101)

The initial value problem (3.101) can then be solved by standard algorithms for ODEs.
Similarly, discretization of time 𝑡 in equal intervals yields in 𝑡𝑛 = 𝑛 ·Δ𝑡, 𝑛 = 0, 1, 2, · · · , 𝑇 ,
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and 𝑢𝑛𝑗 is the approximation of 𝑢𝑗(𝑡𝑛). Analysis of numerical stability in integration of PDEs
(3.99) results in analysis of numerical stability in integration of ODEs (3.101), consisting
of these aspects [169]:

• specific classes of PDEs – define specific properties of the system of ODEs (including
the discretization in the spatial domain).

• specific algorithms for the integration in time – define conditions of numerical sta-
bility of these algorithms.

3.6.1 Notation

Let us define the space-shift operator 𝐸:

𝑢𝑛𝑗+1 = 𝐸 · 𝑢𝑗𝑛 (3.102)

and time-shift operator 𝑧:
𝑢𝑛+1
𝑗 = 𝑧 · 𝑢𝑗𝑛 . (3.103)

The finite difference approximation (3.100) can be rewritten using the operator 𝐸 as:

[𝑋(𝑢)]𝑗 = 𝐴 · 𝑢𝑗 , 𝐴 =
∑︁
𝛽

𝐴𝛽𝐸
𝛽 , (3.104)

and (3.101) becomes:
𝜕𝑢𝑗
𝜕𝑡

= 𝐴 · 𝑢𝑗 . (3.105)

The general form of common numerical integration algorithms for the system of ODEs can
be expressed using the time-shift operator 𝑧:

𝑢𝑛+1
𝑗 = 𝑀(Δ𝑡 ·𝐴, 𝑧) · 𝑢𝑛𝑗 , (3.106)

where the operator 𝑀(Δ𝑡·𝐴, 𝑧) contains integer powers of Δ𝑡·𝐴. For the numerical stability
of (3.106), the solution must be of the form:

𝑢𝑛𝑗 = 𝑎𝑛𝑒𝑖𝜔𝑥𝑗 , (3.107)

where 𝑒𝑖𝜔𝑥𝑗 is the eigenfunction of the operator 𝐴

𝐴 · 𝑒𝑖𝜔𝑥𝑗 = 𝐴(𝜔)𝑒𝑖𝜔𝑥𝑗 , (3.108)

and 𝐴(𝜔) is a (complex) scalar function defined as:

𝐴(𝜔) =
∑︁
𝛽

𝐴𝛽𝑒
𝑖𝜔𝛽Δ𝑥 , (3.109)

the scalar function 𝐴(𝜔) is a spectral representation of the operator 𝐴, therefore, it is called
the spectral function of 𝐴.

Since the operator 𝑀(Δ𝑡 · 𝐴, 𝑧) contains integer powers of Δ𝑡 · 𝐴, and 𝑒𝑖𝜔𝑥𝑗 is the
eigenfunction of the operator 𝐴, then 𝑒𝑖𝜔𝑥𝑗 are also eigenfunctions of the operator 𝑀(Δ𝑡 ·
𝐴, 𝑧), hence:

𝑀(Δ𝑡 ·𝐴, 𝑧) · 𝑒𝑖𝜔𝑥𝑗 = 𝑀(Δ𝑡 ·𝐴(𝜔), 𝑧) · 𝑒𝑖𝜔𝑥𝑗 , (3.110)
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where the space-shift operator 𝐸 is eliminated in the operator 𝑀(Δ𝑡 ·𝐴(𝜔), 𝑧). By substi-
tution (3.107) into (3.103), and elimination of 𝑒𝑖𝜔𝑥𝑗 , the relation between 𝑎𝑛+1 and 𝑎𝑛 is
obtained:

𝑎𝑛+1

𝑎𝑛
= 𝑧 , (3.111)

and 𝑧 is a constant scalar number. By substituting (3.111) into (3.110), we can see that 𝑧
is the solution of the characteristic equation:

𝑧 −𝑀(Δ𝑡 ·𝐴(𝜔), 𝑧) = 0 . (3.112)

If there exist solutions 𝑧 of (3.112) that |𝑧| > 1, then there exists a corresponding sequence
𝑎𝑛 that is unbounded for 𝑛 −→ ∞, because 𝑎𝑛 = 𝑎0 · 𝑧𝑛.

Therefore, the stability theorem is as follows: A necessary condition for the numerical
stability of the method of lines (3.101) is that all 𝑧 solutions of the characteristic equation
(3.112) satisfy the condition:

∀𝜔 : |𝑧| ≤ 1 . (3.113)

Note that the condition (3.113) is equivalent to the von Neumann condition for the finite
difference method (see (3.93)). The eigenvalues 𝑧 of (3.112) are equivalent to the amplifi-
cation factors (see (3.92)).

3.6.2 Regions of stability

The characteristic equation (3.112) can be transformed from a region 𝑆 in the Δ𝑡 · 𝐴(𝜔)
complex plane to the |𝑧| ≤ 1 in the complex plane. The region 𝑆 is then called the stability
region of the integration method, and 𝑆𝐵 denotes the stability boundary. Let us denote
𝑆𝑅, the intersection of the stability boundary 𝑆𝐵 with the real negative axis, and 𝑆𝐼 , the
intersection of the stability boundary 𝑆𝐵 with the imaginary axis.

The function 𝐴(𝜔) depends only on the operator 𝐴, which means that it depends only
on the operator 𝑋(·) (3.99). In other words, it depend on the finite differences, which
include the order of the finite difference formula (corresponds to the 𝐴𝛽 coefficients), and
on the spatial step Δ𝑥.

In summary, the numerical stability analysis depends on the spectral function 𝐴(𝜔) of
the analyzed equation and the stability region 𝑆 specific to the integration-in-time method.

3.6.3 Stability regions of the selected methods

Figures 3.11 show the stability regions for the higher-order Taylor series method for orders
1–25. The higher-order Taylor series method is referred to as Modern Taylor Series Method
(MTSM) and is described in detail in Chapter 4.
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Figure 3.11: Stability regions of MTSM – orders 1–25.

The stability regions for the Dormand-Prince 5(4) method (denoted RK45) [44, 151] and the
Verner Runge-Kutta method of order 8(7) (denoted RK8VR) [166] are shown in Figures 3.12
and 3.13, respectively.
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Figure 3.12: Stability regions of Dormand-Prince 5(4) and Fehlberg methods.
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Figure 3.13: Stability regions of Verner Runge Kutta 8(7) method [167], [168].
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Figure 3.14: Stability regions for orders 1–4. The 𝑂𝑅𝐷 = 1 corresponds to the explicit
Euler method, 𝑂𝑅𝐷 = 4 to the classical fourth-order Runge-Kutta method.

The 𝑆𝑅 and 𝑆𝐼 intersections of MTSM for orders 1–25 are summarized in Table 3.9. The
intersections of MTSM for orders 26–64 are in Tables B.1 and B.2 in Appendix B.
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Order |SR| |SI|
1 −2.00 ±0.00

2 −2.00 ±0.00

3 −2.51 ±1.73

4 −2.79 ±2.83

5 −3.22 ±3.40

6 −3.55 ±0.00

7 −3.95 ±1.76

8 −4.31 ±3.40

9 −4.70 ±4.57

10 −5.07 ±5.26

11 −5.45 ±1.70

12 −5.82 ±3.38

13 −6.20 ±5.00

14 −6.57 ±6.30

15 −6.95 ±7.10

16 −7.32 ±7.24

17 −7.70 ±4.97

18 −8.07 ±6.59

19 −8.45 ±8.00

20 −8.82 ±8.90

21 −9.20 ±9.32

22 −9.57 ±6.55

23 −9.94 ±8.17

24 −10.32 ±9.66

25 −10.69 ±10.68

Table 3.9: 𝑆𝑅 and 𝑆𝐼 intersections of MTSM for orders 1–25.

The 𝑆𝑅 and 𝑆𝐼 intersections of the selected Runge-Kutta methods are shown in Table 3.10.

Method |SR| |SI|
RK45 −3.27 0

RK8VR −4.82 ±4.51

Table 3.10: 𝑆𝑅 and 𝑆𝐼 intersections of selected Runge-Kutta methods.

3.6.4 Stability analysis of the parabolic equation

First, let us examine the numerical stability of the one-dimensional heat equation:

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2
(3.114)

The (3.114) is discretized in space using second-order central differences:

𝜕𝑢

𝜕𝑡
= 𝛼

(︂
𝑢𝑗−1 − 2𝑢𝑗 + 𝑢𝑗+1

Δ𝑥2

)︂
, (3.115)
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where the coefficients 𝐴𝛽 from (3.101) are:

𝐴−1 = 𝐴1 =
𝛼

Δ𝑥2
, 𝐴0 =

−2𝛼

Δ𝑥2
. (3.116)

The spectral function 𝐴(𝜔) is:

𝐴(𝜔) =
𝛼

Δ𝑥2
(︀
−2 + 1𝑒𝑖𝜔Δ𝑥 + 1𝑒𝑖𝜔Δ𝑥

)︀
. (3.117)

Because 2 cos(𝜔) = 𝑒𝑖𝜔 + 𝑒−𝑖𝜔, we have:

𝐴(𝜔) =
𝛼

Δ𝑥2
(−2 + 2 cos(𝜔Δ𝑥)) (3.118)

and
𝐴(𝜔) =

−2𝛼

Δ𝑥2
(1− cos(𝜔Δ𝑥)) . (3.119)

The spectral function 𝐴(𝜔) is real-negative for all values of 𝜔. The stability condition is:

|Δ𝑡 ·𝐴(𝜔)|max =
4𝛼Δ𝑡

Δ𝑥2
≤ |𝑆𝑅| . (3.120)

Note that most common integration methods 𝑀 enclose at least a portion of the real-
negative axis. The stability condition for these algorithms is that the portion of the real-
negative axis contains (3.119) for all values of 𝜔. From (3.120) we can express Δ𝑡 to obtain
the maximum integration step size for the given integration method:

Δ𝑡 ≤ |𝑆𝑅|Δ𝑥2

4𝛼
. (3.121)

Table 3.11 summarizes the stability conditions for different numerical methods.

Method |SR| |SI| Stability condition
4𝛼Δ𝑡
Δ𝑥2 ≤ |𝑆𝑅|

MTSM (𝑂𝑅𝐷 = 25) −10.7 ±10.7 𝛼Δ𝑡
Δ𝑥2 ≤ 2.68

RK45 −3.27 0 𝛼Δ𝑡
Δ𝑥2 ≤ 0.81

RK8VR −4.82 ±4.51 𝛼Δ𝑡
Δ𝑥2 ≤ 1.21

Table 3.11: Conditions of numerical stability for the one-dimensional heat equation, dis-
cretized in space using second-order central differences and integrated in time by different
methods.

3.6.5 Stability analysis of the hyperbolic equation

The one-dimensional hyperbolic equation can be written as follows:

𝜕2𝑢

𝜕𝑡2
= 𝛼

𝜕2𝑢

𝜕𝑥2
. (3.122)

The spatial domain of (3.122) is discretized in space using second-order central differences:

𝜕2𝑢

𝜕𝑡2
= 𝛼

(︂
𝑢𝑗−1 − 2𝑢𝑗 + 𝑢𝑗+1

Δ𝑥2

)︂
, (3.123)
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the coefficients 𝐴𝛽 from (3.101) are:

𝐴−1 = 𝐴1 =
𝛼

Δ𝑥2
, 𝐴0 =

−2𝛼

Δ𝑥2
. (3.124)

The spectral function 𝐴(𝜔) is:

𝐴(𝜔) =
𝛼

Δ𝑥2
(︀
−2 + 1𝑒𝑖𝜔Δ𝑥 + 1𝑒𝑖𝜔Δ𝑥

)︀
. (3.125)

Because 2 cos(𝜔) = 𝑒𝑖𝜔 + 𝑒−𝑖𝜔, we have:

𝐴(𝜔) =
𝛼

Δ𝑥2
(−2 + 2 cos(𝜔Δ𝑥)) (3.126)

and
𝐴(𝜔) =

−2𝛼

Δ𝑥2
(1− cos(𝜔Δ𝑥)) . (3.127)

Also, 1− cos(𝜔) = 2 sin2(𝜔Δ𝑥/2), therefore:

𝐴(𝜔) =
−2𝛼

Δ𝑥2
(︀
2 sin2(𝜔Δ𝑥/2)

)︀
(3.128)

𝐴(𝜔) =
−4𝛼

Δ𝑥2
(︀
sin2(𝜔Δ𝑥/2)

)︀
. (3.129)

Due to the second derivative in 𝑡, it is necessary to construct a first-order system:(︂
𝑢̂(𝜔, 𝑡)
𝑣(𝜔, 𝑡)

)︂
=

2𝛼 sin(𝜔Δ𝑥/2)Δ𝑡

Δ𝑥

(︂
0 1
1 0

)︂(︂
𝑢(𝜔, 𝑡)
𝑣(𝜔, 𝑡)

)︂
, (3.130)

where 𝑢̂(𝜔, 𝑡) is the Fourier series of spatial discretization. The spectral function 𝐴(𝜔) is
pure-imaginary for all values of 𝜔. Some numerical integration methods do not enclose
any portion of the imaginary axis, which means that they are unstable, for example, the
first-order Euler method or the second-order Runge-Kutta method; see Figure 3.14. The
stability condition is:

|Δ𝑡 ·𝐴(𝜔)|max =
2𝛼Δ𝑡

Δ𝑥
≤ |𝑆𝐼 | . (3.131)

From (3.131) we can express Δ𝑡 to obtain the maximum integration step size for a given
integration method:

Δ𝑡 ≤ |𝑆𝐼 |Δ𝑥

2𝛼
. (3.132)

Table 3.12 summarizes the stability conditions for different numerical methods.

Method |SR| |SI| Stability condition
2𝛼Δ𝑡
Δ𝑥 ≤ |𝑆𝐼 |

MTSM (𝑂𝑅𝐷 = 25) −10.7 ±10.7 𝛼Δ𝑡
Δ𝑥2 ≤ 5.35

RK45 −3.27 0 𝛼Δ𝑡
Δ𝑥2 ≤ 0

RK8VR −4.82 ±4.51 𝛼Δ𝑡
Δ𝑥2 ≤ 2.26

Table 3.12: Conditions of numerical stability for the one-dimensional wave equation, dis-
cretized in space using second-order central differences and integrated in time by different
methods.
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3.7 Higher-order differential equations
The MTSM can only solve the first-order ODEs and systems of first-order ODEs. Any
higher-order ODE can be transformed into the corresponding system of the first-order
ODEs using the methods discussed in the following subsections. Note that the results of
the methods are equivalent [pp4].

3.7.1 Method of derivation order reduction

On the right side, the coercive function 𝑧 cannot have a derivative. Consider the following
equation (3.133)

𝑦′′′′ + 𝑎3𝑦
′′′ + 𝑎2𝑦

′′ + 𝑎1𝑦
′ + 𝑎0𝑦 = 𝑏0𝑧 (3.133)

𝑦(0) = 𝑦′(0) = 𝑦′′(0) = 𝑦′′′(0) = 0 .

We rewrite (3.133) using the Laplace transform to obtain (3.134)

𝑠4𝑦 + 𝑎3𝑠
3𝑦 + 𝑎2𝑠

2𝑦 + 𝑎1𝑠𝑦 + 𝑎0𝑦 = 𝑏0𝑧 . (3.134)

It is possible to rewrite (3.134) to the system of ODEs (3.135). Elements 1
𝑠 denote numerical

integrators

𝑠4𝑦 = 𝑏0𝑧 − 𝑎3𝑠
3𝑦 − 𝑎2𝑠

2𝑦 − 𝑎1𝑠𝑦 − 𝑎0𝑦

𝑠3𝑦 =
1

𝑠
𝑠4𝑦 𝑠3𝑦(0) = 0

𝑠2𝑦 =
1

𝑠
𝑠3𝑦 𝑠2𝑦(0) = 0

𝑠𝑦 =
1

𝑠
𝑠2𝑦 𝑠𝑦(0) = 0

𝑦 =
1

𝑠
𝑠𝑦 𝑦(0) = 0 .

(3.135)

3.7.2 Method of derivation order reduction with an additional variable

The standard order reduction method cannot be used if the differential equation contains the
derivative of the coercive function 𝑧. Let us consider the higher-order ordinary differential
equation (3.136)

𝑦′′′′ + 𝑎3𝑦
′′′ + 𝑎2𝑦

′′ + 𝑎1𝑦
′ + 𝑎0𝑦 = 𝑏4𝑧′′′′ + 𝑏3𝑧

′′′ + 𝑏2𝑧
′′ + 𝑏1𝑧

′ + 𝑏0𝑧

𝑦(0) = 𝑦′(0) = 𝑦′′(0) = 𝑦′′′(0) = 0

𝑧(0) = 1, 𝑧′(0) = 𝑧′′(0) = 𝑧′′′(0) = 𝑧′′′′(0) = 0 .

(3.136)

Equation (3.136) can be simplified using the Laplace operator

𝑠4𝑦 + 𝑎3𝑠
3𝑦 + 𝑎2𝑠

2𝑦 + 𝑎1𝑠𝑦 + 𝑎0𝑦 = 𝑏4𝑠
4𝑧 + 𝑏3𝑠

3𝑧 + 𝑏2𝑠
2𝑧 + 𝑏1𝑠𝑧 + 𝑏0𝑧

𝑦(𝑠4 + 𝑎3𝑠
3 + 𝑎2𝑠

2 + 𝑎1𝑠+ 𝑎0) = 𝑧(𝑏4𝑠
4 + 𝑏3𝑠

3 + 𝑏2𝑠
2 + 𝑏1𝑠+ 𝑏0) .

(3.137)

The equation for output 𝑦 follows

𝑦 =
𝑏4𝑠

4 + 𝑏3𝑠
3 + 𝑏2𝑠

2 + 𝑏1𝑠+ 𝑏0
𝑠4 + 𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠+ 𝑎0

𝑧 . (3.138)
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The additional variable 𝑣 can be defined as

𝑣 =
𝑧

𝑠4 + 𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠+ 𝑎0
. (3.139)

Using the substitution of additional variable (3.139) to (3.138), we obtain

𝑦 = (𝑏4𝑠
4 + 𝑏3𝑠

3 + 𝑏2𝑠
2 + 𝑏1𝑠+ 𝑏0)𝑣 . (3.140)

The order of the additional variable can be reduced using the standard order reduction
method (see Section 3.7.1)

𝑠4𝑣 + 𝑎3𝑠
3𝑣 + 𝑎2𝑠

2𝑣 + 𝑎1𝑠𝑣 + 𝑎0𝑣 = 𝑧

𝑠4𝑣 = 𝑧 − 𝑎3𝑠
3𝑣 − 𝑎2𝑠

2𝑣 − 𝑎1𝑠𝑣 − 𝑎0𝑣

𝑠3𝑣 =
1

𝑠
𝑠4𝑣 𝑠3𝑣(0) = 0

𝑠2𝑣 =
1

𝑠
𝑠3𝑣 𝑠2𝑣(0) = 0

𝑠𝑣 =
1

𝑠
𝑠2𝑣 𝑠𝑣(0) = 0

𝑣 =
1

𝑠
𝑠𝑣 𝑣(0) = 0 .

(3.141)

3.7.3 Method of continuous integration

Again, the coercive function 𝑧 has a derivative. Consider the following equation (3.142),
initial conditions are 𝑦(0) = 0, 𝑧(0) = 1, all others are zero

𝑦′′′′ + 𝑎3𝑦
′′′ + 𝑎2𝑦

′′ + 𝑎1𝑦
′ + 𝑎0𝑦 = 𝑏4𝑧

′′′′ + 𝑏3𝑧
′′′ + 𝑏2𝑧

′′ + 𝑏1𝑧
′ + 𝑏0𝑧 . (3.142)

Equation (3.142) is rewritten using Laplace transform (3.143)

𝑠4𝑦 + 𝑎3𝑠
3𝑦 + 𝑎2𝑠

2𝑦 + 𝑎1𝑠𝑦 + 𝑎0𝑦 = 𝑏4𝑠
4𝑧 + 𝑏3𝑠

3𝑧 + 𝑏2𝑠
2𝑧 + 𝑏1𝑠𝑧 + 𝑏0𝑧 . (3.143)

It is possible to rewrite (3.143) in the following form. The derivatives of the same order are
grouped in parentheses

𝑠4𝑦 = 𝑏4𝑠
4𝑧 + 𝑠3(𝑏3𝑧 − 𝑎3𝑦) + 𝑠2(𝑏2𝑧 − 𝑎2𝑦) + 𝑠(𝑏1𝑧 − 𝑎1𝑦) + (𝑏0𝑧 − 𝑎0𝑦)

𝑠3𝑦 = 𝑏4𝑠
3𝑧 + 𝑠2(𝑏3𝑧 − 𝑎3𝑦) + 𝑠(𝑏2𝑧 − 𝑎2𝑦) + (𝑏1𝑧 − 𝑎1𝑦) + 𝑣1

𝑠2𝑦 = 𝑏4𝑠
2𝑧 + 𝑠(𝑏3𝑧 − 𝑎3𝑦) + (𝑏2𝑧 − 𝑎2𝑦) + 𝑣2

𝑠𝑦 = 𝑏4𝑠𝑧 + (𝑏3𝑧 − 𝑎3𝑦) + 𝑣3

𝑦 = 𝑏4𝑧 + 𝑣4 .

(3.144)

The variables 𝑣1, 𝑣2, 𝑣3 and 𝑣4 can be calculated using the system (3.145)

𝑣1 =
1

𝑠
(𝑏0𝑧 − 𝑎0𝑦) 𝑣1(0) = 0

𝑣2 =
1

𝑠
(𝑏1𝑧 − 𝑎1𝑦 + 𝑣1) 𝑣2(0) = 0

𝑣3 =
1

𝑠
(𝑏2𝑧 − 𝑎2𝑦 + 𝑣2) 𝑣3(0) = 0

𝑣4 =
1

𝑠
(𝑏3𝑧 − 𝑎3𝑦 + 𝑣3) 𝑣4(0) = 0 .

(3.145)
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Chapter 4

Higher-order Taylor series method

This chapter introduces the developed method, the Modern Taylor Series Method (MTSM).
It is based on previously published works, mainly [103] and [pp8, pp13, pp28, pp21, pp22]
and other works cited throughout. The Modern Taylor Series Method is a variable step,
variable order method for solving differential equations using the Taylor series. The ex-
perimental calculations verified that the speed of calculation, accuracy, and stability of the
method could exceed commonly used algorithms for numerical solutions of differential equa-
tions. The speedup of the calculation is significant, especially when solving large systems
of differential equations.

The Modern Taylor Series Method is based on the recurrent calculation of the Taylor
series terms for each time interval. Therefore, the complicated calculation of higher-order
derivatives (much criticized in the literature) need not be performed, but rather the value
of each Taylor series term is numerically calculated [103].

An important part of the method is the automatic integration order setting, using
as many Taylor series terms as defined accuracy requires. Usually, the computation uses
different numbers of Taylor series terms for different steps of constant length. On the other
hand, for a pre-set integration order, the integration step length may be selected. This fact
positively affects the stability and speed of computation.

A necessary part of the Modern Taylor Series Method is automatic transformation
of the original problem. The original system of differential equations is automatically trans-
formed to a polynomial form, that is, to a form suitable for calculating the Taylor series
terms using recurrent formulas [118]. The Modern Taylor Series Method also has some
favorable properties for parallel processing. Many calculation operations are independent,
and calculations can be performed independently using separate processors of parallel com-
puting systems. After the automatic transformation of the task, only basic mathematical
operations (addition, subtraction, multiplication, division) can be performed during the
calculation of the transformed system. It is possible to design simple specialized elemen-
tary processors and obtain a parallel computing system with a relatively simple architecture
[97, 98]. The characteristic property of the Modern Taylor Series Method is that using more
Taylor series terms during the computation results in higher computation accuracy for a
given step size. Of course, the increase in accuracy is limited. The saturated computation
error for a given step size depends on the word length of the arithmetic unit. Sometimes,
the saturation error can be reduced by decreasing the integration step size or extending the
word length of the arithmetic unit [95].
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4.1 State of the art
The Taylor Series Method is an integration method with a rich history. Among the first
authors to outline the recurrent calculation of the Taylor series term in canonical form were
Gibbons [65], and Moore [137]. Taylor coefficients of a function can be obtained by using
rules for automatic differentiation of elementary functions. The automatic differentiation
technique is described in [19, 20, 33, 68, 105, 136, 165]. The variable step size variable order
scheme is described in [15, 18, 121]. The approach based on an approximate formulation of
the Taylor methods can be found in [9]. Numerical calculations of higher-order derivatives
up to the fourth order are shown in [119, 122]. The Taylor series method can successfully
solve some problems that other schemes cannot solve [16, 141].

The first attempts to program the recurrent Taylor series were performed in FOR-
TRAN [76]. For example, ATOMF [31] written in Fortran 77, and several C/C++ packages,
TADIFF [22], COSY INFINITY [116], TIDES software [1, 17], and TAYLOR [89]. Other
implementations based on the Taylor series include DAETS [126, 127, 128]. The first im-
plementation of MTSM was TKSL/386 [102]. Currently, MTSM has been implemented
and tested in MATLAB software1, in C/C++ languages (FOS [94] and TKSL/C software2).
Additionally, the method can be implemented effectively on the hardware [pp4].

The parallel high-precision numerical solution of ODEs using high-order Taylor methods
is discussed in [14]. Selected problems are Arenstorf orbits and a galactic dynamics model.
The numerical tests were performed on a Sun UltraSPARC-II with four processors of 480
MHz using the MPI and the multiple-precision Fortran library mpf90. The authors noted
that the number of inter-process communications is high; therefore, this approach is useful
only for high-precision demands.

The article [41] focuses on the OpenMP parallelization of multiple precision Taylor
series method using one computational node. The model problem is the chaotic dynamic
system – the classical Lorenz system. The application is written in C programming language
with the GMP library (The GNU Multiple Precision Arithmetic Library3). The paper also
briefly mentions the concept of CNS (Clean Numerical Simulation) originally published
by Shijun Liao [109]. Chaotic dynamic systems have a sensitive dependence on initial
conditions (SDIC); therefore, accurate long-term prediction of chaotic dynamic systems is
almost impossible. The CNS provides reliable chaotic trajectories in a long enough interval
of time. The paper presents a simulation for 1–28 cores on one CPU node, in the interval
[0, 5000], using the 𝑁 = 2000 order of the Taylor series method and precision of 8000 bits
(approximately 2412 decimal digits) and five integration steps were performed. The results
show that the parallel efficiency for 28 cores is ≈ 75%. The experiment took approximately
nine days and 14 hours.

A hybrid MPI+OpenMP parallelization strategy for the multiple-precision Taylor series
method with fixed step size and fixed order is discussed in [81]. Again, the libraries for
multiple precision arithmetics are used. Namely, GMP and MPIGMP4 [96]. The hybrid
strategy was used because OpenMP scalability is slightly better than MPI when using one
computational node. The speedup depends on the order of the Taylor series method and
the hardware properties of the HPC cluster. The authors claimed that this hybrid strategy
could be applied to a large class of chaotic dynamical systems.

1https://www.mathworks.com/help/matlab
2https://www.fit.vutbr.cz/~satek/MTSM/tkslc.html
3http://gmplib.org
4https://na-inet.jp/na/bnc
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The article [82] is based on the previous article [81] and introduces a modification of
the CNS with variable step size and fixed order. The source code is similar to that in
[81]. It only adds one OpenMP section to compute the optimal integration step. The
optimal integration steps are based on the approach published in [89], where the last two
terms of the Taylor series determine the optimal step size. The authors found out that the
order of the Taylor series method is higher in comparison with the fixed-order approach.
However, the larger integration step size reduces the number of integration steps. Also, the
higher-order method increases parallel efficiency. The model problem is again a classical
Lorenz system, and the simulation experiments are performed on 256 CPUs in the long
time interval [0,11000]. Compared to the fixed step size approach, the variable step size
strategy has 2.1 speedup. There are two reasons why the variable step size strategy has a
higher speedup than the fixed step size strategy. The first is less overall work. Although
the computational work per integration step increases by ≈ 80%, the average step size was
≈ 0.034 compared to the fixed step size strategy ≈ 0.01. Thus, the overall work decreases
to ≈ 53%.

For the first experiment, the parallel efficiency increases from 55.5% to 63.6%, and for
the second, from 56.2% to 64.3%. The reason is that using the higher-order Taylor series
method increases the amount of parallel work. This ensures a lower impact on the serial
amount of work and the parallel overhead.

4.2 Motivational example
Let us consider the following functions

𝑢 = sin(𝜔𝑡)

𝑣 = cos(𝜔𝑡) .
(4.1)

The system (4.1) can be represented using the following system of ODEs

𝑢′ = 𝜔𝑣, 𝑢(0) = 0

𝑣′ = −𝜔𝑢, 𝑣(0) = 1 .
(4.2)

The matrix-vector representation of the problem (4.2) is y′ = Ay+b , y(𝑡0) = y0, where

A =

(︂
0 𝜔
−𝜔 0

)︂
, y0 = (𝑢, 𝑣)𝑇 = (0, 1)𝑇 , b = (0, 0)𝑇 . (4.3)

The behavior of the system of ODEs (4.2) strongly depends on the parameter 𝜔. The
results are calculated using the MTSM solver, implemented in MATLAB software using
vectorization, and state-of-the-art non-stiff MATLAB solvers ode23, ode45, and ode113
[158].

All experiments were performed using MATLAB software. For all experiments, the
maximum simulation time is 𝑡𝑚𝑎𝑥 = 50, and the maximal order of MTSM is 𝑚𝑎𝑥𝑂𝑅𝐷 = 64.
Unless otherwise specified, the integration step of the MTSM is ℎ = 0.1. The numerical
results are compared with the analytic solution (4.1). The error (denoted as ||error||) is
defined as

||error||∞ = max(𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒_𝑒𝑟𝑟𝑜𝑟_𝑠𝑖𝑛+ 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒_𝑒𝑟𝑟𝑜𝑟_𝑐𝑜𝑠) . (4.4)

Ratios of computation times (denoted as ratio), 𝑟𝑎𝑡𝑖𝑜 = 𝑠𝑜𝑙𝑣𝑒𝑟/𝑀𝑇𝑆𝑀 ≫ 1 indicates
significantly faster computation using the MTSM.
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4.2.1 Experiment 1

For the first experiment, 𝜔 = 1, the tolerances for all ode solvers are 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3

and 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6 (default MATLAB settings), and the tolerance for the MTSM solver
is 𝑡𝑜𝑙 = 1𝑒−3. In the phase plane, the expected solution of (4.3) should form a circle.
Figure 4.1 shows the results calculated by ode23, ode45, ode113, and MTSM, respectively.
The average order of MTSM is 6.
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Figure 4.1: Results for 𝜔 = 1, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6 (default settings).
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The results in Table 4.1 show that the MTSM solver is the slowest of the selected ode
solvers. The MTSM is approximately six times faster than the ode15s solver due to the low
stiffness of the system. However, we can notice that due to the stopping rule, the accuracy
of the MTSM solver is ||𝑒𝑟𝑟𝑜𝑟|| = 7.59𝑒−6, which is much higher than the required accuracy
𝑡𝑜𝑙 = 1𝑒−3.

solver # steps time [s] ||error|| ratio
MTSM 500 2.89𝑒−02 7.59𝑒−06 –
ode23 244 1.10𝑒−02 3.66𝑒−02 0.38
ode45 276 5.98𝑒−03 7.31𝑒−03 0.21
ode113 133 6.33𝑒−03 1.11𝑒−02 0.22
ode15s 185 1.72𝑒−01 5.71𝑒−02 5.97

Table 4.1: Results for 𝜔 = 1, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6 (default settings)

The following experiment sets the same level of accuracy for the ode solvers and MTSM
solvers. This is achieved by setting the relative and absolute tolerances of the ode solvers
to 𝑅𝑒𝑙𝑇𝑜𝑙 = 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−7.
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4.2.2 Experiment 2

As mentioned above, consider 𝜔 = 1 and tolerances of the ode solvers 𝑅𝑒𝑙𝑇𝑜𝑙 = 𝐴𝑏𝑠𝑇𝑜𝑙 =
1𝑒−7, the tolerance of the MTSM solver remains the same as in the previous experiment;
thus 𝑡𝑜𝑙 = 1𝑒−3. Numerical results are plotted in Figure 4.2 and summarized in Table 4.2.

-1 -0.5 0 0.5 1

sin( t)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

c
o
s
(

t)

(a) Phase plane ode23

-1 -0.5 0 0.5 1

sin( t)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

c
o
s
(

t)

(b) Phase plane ode45

-1 -0.5 0 0.5 1

sin( t)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

c
o

s
(

t)

(c) Phase plane ode113

-1 -0.5 0 0.5 1

sin( t)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

c
o

s
(

t)

(d) Phase plane MTSM

0 10 20 30 40 50

time [s]

0

1

2

3

4

5

6

7

O
R

D

(e) Order of the MTSM.

Figure 4.2: Results for 𝜔 = 1, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−7, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−7.

The results in Table 4.2 show that the MTSM method is comparable to ode113. The MTSM
is almost two times faster than the ode45 and seven times faster than the ode23 solver.
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solver # steps time [s] ||error|| ratio
MTSM 500 3.04𝑒−02 7.59𝑒−06 –
ode23 3574 2.13𝑒−01 8.04𝑒−06 7.01
ode45 1484 5.34𝑒−02 8.95𝑒−07 1.75
ode113 259 3.20𝑒−02 2.56𝑒−06 1.05
ode15s 644 1.53𝑒−01 3.85𝑒−05 5.04

Table 4.2: Results for 𝜔 = 1, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−7, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−7.

The MTSM solver can be even faster than the ode solvers by increasing the integration
step to ℎ = 10. In this case, the tolerance of the MTSM solver is increased to 𝑡𝑜𝑙 = 1𝑒−5

to maintain the required accuracy.

4.2.3 Experiment 3

For this experiment, the 𝜔 = 1, tolerance of MTSM is 𝑡𝑜𝑙 = 1𝑒−5 and for ode solvers
𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−7, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−7. The integration step of the MTSM is set to ℎ = 10. The
results in Table 4.3 show that MTSM is much faster than all selected state-of-the-art ode
solvers. Because we increased the integration step ℎ, the number of Taylor series terms also
increased. The average order of the MTSM is 38, see Figure 4.3.

solver # steps time [s] ||error|| ratio
MTSM 5 1.71𝑒−03 1.23𝑒−06 –
ode23 3574 1.57𝑒−01 8.04𝑒−06 91.60
ode45 1484 3.92𝑒−02 8.95𝑒−07 22.90
ode113 259 1.70𝑒−02 2.56𝑒−06 9.92
ode15s 644 9.23𝑒−02 3.85𝑒−05 53.90

Table 4.3: Results for 𝜔 = 1, 𝑡𝑜𝑙 = 1𝑒−5, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−7, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−7, ℎ = 10.
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Figure 4.3: Order of the MTSM.
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4.2.4 Experiment 4

This experiment shows the behavior of the system for 𝜔 = 100. The higher value of 𝜔
increases the stiffness of the system. First, let us consider the default tolerance settings
for ode solvers. Therefore, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6, the tolerance of the MTSM is
𝑡𝑜𝑙 = 1𝑒−3 and ℎ = 0.1.

Only MTSM provides a stable numerical solution, but the numerical solution calculated
by other ode solvers diverges. Figure 4.4 shows the results calculated by ode23, ode45,
ode113, and MTSM, respectively. Note that the average order of MTSM is 33.
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Figure 4.4: Results for 𝜔 = 100, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6 (default
settings).

Results of the calculation are in Table 4.4. Only the MTSM can maintain the predefined
accuracy. The accuracy of the ode solvers is not acceptable.

solver # steps time [s] ||error|| ratio
MTSM 500 9.60𝑒−02 1.22𝑒−02 –
ode23 23915 1.19 1.32 12.40
ode45 25488 6.67𝑒−01 6.59𝑒−01 6.95
ode113 12634 7.64𝑒−01 5.19𝑒−01 7.95
ode15s 17531 2.84 6.43 29.60

Table 4.4: Results for 𝜔 = 100, 𝑡𝑜𝑙 = 1𝑒−3, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−3, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−6 (default
settings).

4.2.5 Experiment 5

In this experiment, we increase the tolerance of all solvers to maintain accuracy at the
same level as in Experiment 1. Therefore, 𝜔 = 100, ℎ = 0.1, the tolerance of the MTSM
is increased to 𝑡𝑜𝑙 = 1𝑒−6, and the tolerances for the ode solvers are set to 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−9,
𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−9.

Figure 4.5 shows that the order of MTSM is 40, which is close to the upper limit for
double arithmetic. Therefore, we cannot increase the integration step size 𝑑𝑡; this would
lead to a halving of the step size because the maximum order of MTSM 𝑚𝑎𝑥𝑂𝑅𝐷 = 64
will be reached. The MTSM can be calculated with an arbitrary tolerance and step size if
variable precision arithmetic is used.
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Figure 4.5: Order of MTSM

Results are summarized in Table 4.5. The MTSM is significantly faster than all state-of-
the-art ode solvers.

solver # steps time [s] ||error|| ratio
MTSM 500 1.91𝑒−01 6.48𝑒−06 –
ode23 1658768 7.99𝑒01 8.12𝑒−06 417
ode45 371524 9.17 8.94𝑒−07 47.90
ode113 38623 1.90 2.88𝑒−07 9.94
ode15s 132897 1.91𝑒+01 8.89𝑒−05 99.60

Table 4.5: Results for 𝜔 = 100, 𝑡𝑜𝑙 = 1𝑒−6, 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−9, 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−9

4.3 Recurrent calculation of Taylor series terms
An ODE

𝑦′ = 𝑓(𝑡, 𝑦) , (4.5)

with initial condition
𝑦(𝑡0) = 𝑦0 , (4.6)

The best known and most accurate method for calculating a new value of the numerical
solution of an ODE is to construct the Taylor series in the form

𝑦𝑖+1 = 𝑦𝑖 + ℎ · 𝑓(𝑡𝑖, 𝑦𝑖) +
ℎ2

2!
· 𝑓 ′(𝑡𝑖, 𝑦𝑖) + · · ·+ ℎ𝑛

𝑛!
· 𝑓 [𝑛−1](𝑡𝑖, 𝑦𝑖), (4.7)

where ℎ is the integration step, 𝑦𝑖 = 𝑦(𝑡𝑖) is the previous value and 𝑦𝑖+1 = 𝑦(𝑡𝑖 + ℎ) is the
next value of the function 𝑦(𝑡) [74].

The MTSM effectively implements the variable step size, variable order numerical cal-
culation of differential equations using the Taylor series [103]. It is based on a recurrent
calculation of the Taylor series terms for each integration step. Therefore, it is not neces-
sary to perform a complicated calculation of higher order derivatives, but instead the value
of each Taylor series term can be numerically calculated [103]. Equation (4.7) can then be
rewritten in the form

𝑦𝑖+1 = 𝐷𝑌𝑖0 +𝐷𝑌𝑖1 +𝐷𝑌𝑖2 + · · ·+𝐷𝑌𝑖𝑛 , (4.8)
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where 𝐷𝑌𝑖 denotes the Taylor series terms in simulation time 𝑡 = 𝑖. The MTSM trans-
forms the input problem into a system of autonomous ODEs, which allows the recurrent
calculation of terms of the Taylor series.

To demonstrate the recurrent calculation of Taylor series terms, let us assume the system
of ODEs in the following form:

𝑦′ = 𝑎11 · 𝑦 + 𝑎12 · 𝑧 + · · ·+ 𝑎1𝑚 · 𝑤 + 𝑏1 𝑦(0) = 𝑦0

𝑧′ = 𝑎21 · 𝑦 + 𝑎22 · 𝑧 + · · ·+ 𝑎2𝑚 · 𝑤 + 𝑏2 𝑧(0) = 𝑧0
...

𝑤′ = 𝑎𝑚1 · 𝑦 + 𝑎𝑚2 · 𝑧 + · · ·+ 𝑎𝑚𝑚 · 𝑤 + 𝑏𝑚 𝑤(0) = 𝑤0 .

(4.9)

The system of ODEs (4.9) consists of equations 𝑚 with constant coefficients 𝑎𝑘𝑙, where 𝑘
denotes the index of the equation, and 𝑙 is the index of the term, and 𝑘, 𝑙 ∈ ⟨1,𝑚⟩. Each
equation has one constant 𝑏𝑘 and an initial condition (𝑦(0), 𝑧(0), . . . , 𝑤(0)). The system of
ODEs (4.9) can be rewritten to (4.10). The first terms of the Taylor series are denoted as
𝐷𝑌𝑖1, 𝐷𝑍𝑖1, . . . , 𝐷𝑊𝑖1:

𝐷𝑌𝑖1 = ℎ · 𝑦′𝑛 = ℎ · (𝑎11 · 𝑦 + 𝑎12 · 𝑧 + · · ·+ 𝑎1𝑚 · 𝑤 + 𝑏1)

𝐷𝑍𝑖1 = ℎ · 𝑧′𝑛 = ℎ · (𝑎21 · 𝑦 + 𝑎22 · 𝑧 + · · ·+ 𝑎2𝑚 · 𝑤 + 𝑏2)

...
𝐷𝑊𝑖1 = ℎ · 𝑤′

𝑛 = ℎ · (𝑎𝑚1 · 𝑦 + 𝑎𝑚2 · 𝑧 + · · ·+ 𝑎𝑚𝑚 · 𝑤 + 𝑏𝑚) .

(4.10)

The second terms of the Taylor series 𝐷𝑌𝑖2, 𝐷𝑍𝑖2, . . . , 𝐷𝑊𝑖2 can be calculated as follows:

𝐷𝑌𝑖2 =
ℎ

2
·𝐷𝑌 ′

𝑖1 =
ℎ

2
· (𝑎11 ·𝐷𝑌𝑖1 + 𝑎12 ·𝐷𝑍𝑖1 + · · ·+ 𝑎1𝑚 ·𝐷𝑊𝑖1 + 𝑏1)

𝐷𝑍𝑖2 =
ℎ

2
·𝐷𝑍 ′

𝑖1 =
ℎ

2
· (𝑎21 ·𝐷𝑌𝑖1 + 𝑎22 ·𝐷𝑍𝑖1 + · · ·+ 𝑎2𝑚 ·𝐷𝑊𝑖1 + 𝑏2)

...

𝐷𝑊𝑖2 =
ℎ

2
·𝐷𝑊 ′

𝑖1 =
ℎ

2
· (𝑎𝑚1 ·𝐷𝑌𝑖1 + 𝑎𝑚2 ·𝐷𝑍𝑖1 + · · ·+ 𝑎𝑚𝑚 ·𝐷𝑊𝑖1 + 𝑏𝑚) .

(4.11)

The higher-order Taylor series terms can be calculated analogously. If the stopping rule
(4.13) is met, the result in the current integration step can be calculated as a sum of Taylor
series terms and the initial condition of the integration step:

𝑦𝑖+1 = 𝑦𝑖 +𝐷𝑌𝑖1 +𝐷𝑌𝑖2 + · · ·+𝐷𝑌𝑖𝑂𝑅𝐷𝑖

𝑧𝑖+1 = 𝑧𝑖 +𝐷𝑍𝑖1 +𝐷𝑍𝑖2 + · · ·+𝐷𝑍𝑖𝑂𝑅𝐷𝑖

...
𝑤𝑖+1 = 𝑤𝑖 +𝐷𝑊𝑖1 +𝐷𝑊𝑖2 + · · ·+𝐷𝑊𝑖𝑂𝑅𝐷𝑖 .

(4.12)

The results in the following integration steps can be calculated similarly. The results of
(4.12) are used as an initial condition in the next time step. More information can be found
in [103], [pp28].
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4.4 Automatic integration order setting
An important part of the method is an automatic integration order setting, using as many
Taylor series terms as the defined accuracy requires. Let us denote as 𝑂𝑅𝐷 the function
that changes during the computation and defines the number of Taylor series terms used in
the current integration step (𝑂𝑅𝐷𝑖+1 = 𝑛). The MTSM allows computation with arbitrary
accuracy and step size if variable-precision arithmetic and higher-order of method are used.
The Taylor series terms can be used in error control [pp28]. The current integration step
is completed when the following stopping rule is met:

||𝑚𝑎𝑥(𝑎𝑏𝑠(DY𝑗))|| ≤ 𝑡𝑜𝑙 , 𝑗 = 𝑛− 𝑠𝑡𝑜𝑝𝑝𝑖𝑛𝑔, · · · , 𝑛, (4.13)

where DY𝑗 is a vector of three successive terms of the Taylor series, 𝑡𝑜𝑙 is the error per
step, 𝑛 is the index of currently calculated Taylor series term, and 𝑠𝑡𝑜𝑝𝑝𝑖𝑛𝑔 denotes the
number of successive terms of the Taylor series that have met the stopping rule (4.13). In
this work, 𝑠𝑡𝑜𝑝𝑝𝑖𝑛𝑔 is set to three. For more information, see [103].

4.5 Automatic transformation
The general form of linear non-homogeneous system of ODEs is defined as

y′ = Ay + f(𝑡) , y(𝑡0) = y0 , (4.14)

where A is the constant Jacobian matrix and f(𝑡, 𝑦) is the right-hand side (the forcing
function).

Automatic transformation is an important part of the MTSM. Basic differentiation
rules can be used to derive the recurrent calculation of higher-order derivatives for basic
arithmetic functions, for example, sin, cos, log, exp, and basic arithmetic operations. For the
automatic recurrent calculation of Taylor series terms, several rules have to be followed:

• The functions fi(𝑡, 𝑦1, 𝑦2, . . . , 𝑦𝑛) of the right sides of the system of 𝑛 ordinary differ-
ential equations are composed of a finite number of elementary functions and a finite
number of simple arithmetic operations.

• All intermediate calculations and all generating functions lead to auxiliary variables.

• Operands of intercomputing operations and generating functions use auxiliary vari-
ables, 𝑡, 𝑦1, 𝑦2, . . . , 𝑦𝑛, and constants.

The function f(𝑡, 𝑦) can be transformed into the system of generating ODEs. As a
result, the non-homogeneous system of ODEs (4.14) is transformed into the homogeneous
linear system of ODEs based on the definition (2.1.6):

z′ = F(z) , z(𝑡0) = z0 , (4.15)

where the right-hand side F(z) is in a special form suitable for calculating higher-order
derivatives. Equation (4.15) must meet the condition (4.16):

𝑧𝑖(𝑡) = 𝑦𝑖(𝑡), 𝑖 = 1, . . . ,𝑚 , (4.16)
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where y(𝑡) = (𝑦1(𝑡), . . . , 𝑦𝑚(𝑡)) is the original solution of system of ODEs (4.30). The
automatic transformation process will be demonstrated using the system of two ODEs

𝑦′1 = 𝑎11 · 𝑦1 + 𝑎12 · 𝑦2 + 𝑓1(𝑡) 𝑦1(0) = 𝑦1,0

𝑦′2 = 𝑎21 · 𝑦1 + 𝑎22 · 𝑦2 + 𝑓2(𝑡) 𝑦2(0) = 𝑦2,0 .
(4.17)

Let us assume that 𝑓1(𝑡) and 𝑓2(𝑡) in the system of ODEs (4.17) are

𝑓1(𝑡) = 𝑒−𝑡 = 𝑦3 (4.18)
𝑓2(𝑡) = sin 𝑡 = 𝑦4 . (4.19)

By deriving a system of ODEs for (4.18) and (4.19), the system of generating ODEs can
be obtained. For the equation (4.18):

𝑦3 = 𝑒−𝑡 𝑦3(0) = 𝑦3,0 = 1 (4.20)
𝑦′3 = −𝑒−𝑡 (4.21)
𝑦′3 = −𝑦3 . (4.22)

For equation (4.19):

𝑦4 = sin 𝑡 𝑦4(0) = 𝑦4,0 = 0 (4.23)
𝑦′4 = cos 𝑡 . (4.24)

After denoting

𝑦5 = cos 𝑡 (4.25)
𝑦′5 = − sin 𝑡 (4.26)

the system of two ODEs is obtained

𝑦′4 = 𝑦5 (4.27)
𝑦′5 = −𝑦4 . (4.28)

As a result, the original system of ODEs (4.17) can be rewritten in the form (4.29)

𝑦′1 = 𝑎11 · 𝑦1 + 𝑎12 · 𝑦2 + 𝑦3 𝑦1(0) = 𝑦1,0

𝑦′2 = 𝑎21 · 𝑦1 + 𝑎22 · 𝑦2 + 𝑦4 𝑦2(0) = 𝑦2,0

𝑦′3 = −𝑦3 𝑦3(0) = 𝑦3,0 = 1

𝑦′4 = 𝑦5 𝑦4(0) = 𝑦4,0 = 0

𝑦′5 = −𝑦4 𝑦5(0) = 𝑦5,0 = 1 .

(4.29)

Tables of the generating system of ODEs B.3 and B.4 are in Appendix B.
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4.6 Linear MTSM
The general form of linear homogeneous systems of ODEs is

y′ = Ay + b , y(𝑡0) = y0 , (4.30)

the Taylor series (4.7) can be rewritten in matrix-vector notation as

y𝑖+1 = y𝑖 + ℎ(Ay𝑖 + b) +
ℎ2

2!
A(Ay𝑖 + b) + · · ·+ ℎ𝑛

𝑛!
A(𝑛−1)(Ay𝑖 + b) , (4.31)

where A is the constant Jacobian matrix of size 𝑚×𝑚, and b is the right-hand side constant
vector of size 𝑚× 1. Moreover, Taylor series terms DY (4.8) can be computed recurrently
using

DY0 = y𝑖 , DY1 = ℎ(Ay𝑖 + b),

DY𝑗 =
ℎ

𝑗
ADY𝑗−1 , 𝑗 = 2, . . . , 𝑛 .

(4.32)

4.7 Nonlinear MTSM
The effective solution of nonlinear systems of ODEs is described [pp21]. For such a system,
the Taylor series-based numerical method can be implemented very effectively. Equation
(4.5) for nonlinear systems of ODEs can be rewritten as

y′ = Ay +B1y𝑗𝑘 +B2y𝑗𝑘𝑙 + . . .+ b , y(0) = y0 , (4.33)

where A ∈ R𝑛𝑒×𝑛𝑒 is the matrix for the linear part of the system and B1 ∈ R𝑛𝑒×𝑛𝑚𝑗𝑘 ,
B2 ∈ R𝑛𝑒×𝑛𝑚𝑗𝑘𝑙 are the matrices for the nonlinear part of the system, b ∈ R𝑛𝑒 is the
right-hand side for the forces incoming to the system, y0 is a vector of initial conditions,
the symbol 𝑛𝑒 stands for the number of equations of the system of ODEs and the symbols
𝑛𝑚𝑗𝑘, 𝑛𝑚𝑗𝑘𝑙 mean the number of multiplications. The unknown function y𝑗𝑘 ∈ R𝑛𝑚𝑗𝑘

represents the vector of multiplications y𝑗 . * y𝑘 and similarly y𝑗𝑘𝑙 ∈ R𝑛𝑚𝑗𝑘𝑙 represents the
vector of multiplications y𝑗𝑗 . * y𝑘𝑘. * y𝑙𝑙, where the indices 𝑗, 𝑘, 𝑗𝑗, 𝑘𝑘, 𝑙𝑙 ∈ (1, . . . , 𝑛𝑒) come
from the multiplications terms in the system (4.33). The operation ‘.*’ stands for element-
by-element multiplication, i.e. y𝑗 . * y𝑘 is a vector (𝑦𝑗1𝑦𝑘1 , 𝑦𝑗2𝑦𝑘2 , . . . , 𝑦𝑗𝑛𝑚𝑗𝑘

𝑦𝑘𝑛𝑚𝑗𝑘
)𝑇 .

For simplification, the matrices A,B1,B2 and the vector b are constant. The higher
derivatives of the terms B1y𝑗𝑘,B2y𝑗𝑘𝑙 in (4.33) can be included in a recurrent calculation
of the Taylor series terms DY𝐵1 and DY𝐵2

DY𝐵11 = ℎ(B1y𝑗𝑘) ,DY𝐵21 = ℎ(B2y𝑗𝑘𝑙) ,

DY𝐵1𝑟 =
ℎ

𝑟

⎛⎝B1

𝑟∑︁
𝑝=1

DY𝑗,𝑟−𝑝. *DY𝑘,𝑝−1

⎞⎠ ,

DY𝐵2𝑟 =
ℎ

𝑟
B2

𝑟−1∑︁
𝑞=0

DY𝑗𝑗,𝑞. *

⎛⎝ 𝑟∑︁
𝑝=1

DY𝑘𝑘,𝑟−𝑝−𝑞. *DY𝑙𝑙,𝑝−1

⎞⎠ ,

DY𝑟 = DY𝐴𝑟−1 +DY𝐵1𝑟−1 +DY𝐵2𝑟−1 , 𝑟 = 2, . . . , 𝑛 ,

(4.34)

where the linear term DY𝐴𝑟−1 is calculated using (4.32). Higher-order multiplication terms
in the Taylor series DY𝐵3,DY𝐵4, . . . can be calculated recurrently in a similar way.
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4.8 Practical examples
This section introduces several linear and nonlinear problems solved using the MTSM, and
state-of-the-art non-stiff solvers in MATLAB, specifically ode23, ode45, and ode113 [158].
The MTSM solver was implemented in MATLAB software using vectorization.

Linear problems include the movement of the charged particle in the electromagnetic
and electrostatic field [pp21, pp22], and the linearized pendulum [pp21]. Nonlinear problems
are Lorenz system [pp13], numerical calculation of Fourier coefficients [pp21, pp22], Kepler
problem [pp22], nonlinear pendulum [pp21], Van der Pol oscillator and forced van der Pol
oscillator [pp28].

4.9 General parallelization of the linear system of ODEs
The Modern Taylor Series Method is the variable step size, variable order method. For more
information, see [pp14, pp16, pp17, pp24]. The best-known and most accurate method to
calculate a new value of the numerical solution of the ODE

𝑦′ = 𝑓(𝑡, 𝑦) , 𝑦(𝑡0) = 𝑦0 (4.35)

is to construct the Taylor series in the form

𝑦𝑖+1 = 𝑦𝑖 + ℎ𝑓(𝑡𝑖, 𝑦𝑖) +
ℎ2

2!
𝑓 ′(𝑡𝑖, 𝑦𝑖) + . . .+

ℎ𝑛

𝑛!
𝑓 [𝑛−1](𝑡𝑖, 𝑦𝑖) , (4.36)

where ℎ is the integration step, 𝑦𝑖 and 𝑦𝑖+1 are the next approximations of the value of the
function 𝑦(𝑡), 𝑦(𝑡𝑖+ℎ), respectively [74]. Let 𝑂𝑅𝐷 denote the function that changes during
the computation and define the number of Taylor series terms in the current integration
step (𝑂𝑅𝐷𝑖+1 = 𝑛). For linear systems of ODEs y′ = Ay + b, where A is the constant
Jacobian matrix, and b is the constant right-hand side, equation (4.36) can be rewritten in
matrix-vector notation

y𝑖+1 = y𝑖 + ℎ(Ay𝑖 + b) + ℎ2

2! A(Ay𝑖 + b) + · · ·+ ℎ𝑛

𝑛! A
𝑛−1(Ay𝑖 + b) . (4.37)

Equation (4.37) can be rewritten in the form

y𝑖+1 = DY0 +DY1 +DY2 + · · ·+DY𝑛 , (4.38)

where individual Taylor series terms can be computed recurrently [pp21]. The integration
step is completed when the stopping rule is met (4.13). The resulting system can be
effectively solved sequentially or in parallel. Equation (4.37) can be rewritten as follows:

y𝑖+1 = A𝑦y𝑖 +A𝑏b , (4.39)

where the matrices A𝑦 and A𝑏 are defined as:

A𝑦 =
𝑛∑︁

𝑘=0

ℎ𝑘

𝑘!
A𝑘 , A𝑏 =

𝑛∑︁
𝑘=1

ℎ𝑘

𝑘!
A𝑘−1 . (4.40)

When calculating the matrices A𝑦 and A𝑏, the fixed integration step size can be approxi-
mated using (4.41):

ℎ < 𝑛

√︃
𝑡𝑜𝑙 · 𝑛
||A𝑛||

, (4.41)
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where || · || denotes the Euclidean norm.
Let A𝐷𝑖 denote the submatrix of the matrix A decomposed by rows, where 𝑖 =

{1, 2, · · · , 𝑝} and 𝑝 is the number of processes. Let A be a matrix of size 𝑚 × 𝑚. Each
process owns 𝑚/𝑝 rows of the matrix A. The matrices A𝑦 and A𝑏 are constant, and the
matrices are precalculated only once at the beginning of the calculation:

Â𝑦𝐷𝑖 =
𝑛∑︁

𝑘=0

ℎ𝑘

𝑘!
A𝑘

𝐷𝑖
, Â𝑏𝐷𝑖

=
𝑛∑︁

𝑘=1

ℎ𝑘

𝑘!
A𝑘−1

𝐷𝑖
, 𝑖 = 1, 2, · · · , 𝑝 . (4.42)

Therefore, each process calculates the Taylor series terms recurrently:

A𝐷1 = ℎI𝐷 , A𝐷𝑗 =
ℎ

𝑗
A𝐷𝑗−1A , 𝑗 = 2 . . . 𝑛 , and Â𝐷 =

𝑛∑︁
𝑘=1

A𝐷𝑘
. (4.43)

After the parallel precalculation, the matrix Â𝑦𝐺 is obtained by gathering individual ma-
trices Â𝑦𝐷𝑖 . Similarly, the matrix Â𝑏𝐺:

Â𝑦𝐺 =
(︁
Â𝑦𝐷1 , Â𝑦𝐷2 , · · · , Â𝑦𝐷𝑝

)︁𝑇
, Â𝑏𝐺 =

(︁
Â𝑏𝐷1 , Â𝑏𝐷2 , · · · , Â𝑏𝐷𝑝

)︁𝑇
. (4.44)

The final matrix Â and the vector b̂ are calculated afterwards, I𝐷 is the identity matrix

Â = Â𝑦𝐺A+ I , b̂ = Â𝑏𝐺b . (4.45)

Using (4.45), we can rewrite (4.39) and solve it in parallel using the row-wise decomposition
of matrix Â

y𝑖+1 = Ây𝑖 + b̂ . (4.46)
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Chapter 5

Parallel and distributed computing

This chapter provides an overview of parallel and distributed computing. The key dif-
ference between parallel and distributed computing is that parallel computing executes
multiple tasks using multiple processors simultaneously. In contrast, in distributed com-
puting, multiple computers are interconnected via a network to communicate and collab-
orate to achieve a common goal (see Figure 5.1). For important information, refer to
[5, 24, 46, 67, 73, 135, 148].

(a) Parallel computing (b) Distributed computing

Figure 5.1: Differences between parallel and distributed computing.

Parallel computing (parallel processing) is the process of decomposing larger problems into
smaller, independent, often similar parts that can be executed simultaneously by multiple
processors communicating using shared memory. The main goal of parallel computing is
to increase the available computation power for faster application processing and problem
solving. We distinguish three main levels of parallelism (or types): bit, instruction, and
task.

• Bit-level parallelism is based on increasing processor word size. Increasing the word
size reduces the number of instructions that the processor must execute to perform
an operation on variables whose sizes are greater than the length of the word. For
example, the addition of two 16-bit integers on the 8-bit processor requires two in-
structions to complete a single operation. On the contrary, the same operation on the
16-bit processor requires only one instruction.
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• Instruction-level parallelism means the simultaneous execution of multiple instruc-
tions in a program. For example, we can mention pipelining or connecting more
functional units of the same type.

• Task-level parallelism means concurrent execution of the different tasks on multiple
computing cores.

Distributed computing (distributed processing is the technique of connecting multiple
computers over a network to a cluster (called a distributed system) to share data and
coordinate processing power. Distributed computing offers advantages in scalability, per-
formance, resilience, and cost-effectiveness.

The first parallel computers appeared in the late 1950s. In 1955, IBM introduced the
IBM-704. The principal architect was Gene Amdahl, the first commercial machine with
floating-point hardware, and it is capable of approximately five kFLOPS. Researchers and
computer scientists have published papers on the need for parallel processing to improve
computing speed and efficiency.

The 1960s and 1970s brought the first supercomputers, the first computers to use mul-
tiple processors. Supercomputers were initially presented in 1964 by Seymour Roger Cray
– an American electrical engineer and supercomputer architect credited with creating the
supercomputer industry. He designed the first commercially successful supercomputer –
Control Data Corporation (CDC) 6600 supercomputer. The CDC 6600 had a single CPU
that cost 8 million dollars, could handle 3 million FLOPS, and used vector processors.

In the mid-1980s, researchers at the California Institute of Technology started using
massively parallel processors (MPPs) to create a supercomputer for scientific applications.
MPP (massively parallel processing) [21, 132] is the coordinated processing of a program
by multiple processors that work on different parts of the program. Each processor uses its
operating system and memory. MPP processors typically communicate using a messaging
interface.

Multi-core processors are the most widespread today. Parallel processing has become
even more important because of the emphasis on energy efficiency. Increasing performance
through parallel processing is much more energy efficient than increasing the clock frequen-
cies of microprocessors. For more details, see [101, 161].

5.1 Motivating parallelism
The role of parallelism in the acceleration of computing speeds has been recognized for
several decades. Its role in providing a multiplicity of data paths and increased access to
storage elements has been significant in commercial applications. The scalable performance
and lower cost of parallel platforms are reflected in the wide variety of applications. Some
unmistakable trends in hardware design indicate that uniprocessor (or implicitly parallel)
architectures may not be able to sustain the rate of realizable performance increments in the
future because of a number of fundamental physical and computational limitations. This
has led to the emergence of standardized parallel programming environments. Libraries
and hardware have significantly reduced the time for (parallel) solutions.

5.1.1 Computational power argument

In 1965 Gordon Moore, co-founder and CEO of Intel, made the following observation re-
garding the transistor density [124]: Moores’s Law: The number of transistors on a chip
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doubles approximately every 1.5 years (later revised to every 2 years), though the cost
of computers is halved. Figure 5.2 shows microchip transistor counts from 1970 to 2020.
Another principle derived from Moore’s Law is that the growth of microprocessors is ex-
ponential. Moore’s law directly impacts the progress of computing power. Transistors in
integrated circuits contain carbon and silicon molecules and can conduct electricity. The
faster the circuit conducts electricity, the faster the computer operates.

The limits of Moore’s law have been debated in the past few years. The key architectural
issue is using transistors to achieve increasing computational rates. The logical solution is
to rely on parallelism (both implicit and explicit). In a 2015 interview, Moore describes a
couple of potential obstacles associated with miniaturization: the speed of light, the atomic
nature of materials, and growing costs. Moore’s law is becoming obsolete.

The first factor is the speed of light, which is finite and constant and represents a
limitation on the number of computations that can be performed on a single transistor.
Bits are modeled by electrons traveling through transistors. Both wires and transistors are
characterized by capacitance and resistance. Capacitance 𝐶 denotes the capacity to store
electrons, and resistance 𝑅 denotes how much the electrons resist the flow of the current.
When miniaturizing chips, the resistance 𝑅 increases, while the capacitance 𝐶 decreases.
Therefore, it is more difficult to perform the correct calculations. James R. Powell predicted
that Moore’s law would be obsolete in 2036 [133].

Regarding the atomic nature of materials, Robert Colwell, director of the Microsystems
Technology Office at the Defense Advanced Research Projects Agency, said that in 2020,
7 nm could be the last process technology node, and even if the industry push to 5 nm
sizes, there are not many advantages over 7 nm. Therefore, computers will reach their
limits because transistors cannot operate within smaller circuits due to increasingly higher
temperatures. Cooling the transistors will require more energy than the energy for the
transistor itself.

A possible solution might be quantum computing. Quantum computers are based on
qubits (quantum bits) and use superposition and entanglement techniques to overcome the
miniaturization problems of classical computing approaches. The most discussed issue is
the scalability of quantum computers up to millions of qubits. Another possibility is to use
specialized architectures designed for particular algorithms. This area is growing rapidly
due to increasing interest in machine learning. Many companies focused on artificial intel-
ligence, such as Google (Tensor Processing Unit – TPUs), Graphcore, Horizon Robotics,
etc. Another option is to use FPGA (Field Programmable Gate Array), which Intel and
Microsoft use in data centers to accelerate binary search. Similarly to FPGAs, ASIC (Ap-
plication Specific Integrated Circuit) is another option, recently used in cryptocurrency
mining.

There are several other alternatives to classical computing, for example, spintronics.
This area is still in the research phase and uses the spin of electrons. Optical computing uses
light to perform calculations. Several experiments with non-silicon materials were recently
made, including compounded semiconductors (a combination of two or more elements from
the periodic table) or biological computing (which uses cells or DNA as the integrated
circuit).
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Figure 5.2: Moore’s Law 1970-2020: transistor counts in microchips [142].

Figure 5.31 shows 50 years of microprocessor trends – transistor density (orange), per-
formance (blue), frequency (green) and number of cores (black). The figure is based on
known transistor counts published by Intel, AMD, and IBM’s Power processors. It can be
observed that the transistor count and power consumption increase, while the frequency
and number of logical cores have decreased.

The growth of computing power over the first 25 years was based on the increase in
single-thread exponential performance. Many simulation codes were implemented using
MPI, released in 1994, allowing computations on clusters and supercomputers to be dis-
tributed. MPI became a standard for parallel computations. The codes scaled well, and so
no major changes from developers or architects needed to be made.

Although Moore’s law was still valid, the Dennard scaling (MOSFET scaling) [39] was
not. In 1974, Robert H. Dennard introduced the idea that as the dimension of transistors
decreases, so does power consumption. Smaller transistors can run faster, use less power,
and cost less. But this scaling has a limit. In 2005, Dennard scaling ended around 2004
because it ignored the leakage current and threshold voltage, establishing a power baseline
per transistor. The end of Dennard scaling resulted in a situation where Moore’s law
still holds, but the performances are not as significant as before. Therefore, the industry
focused on new hardware architectures and code paradigms to keep trends on track. For
more information, see [125, 143].

1https://github.com/karlrupp/microprocessor-trend-data
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Figure 5.3: 50 years of Microprocessor Trend Data.

5.1.2 Memory/disk argument

The clock rates of high-end processors have increased to approximately 40% per year over
the past decade, but the access times of DRAM have only improved to approximately 10%
per year over this interval. The growing mismatch between the speed of the processor and
memory and the effective net bandwidth between the DRAM and the processor causes
significant performance bottlenecks. Parallel platforms provide the memory system with
higher aggregate caches and higher aggregate bandwidth. The principles of parallel algo-
rithms, such as data reference locality and bulk access, also apply to memory optimization.
Some of the fastest-growing parallel computing applications utilize their ability to pump
data to memory and disk faster than their raw computational speed.

5.1.3 Data communication argument

As the network evolves, the vision of the Internet as one large parallel/distributed comput-
ing environment has emerged. Many applications naturally use this computing paradigm.
For example, SETI@Home (Search for Extra-Terrestrial Intelligence) was a project (1999–
2020) of the Berkeley SETI Research Center to analyze radio signals, searching for signs of
extraterrestrial intelligence2. Another project, Folding@Home3 simulates how proteins from
SARS-CoV-2 (the virus that causes COVID-19) work and how they interact with human
cells. The project uses the idle processing resources of thousands of personal computers

2https://setiathome.berkeley.edu
3https://foldingathome.org
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owned by volunteers who have installed the software on their systems. In many other ap-
plications, typically databases and data mining, there are constraints on the data location
and resources across the Internet. Therefore, parallel interface techniques have to be used
to perform analyses of this data.

5.2 Areas of parallel computing
Parallel computing greatly impacts many areas, such as computational simulations for scien-
tific and engineering applications, commercial applications in data mining and transaction
processing, etc.

• Design of airfoils (optimizing lift, drag, stability), internal combustion engines (op-
timizing charge distribution, burn), high-speed circuits (layouts for delays and ca-
pacitive and inductive effects) and structures (optimizing structural integrity, design
parameters, cost, etc.).

• Design and simulation of micro- and nano-scale systems.

• Process optimization, operations research.

Scientific applications

• Functional and structural characterization of genes and proteins to understand and
influence biological processes.

• Advances in computational physics and chemistry have explored new materials, an
understanding of chemical pathways, and more efficient processes.

• Applications in astrophysics have explored the evolution of galaxies, thermonuclear
processes, and the analysis of extremely large datasets from telescopes.

• Weather modeling, mineral prospecting, flood prediction, etc.

• Bioinformatics and astrophysics present some of the most challenging problems with
respect to the analysis of huge datasets.

Commercial applications

• Emphasis on cost-effective servers capable of providing scalable performance.

• Some of the largest supercomputing networks power Wall Street.

• Data mining and analysis to optimize business and marketing decisions.

Applications in computer systems

• Network intrusion detection, cryptography, and multiparty computation require ef-
fective parallel and distributed algorithms.

• Embedded systems increasingly rely on distributed control algorithms.

• A modern automobile consists of tens of processors communicating to perform com-
plex tasks to optimize handling and performance.
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5.3 Types of parallel methods
According to Gear’s classification [63], the parallel methods for IVPs can be divided into
two main classes:

1. parallelism across the space (parallelism across the system),

2. parallelism across the time (parallelism across the method).
Parallelism across the space is effective only for systems with regular structure. Such

problems arise from a direct discretization of a PDE via MOL. The original system is divided
into several subsystems, processed concurrently by separated computing nodes with inter-
process communications at the end of each integration step [154]. Parallel across space is
suitable only for large-scale parallelism [63].

Parallelism across time is appropriate for small-scale parallelism and multi-core pro-
cessors or computers with a few processors with fast inter-processor communication using
shared memory. These methods are also known as parallel-in-time methods. They allow to
search solutions for multiple steps simultaneously and can be classified into four groups:

1. methods based on multiple shooting,

2. methods based on domain decomposition and waveform relaxation,

3. space-time multigrid methods,

4. direct time parallel method.
For more information on parallel-in-time methods, see [48, 62].

For linear PDEs, the choice of method depends on the type of system of ODEs. Many
solvers are designed for a particular type of system. The selection of general-purpose
distributed-memory iterative-solution implementations is limited [91]. The known general-
purpose packages are PETSc [10], hypre45 (The Parallel High-Performance Preconditioners)
[53, 54], and pARMS6 (parallel Algebraic Recursive Multilevel Solvers) [108]. All mentioned
libraries are based on the domain decomposition method [42, 152, 160] and MPI commu-
nication. The domain decomposition method is based on partitioning computational work
among multiple processors by distributing the computational domain of a problem. Domain
decomposition solves PDEs by iteratively solving subproblems corresponding to smaller sub-
domains [129]. The hypre and pARMS libraries both offer solvers for solving large, sparse
linear systems of algebraic equations on massively parallel computers. Two main types of
iterative methods for solving large linear systems of algebraic equations are Krylov sub-
space, and multigrid methods [108, 179]. The hypre library offers parallel multigrid solvers
for structured and unstructured grid problems. On the other hand, the pARMS library
offers parallel Krylov subspace solvers.

The PETSc library is the only one of the three mentioned libraries that offers solvers
for large sparse systems of ODEs. PETSc library provides interfaces to various external
packages. Therefore, it is possible to use solvers available in both pARMS and hypre
libraries [10]. The list of external software supported by PETSc can be found in [12].

Since the work aimed to compare the MTSM method with commonly available meth-
ods for solving large systems of ODEs, the PETSc library was chosen for the numerical
experiments.

4https://computing.llnl.gov/projects/hypre-scalable-linear-solvers-multigrid-methods
5https://hypre.readthedocs.io/en/latest
6https://www-users.cse.umn.edu/~saad/software/pARMS
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5.4 Types of parallel architectures
There are two famous classifications of parallel computer architectures: Flynn’s and John-
son’s. Flynn’s classification (see Figure 5.4) was developed in 1966 [59] and extended in
1972 [58] and distinguishes multiprocessor computer architectures according to how they
can be classified along the two independent dimensions of Instruction Stream and Data
Stream. A stream is a sequence of objects or actions. Each of these dimensions can have
only one of two possible states: Single or Multiple. This results in four classes [129]:

1. SISD (single instruction, single data),

2. SIMD (single instruction, multiple data),

3. MISD (multiple instruction, single data),

4. MIMD (multiple instruction, multiple data).

These classes are described in Subsection 5.4.1.

Figure 5.4: Flynn’s classification of computer architectures [131].

In 1988, E. E. Johnson published an article Completing an MIMD multiprocessor taxon-
omy [88]. Johnson’s classification is based on the memory structure (global or distributed)
and the communication/synchronization mechanism (shared variable or message passing).
This approach is much more practical than Flynn’s classification because almost everything
except the MIMD class of Flynn is not currently used. The resulting MIMD taxonomy con-
tains four classes:

1. GMSV (Global Memory, Shared Variables) – the shared memory machines,

2. DMSV (Distributed Memory, Shared Variables) – the hybrid machines,
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3. DMMP (Distributed Memory, Message Passing) – the message passing machines,

4. GMMP (Global Memory, Message Passing) machines.

This taxonomy omits the GMMP architectures, since they are not commonly used. As a
result, computer architectures are divided into the following three classes:

1. UMA (Uniform Memory Access),

2. NUMA (Non-Uniform Memory Access),

3. NORMA (No Remote Memory Access).

These classes are described in subsection 5.4.2.

Figure 5.5: Johnson’s classification of computer architectures [131].

5.4.1 Flynn’s classification of parallel architectures

Flynn’s classification defines four categories based on instruction and data: SISD, SIMD,
MISD, and MIMD.
Single Instruction Single Data (SISD) – it is a traditional uniprocessor.

• Single Instruction: The CPU acted on only one instruction stream during any one
clock cycle.

• Single Data: Only one data stream is being used as input during any one clock cycle.

The SISD class includes pipelined, superscalar, and VLIW (Very Long Instruction Word)
processors. Pipelining is a process of arrangement of hardware elements of the CPU such
that its overall performance is increased. Pipelined processors execute one or more instruc-
tions simultaneously.

The instruction stream consists of a sequence of instruction words. The instruction
word represents the smallest executable packet visible to the programmer and executed by
the processor. An SISD processor executes one or more operations per clock cycle from the
instruction stream.

Scalar processors execute one single instruction per clock cycle. In contrast to a scalar
processor, a superscalar processor can execute more than one instruction during a clock
cycle by simultaneously dispatching multiple instructions to different execution units on
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the processor. Both scalar and superscalar processors execute one or more instructions
per cycle, where each instruction contains a single operation. On the other hand, VLIW
processors execute a single instruction word per cycle, where this instruction word contains
multiple operations.
Single Instruction Multiple Data (SIMD) – it is a type of parallel computer.

• Single Instruction: All processing units execute the same instruction at any clock
cycle.

• Multiple Data: Each processing unit can operate on a different data element.

The SIMD class of processors includes array processors and vector processors. They are
suited for specialized problems characterized by high regularity, such as graphics or image
processing. An array processor consists of interconnected processor elements; each element
has its local memory. On the contrary, a vector processor consists of a single processor
that references a single global memory space and has special functional units that operate
specifically on vectors.
Multiple Instruction Single Data (MISD) – it is a type of parallel computer.

• Multiple Instruction: Each processing unit operates on the data independently via
separate instruction streams.

• Single Data: A single data stream is fed into multiple processing units.

Data are streamed through the pipeline and forwards results from one function unit (stage)
to the next. The MISD are not commonly used, but some MISD processors are commonly
available, for example, GPGPUs (general purpose GPU) with an operational set at the
individual stage in the pipeline. Another example is dataflow machines. The source program
is converted to a data flow graph, where each node represents an operation. Data is streamed
across the graph. Each path through the graph is an MISD implementation. Dataflow
machines can be realized in FPGA implementations.
Multiple Instruction Multiple Data (MIMD) – it is a type of parallel computer.

• Multiple Instruction: Every processor may execute a different instruction stream.

• Multiple Data: Every processor may work with a different data stream.

In the MIMD class of processors, multiple processors of any type are interconnected. Most
often, MIMD configurations are homogeneous. Heterogeneous MIMD configurations are
usually used for special-purpose applications. The MIMD class includes multi-threaded
and multi-core processors.

The multi-threaded processors consist of a single processor extended of multiple sets
of program and data registers. Individual threads use each register set, and they are
independent. If resources are available, then the threads continue execution.

The multi-core processors communicate results through the interconnection network
and coordinate task control. The multi-core multiprocessor systems can be classified into
two classes based on the nature of the memory address space.

• Systems with distributed memory: Each processor element has its own address space,
and communication between processor elements is done through message passing.

• Systems with shared memory: The address space is shared, and communication is via
the memory system.
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There are two main problems when using shared-memory systems. The first problem is
maintaining memory consistency. It is necessary to deal with the ordering effects on memory
references within a processor element and also between different processor elements. This
is solved using a combination of software and hardware techniques. The second problem is
cache coherency, which means that it has to be ensured that all processor elements have the
same value for a given memory location. This issue is solved using hardware techniques.
Implementing a shared memory system is more difficult than implementing a distributed
one because of memory consistency and cache coherency. On the other hand, distributed
systems can be more difficult to program than shared memory systems. Recently, large-scale
multiprocessors with distributed memory have been used.

5.4.2 Johnson’s classification of parallel architectures

There are three main categories of parallel computer memory architectures, depending on
the coupling of the processors and memory (see Figure 5.5): Shared memory: Multiple
processors share a common memory and are fully connected to buses or switches. The
CPUs have equal access to the physical memory and communicate using the shared memory
model. If one processor changes a memory location, then this change is visible to all other
processors. Shared memory parallel computers can be further classified into:

• Uniform Memory Access (UMA) – the access time to shared memory is the same
for all processors. Nowadays, the most common form of UMA architecture is the
Symmetric Multiprocessor (SMP) machine. The SMP includes two or more identical
processors sharing a single main memory consisting of multiple identical processors
with equal access and access time to the shared memory.

• Non-uniform Memory Access (NUMA) – many SMPs are linked, and one SMP can
directly access the memory of another SMP. The access time to the memories of SMPs
is not equal. In addition, the access to memory across the link is slower.

• No Remote Memory Access (NORMA) – a processor cannot access another pro-
cessor’s memory. Therefore, inter-processor communication is done by explicitly ex-
changing messages between processors. Each processor has its local memory.

Distributed memory: All processors have their local memory and can access it indepen-
dently. All computers are connected through a network and can request data from other
computers. The processors communicate with each other using message passing. The speed
of data transmission is affected by the type of network used to connect computers.
Hybrid memory: A hybrid type of memory architecture combines shared and distributed
memory architectures. All processors on a machine can share memory and request data
from other computers. Modern supercomputers use hybrid memory architecture.
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5.5 Supercomputers
Supercomputers are large systems specifically designed to solve complex scientific and indus-
trial challenges. They have been used for highly compute-intensive tasks such as quantum
physics, weather forecasting, climate research, oil and gas exploration, molecular modeling,
and physical simulations.

Current supercomputers consist of many compute nodes interconnected through a high-
speed network. Each compute node features one or more multicore or multithreaded pro-
cessor chips, several memory modules, one or two network adapters, and possibly some local
storage disks [66]. Supercomputer processing speed is measured in PFLOPS (petaflops),
the quadrillion floating point operations per second.

The TOP500 project7 ranks and details the 500 most powerful general-purpose super-
computers in the world based on the LINPACK Benchmark8 introduced by Jack Dongarra
[155]. The project was started in 1993 and published an updated list of supercomputers
twice a year.

Figure 5.6 shows the development of the 500 fastest supercomputers in the world. It
can be observed that in the last seventeen years, the performance of the computation has
increased by a factor of one million. The frequency of processors increased until the 2000s.
Since then, it has stagnated at approximately 2GHz due to high power consumption and
overheating at higher frequencies. Thus, parallelism is the only way to increase performance.
Other challenges in HPC are the high power consumption of the overall system on the
scale of megawatts and fault tolerance. The more components included, the greater the
probability of failure.

As of June 2022, the Frontier system was the world’s first exascale machine with an
HPL9 score of 1.102 Exaflop/s. The Frontier system at the US Department of Energy’s
(DOE’s) Oak Ridge National Laboratory (ORNL) Oak Ridge National Laboratory (ORNL)
in the US [32, 104] has 8 730 112 total cores, and Gigabit Ethernet for data transfer [156].
The IT4I Karolina supercomputer is also included in the TOP500 List. The Karolina
CPU partition is at the 202nd position, and the GPU partition is at the 79th position.
The Green500 project10 evaluates the most energy-efficient supercomputers in the world.
Karolina has reached the 14th place in the Green500 list (GPU partition) and the 65th
place (CPU partition).

7https://www.top500.org
8https://www.top500.org/project/linpack
9A parallel implementation of the Linpack benchmark (HPL): http://www.netlib.org/benchmark/hpl/

10https://www.top500.org/lists/green500
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Figure 5.6: Performance development of the TOP500 supercomputers [156].

5.5.1 Interconnection networks and topologies

An important part of a high-performance computer system (HPC) is a high-performance
interconnection network (ICN). The performance of ICN has a significant impact on the effi-
ciency of parallel applications on HPCs. The performance of supercomputers increases, the
number of computing cores increases, and the performance of computing nodes increases.
The network scale of the HPC interconnection network also expands. For this reason, the
overall performance of HPCs will be limited by the scalability of large-scale interconnection
networks. As Moore’s Law is slowing down, adopting new packaging design technologies to
implement ICNs for high-performance computing is necessary. For more information, refer
to articles [114, 123, 162], and books [37, 45].

5.5.2 Classification of high-performance interconnection networks

ICNs can be classified in different ways and according to different parameters. The main
performance properties are bandwidth, latency, switch radix, and network topology. Band-
width is the amount of data that can be transferred in a certain amount of time required
for a packet to travel from a source node to a destination node. Latency measures the time
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it takes for a packet to travel from a source node to a destination node. Switch radix is the
number of switch ports through which it connects to other nodes.

ICNs can be classified into static (direct) and dynamic (indirect) networks. The net-
work is static when a node is directly connected to its neighbors. For example, a fully
interconnected network has direct links between any two nodes. Since the complexity of
fully connected direct networks is quadratic (𝑂(𝑁2), where 𝑁 is the number of nodes), it is
not suitable for building large systems. Consequently, a node is directly connected to only
a subset of other nodes. Communication with the remaining nodes is realized using routing
messages through intermediate nodes (e.g., mesh, hypercube). To minimize the network
diameter, high-radix routers are employed; from 8 ports, it has increased to 16, 24, 36, 48
ports, and even 64 ports. Note that the diameter of a network is the maximum length of
any shortest path between an input and an output.

A dynamic network connects the nodes through one or more levels of switches. The
crossbar enables a connection from any input to any output port if the output port is not
already in use. A fully-connected network is ideal for keeping low-latency transfers, but
unrealistic because of its complexity. Instead, smaller crossbars are used inside routers and
switches. Switches are usually organized into stages using a regular connection pattern
between stages (multistage ICNs).

The choice of ICN topology is influenced by the performance of the node and the
interconnection technology [114]. The most frequently-used ICN topologies in the TOP500
list are direct k-ary n-cubes [36], fat tree, torus, mesh, and dragonfly.

Static topologies

The 𝑘-ary 𝑛-cube is an 𝑛-dimensional grid structure with 𝑘 nodes accommodated in each
dimension, where 𝑘 denotes the radix, and 𝑛 denotes the dimension. Each node can be
identified by an 𝑛-digit radix 𝑘 address [120]. Various types of 𝑘-ary 𝑛-cubes are depicted
in Figure 5.7. Circles denote the communication nodes, and curves or lines denote the
communication links.

Figure 5.7: The various 𝑘-ary 𝑛-cube (a) a simple 3x3 regular mesh (b) a 3-ary 2-cube (2-D
torus), and (c) a 3-ary 3-cube (3-D torus) [92].

Torus and meshes are 𝑛–dimensional grids with 𝑘 nodes in each dimension and a total
number of nodes 𝑁 = 𝑘𝑛. If the border links in the grid are wrapped around each other,
they form a torus [162]. Torus topologies directly interconnect a host with several neighbors
in a k-dimensional lattice. The 3D torus topology is popular. One reason is that it has ex-
cellent packaging properties with uniformly short links for both the logical and the physical
distances. The second reason is that many scientific problems are three-dimensional, and a
large portion of the communication is between adjacent nodes. Finally, the node degree is
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independent of the number of nodes. [162] The disadvantage of torus topologies is the low
network throughput for adversary traffic patterns.

Hypercubes are another grid-based topologies. The number of nodes is fixed (𝑘 = 2),
and the number of dimensions varies (see Figure 5.8). A 1D hypercube is a pair of two
connected nodes, a 2D hypercube is a square with four nodes, a 3D hypercube is a cube, etc.
A great advantage of the hypercube over the 3D torus was its lower hop count, consequently
lower latency, and very good bandwidth scaling. [36, 162].

Figure 5.8: Hypercubes: (a) 2-ary 1-cube, (b) 2-ary 2-cube, (c) 2-ary 3-cube, and (d) 2-ary
4-cube [162].

Dynamic topologies

Fat-Tree is one of the most widely used topologies. It provides low latency and maximizes
data throughput for a variety of traffic patterns. In large-scale networks, this topology is
expensive because it requires a large number of switches. The Fat-Tree topology consists
of a tree of switches with the processing nodes as leaves. All components of the network
are connected with links of the same speed. Communication progresses from the leaves to
the root, and links closer to the root represent a bottleneck. To overcome this problem,
faster links closer to the root are required, which also introduces a disadvantage. Another
solution can be using multiple links between two levels of switches. The resulting tree has
multiple roots, so faster root switches are not required. The level of the tree depends on
the designer and a number of parameters. In practice, the Fat-Tree level is usually from
two to four. [134, 162]

The Dragonfly topology was introduced by Kim John et al. [93]. Dragonfly provides
good performance for various applications compared to the other topologies and reduces
network costs by reducing the number of long links. [149] Every router contains a set of
terminal connections leading to the end points and a set of topological connections leading
to other routers. A collection of routers that belong to the same group is connected with
intra-group connections, while router pairs belonging to different groups are connected
with inter-group connections. In practice, routers and associated end-points that belong to
a group are placed in a limited number of chassis or cabinets. This allows to implement
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intra-group and terminal connections with short-distance, lower-cost electrical transmission
links. [157]

The Dragonfly is comprised of 𝑔 groups with 𝑎 routers in each group, therefore a total
number of routers is 𝑆 = 𝑎𝑔. Each router contains 𝑝 terminal connections to endpoints.
Considering Dragonflies with fully-meshed intra-group connectivity, each router has 𝑎 − 1
intra-group connections to the other 𝑎− 1 routers in the group. Finally, each router has ℎ
inter-group connections to routers located in other groups [93].

Figure 5.9: Examples 2-level Dragonfly variants with different parameters 𝑎, 𝑔, and ℎ. The
required number of routers 𝑆 = 42. Purple links denote inter-group optical links, and blue
links denote intra-group electrical links [157].

Typical ICNs in the TOP500 list

Typical ICNs in the Top500 are the InfiniBand interconnection [86], the Slingshot/Aries
interconnection [38], Sunway [43], Tofu [3, 4], TH Express [110, 130, 170], BXI [40], and
other custom or proprietary interconnections.

Figure 5.10a shows the interconnection distribution of the TOP500 systems from June
2022. It can be seen that Ethernet Interconnects take the largest share (45.6%), Infini-
band (39%), Omnipath (7.8%), custom interconnect (6.4%) and other proprietary networks
(1.2%). Figure 5.10b shows that Gigabit Ethernet contributes 45.1% performance share, In-
finiband (32.4%), proprietary network (11.2%), custom interconnect (7.6%) and Omnipath
(3.7%).

Ethernet Interconnects takes the largest share (50.8%) of the TOP500 systems, while it
only contributes 19.6% performance share (i.e., Rmax) compared to IB interconnects that
contribute 40% performance share with 31% system share.

100



(a) Interconnect Family (System Share) (b) Interconnect Family (Performance Share)

Figure 5.10: TOP500 list statistics: Interconnect family [156].

Figure 5.11a shows that the most widespread application area is Research with 26.1%.
The second position in the ranking is shared by IT services and Cloud Services, both with
13 %. Next, Software, Energy, and Weather and Climate Research share the third position
with 8.7%. The rest of the pie chart is divided into Aerospace, Benchmarking, Information
Service, and Semiconductors (4.3%).

Figure 5.11b depicts the market segments. Almost half of the market segment is Indus-
try, with 47%. Research, with 23.2% is in the second position, Academic segment in the
third position 17.2%. The rest are Government 6.6%, Vendor 3.4%, and Others 2.6%.

(a) Application area (system share) (b) Market segments (system share)

Figure 5.11: TOP500 list statistics: Application areas and market segments [156].

Figure 5.12a illustrates the ICN vendors, including Lenovo (China) 32.2%, Hewlett
Packard Enterprise (HPE) in USA 19.2%, Inspur (China) 10%, Atos (France) 8.4%, Sugon
(China) 7.2%, DELL EMC (USA) 3.4%, Nvidia (USA) 2.8%, Fujitsu (Japan) 2.6%, NEC
(Japan) 2%, Huawei Technologies Co., Ldt. (China) 1.4%, and others.

The countries hosting the TOP500 supercomputers are shown in Figure 5.12b. China
occupies the top spot on the list with 34.6%, followed by the United States (25.6%), Japan
(6.6%), Germany (6.2%), France (3.8%), Canada (2.8%), the United Kingdom (2.4%), and
others.
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(a) Vendors (system share) (b) Countries (system share)

Figure 5.12: TOP500 list statistics: Vendors and countries [156].

Figure 5.13 shows the evolution of the system-level interconnection technology used by
supercomputers in the last year. It can be seen that Ethernet is still widely used. In the
list from June 2022, the 228 (45.6%) supercomputers employ an Ethernet interconnection
network. Many academic and industrial HPC systems cannot afford InfiniBand or are
unwilling to give up Ethernet [114]. Compared to the list of June 2021, 247 (49.4%)
supercomputers employed Ethernet. That means that Ethernet decreases by 7.7%. The
portion of Infiniband increased; in the list from June 2022, the number of supercomputers
interconnected with InfiniBand is 195 (39.0%), while in the list from June 2021, it is 168
(33.6%). Therefore, InfiniBand grew 16.07% year-over-year.
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Figure 5.13: Distribution map of ICNs in the TOP500 list over last year [156].

Table 5.1 summarizes the selected properties on the Top10 list in June 2022, including
manufacturer, country, market segment, Rmax (Maximal LINPACK performance achieved),
interconnect family, and interconnect.

Rank System Manufacturer Country Segment Rmax
[TFLOP/s]

Interconnect Family Interconnect Topology Power (MW)

1 Frontier HPE United States Research 1 102 000 Gigabit
Ethernet Slingshot-11 Dragonfly 21.10

2 Fugaku Fujitsu Japan Research 442 010 Proprietary
Network Tofu D 6D-Torus 29.90

3 LUMI HPE Finland Research 151 900 Gigabit
Ethernet Slingshot-11 Star 2.94

4 Summit IBM United States Research 148 600 Infiniband EDR
Infiniband Fat-tree 10.10

5 Sierra
IBM/

NVIDIA/
Mellanox

United States Research 94 640 Infiniband EDR
Infiniband Fat-tree 7.44

6 Sunway
TaihuLight NRCPC China Research 93 014 Custom

Interconnect Sunway Fat-tree 15.37

7 Perlmutter HPE United States Research 70 870 Gigabit
Ethernet Slingshot-10 Dragonfly 2.59

8 Selene Nvidia United States Vendor 63 460 Infiniband HDR
Infiniband Fat-tree 2.65

9 Tianhe-2A NUDT China Research 61 444.5 Custom
Interconnect TH Express-2 Fat-tree 18.48

10 Adastra HPE France Academic 46 100 Gigabit
Ethernet Slingshot-11 – 0.92

79 Karolina
GPU partition HPE Czechia Academic 6 752 Infiniband Infiniband

HDR200 Fat-tree 0.31

Table 5.1: Top 10 supercomputers of the TOP500 list [156].
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5.5.3 Challenges of current high-performance ICNs

The performance improvement of high-performance computers mainly depends on increas-
ing the number of computing nodes and improving single-node computing performance.
With increasing computing power of a single node, the communication bandwidth should
also increase to maximize the computing performance of the node. The requirements for
network bandwidth in the exascale HPC computer systems are high and represent a great
technology challenge. Also, the diameter of the network is larger, resulting in increased
node communication delay [111, 115]. The main challenges in the exascale era include
power consumption, density, reliability, and cost, among other issues [114].

In 2008, the report [23] showed that the main four challenges of exascale supercomput-
ers are power consumption, data movement, fault tolerance, and extreme parallelism. In
2021, a CTO for the Exascale Computing Project11 and the Oak Ridge Leadership Com-
puting Facility at ORNL, Al Geist, presented a seminar and explain how the Frontier12

supercomputer overcomes the challenges mentioned above [64]. For more information, see
[163].

Power consumption

Power consumption was the main challenge. The analysis presented in [23] shows that
building a one exaflop system using current technologies results in a power consumption
of more than 600MW. The US Department of Energy’s (DOE’s) Oak Ridge National
Laboratory (ORNL) developed a chip that reduces the power consumption to 20MW per
exaflop. This chip is installed in the Frontier supercomputer.

Speed and energy of data movement

The time and energy required to move a byte of data from memory to processors and
from processors back to storage is orders of magnitude greater than the time and energy
required to perform a floating-point operation on those data [163]. The rate of improvement
in processor performance far exceeds the rate of improvement in DRAM memory speed.
This situation is called the memory wall problem, first described by Wulf and McKee in
1995 [176]: ”The memory wall is defined as a situation where the much faster improvement
of processor speed as compared with dynamic random access memory (DRAM) speed will
eventually result in processor speed improvements being masked by the relatively slow
improvements to DRAM speed.“ Frontier reduces the memory problem by stacked, high-
bandwidth memory soldered directly onto its GPUs, increasing the data moving by order
of magnitude.

Fault tolerance

The computer fault rates increase because exascale systems are huge and complex. The
US Department of Energy’s (DOEs’) invests in projects to develop failure-tolerant chips.
Furthermore, the checkpoint times on Frontier on-node non-volatile memory have been
reduced from minutes to seconds. Due to this solution, the checkpoint times are still much
shorter than the mean time to failure.

11https://www.exascaleproject.org
12https://www.olcf.ornl.gov/frontier
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Extreme parallelism

Exascale supercomputers must calculate = 1𝑒18 (one quintillion) FLOPs. In other words,
one exaflop requires 1 billion floating point units, each of which has to perform 1 billion
calculations per second. Exascale applications may require the problem to be decomposed
into billion parallel threads [163].

Frontier uses large multi-GPU nodes, each hiding between 1000–10 000-way concurrency
inside their pipelines. Thanks to this solution, users do not have to think about parallelism
so much. Instead, they have to choose the appropriate number of GPUs or the number
of nodes on the computer. The system software of Frontier deals only with thousands of
nodes and not a million. Frontier has 9472 computing nodes.

5.6 Parallel performance metrics and laws
There are many ways to measure the performance of a parallel algorithm running on a par-
allel processor. The most widely used measurements are the computation time, price/per-
formance, speed-up, and efficiency [90, 144].

5.6.1 Execution time

The execution time of a serial program is the time elapsed between the beginning and the
end of its execution on a sequential computer. The execution time of a parallel program
is the time elapsed from the moment the first processor starts to the moment the last
processor finishes execution.

5.6.2 Scalability

Scalability is defined as the measure of a parallel system’s capacity to increase speedup
in proportion to the number of processors. For hardware (clusters), this means that the
capacity of the system can be proportionally increased by adding more hardware. For
software, scalability can be defined as parallel efficiency, i.e., the ratio between the actual
speedup and the ideal speedup obtained by a certain number of processors.

The main challenge of parallel computing is to decide how to divide a problem into
individual parts that can be computed independently. To avoid high resource usage and high
time consumption, large applications are not developed and tested using the full problem
size and a number of processors. For this reason, it is desirable to decrease these factors and
estimate the required resources for the full run more accurately using resource planning.

Scalability testing measures the performance of a system when the problem sizes and the
number of processors vary. It tests the system’s ability to meet growing needs. It does not
test the general functionality of an application or its correctness. Systems can be divided
into strong scaling and weak scaling systems. For more information, refer to [61, 73].

5.6.3 Strong scaling

In the case of strong scaling, the number of processors increases while the problem size
remains constant. Strong scaling is defined as how the calculation time varies with the
number of processors for a fixed total problem size, resulting in a reduced workload per
processor. The workload per processor should be kept at a reasonable level to keep all
processors occupied. The speedup typically decreases continuously. In the ideal case, the
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problem scales linearly. That means the problem speeds up by a factor of 𝑁 , where 𝑁
denotes the number of parallel execution units.

Amdahl’s law

At the AFIPS Spring Joint Computer Conference in 1967, the computer scientist Gene
Amdahl pointed out that the speedup of a program using multiple processors is limited
by the time needed for the sequential fraction of the program [6]. Amdahl’s law can be
formulated as follows:

𝑆(𝑝) =
1

𝑓 + (1−𝑓)
𝑝

, (5.1)

where 𝑓 is the serial fraction of the code, (1− 𝑓) is the parallel fraction of the code, and 𝑝
denotes the number of processors. For a fixed problem size, the upper limit of speedup is
determined by the serial fraction of the code:

lim
𝑁−→∞

𝑆(𝑝) =
1

𝑓
. (5.2)

This analysis neglects other potential bottlenecks in computing systems, such as memory
bandwidth and I/O bandwidth, and the performance cost associated with creating and
managing threads.

Strong scaling speedup

Strong scaling speedup is defined as:

𝑆 =
𝑡1
𝑡𝑝

, (5.3)

where 𝑡1 is the calculation time of a single processor and 𝑡𝑝 is the calculation time for 𝑝
processors. Strong scaling data representation is in Figures 5.14a and 5.14b.

(a) Strong scaling: execution time (b) Strong scaling: strong speedup

Figure 5.14: Strong scaling: execution time and strong speedup [171].
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Strong parallel efficiency

Parallel efficiency is defined as:

𝐸 =
𝑆

𝑝
, (5.4)

where 𝑆 is the strong scaling speedup and 𝑝 is the number of processes.

5.6.4 Weak scaling

In weak scaling, both the number of processors and the problem size increase, resulting in
a constant workload per processor. Amdahl’s law defines the upper limit of speedup for
fixed-size problems. This is a bottleneck for parallel computing. In practice, the sizes of
problems scale with the number of available resources. If a problem requires a small amount
of resources, it is not beneficial to use a large amount of resources for the computation.
It is better to use a small amount of resources for small problems and a larger amount of
resources for large problems.

Gustafson’s law

In 1988 John L. Gustafson published the article Reevaluation Amdahl’s Law [72] based on
the approximations that the parallel part scales linearly with the amount of resources. The
serial part does not increase with respect to the size of the problem.

Weak scaling speedup

Weak scaling speedup (scaled speedup) is defined as:

𝑆(𝑝) = 𝑓 + 𝑝 · (1− 𝑓) , (5.5)

where 𝑝 and 𝑓 have the same meaning as in Amdahl’s law. The scaled speedup increases
linearly with respect to the number of processors with a slope smaller than one, and there
is no upper limit for the scaled speedup. In contrast to Amdahl’s law, where the problem
size is fixed, the scaled speedup is calculated based on the amount of work done for a scaled
problem size.

Weak parallel efficiency

Weak scaling efficiency is commonly defined as speedup 𝑆𝑝 (5.5) divided by the number of
units of execution 𝑝

𝐸𝑤 =
𝑆(𝑝)

𝑝
=

𝑡1
𝑡𝑁

. (5.6)

Weak scaling data representation is in Figures 5.15a and 5.15b.
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(a) Weak scaling: execution time (b) Weak scaling: weak efficiency

Figure 5.15: Strong scaling: execution time and strong speedup [171].

5.7 Berkeley Roofline model for multicore architectures
Multicore architectures can be complicated and very different. For example, some offer
many simple processors, whereas others offer fewer complex processors, and some depend
on multithreading. This diversity makes it difficult for programmers, compiler writers,
and even architects [174]. Multicore architecture does not guarantee good scalability or
performance, and it is crucial to understand the limits to both scalability and efficiency.

The roofline model is based on the simplified model of the CPU and hides most of
the architecture-specific complexity. The roofline model was first proposed in 2009 by S.
Williams [174], and it can be used not only on the most common architecture x86_64, but
also on other architectures such as ARM, GPU accelerators, Intel Xeon Phi or FPGA. The
roofline model analyzes bottlenecks during execution on a given hardware. The prerequisites
for the roofline model are that the data transfer and the computation overlap perfectly,
latency effects are ignored, and steady-state code execution (no wind-up/down effects).
The hardware is viewed as two units. The execution unit which operates at the peak
performance 𝑃𝑝𝑒𝑎𝑘 measured in [FLOPs/s], where 𝐹𝐿𝑂𝑃𝑠 is the number of floating-point
operations, and the data unit, which can store or deliver data at a maximum bandwidth 𝑏𝑠
measured in [B/s].

Let us denote the size of data read or written to memory as 𝑉 and the number of
floating point operations as 𝐹 . The processor needs 𝐹/𝑃𝑝𝑒𝑎𝑘s to finish all calculations and
it needs 𝑉/𝑏𝑠s to perform memory transfer. The arithmetic (computational) intensity (AI)
can be calculated as a ratio 𝐼 = 𝐹/𝑉 in [FLOPs/B], and it is the number of operations
per one byte of memory transfer. Both numbers 𝑃𝑝𝑒𝑎𝑘 and 𝐼 · 𝑏𝑠 are upper limits of the
expected computational performance, and it can be written as:

𝑃 = min(𝑃𝑝𝑒𝑎𝑘, 𝐼 · 𝑏𝑠) . (5.7)

From (5.7), we can see that the basic roofline model bounds performance as a function of
machine peak performance, machine peak bandwidth, and arithmetic intensity [164].

The graphical representation of the roofline model is shown in Figure 5.16. The x-axis
represents the arithmetic (operational) intensity [FLOPs/B], it is a linear function with
a slope of 𝑏𝑠, and the y-axis shows the performance [FLOPs/s], it is a constant function.
Both axes of the graph have a logarithmic scale. The intersection of the diagonal and
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horizontal roof is called ridge (knee) point. The x-coordinate of the ridge point is the
minimum arithmetic (operational) intensity required to achieve peak performance. The
least arithmetic intensity needed by the application to reach the ridge point is called machine
balance 𝐵𝑚 and is defined as 𝐵𝑚 = 𝑏𝑠/𝑃𝑝𝑒𝑎𝑘. The ridge point divides the area of the roofline
model into two regions. If the arithmetic intensity of the application is smaller than the
ridge point value, the application is referred to as memory bound. On the other hand, if
the arithmetic of the application is higher than the ridge point, the application is referred
to as compute bound. Figure 5.16 shows two kernels. The kernel with arithmetic intensity
𝐴𝐼 = 1/2 is memory bound, and the kernel with arithmetic intensity 𝐴𝐼 = 2 is compute
bound.

Figure 5.16: The roofline model for AMD Opteron X2 [174].

Since different architectures have different values for both the memory bandwidth and
the peak performance, the application can be memory bound on one architecture and
compute-bound on the other.

5.7.1 Roofline ceilings

The roofline ceilings are shown in Figure 5.17. The first subfigure 5.17 a) shows the compu-
tational ceilings. The ceiling labeled as TLP only reflects missing optimizations to increase
ILP (Instruction Level Parallelism) or SIMD; the TLP stands for Thread Level Parallelism.
The second ceiling is labeled ILP or SIMD and reflects when the floating-point operation
mix is not balanced. The second subfigure 5.17 b) depicts the memory bandwidth ceil-
ings without software prefetching, without affinity optimizations, and with only unit stride
optimizations.
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The last subfigure 5.17 c) combines two previously-mentioned subfigures into a single
graph. The arithmetic intensity of the computational kernel determines the optimization
region. Only computational optimizations are suggested if the kernel falls in the blue
region (Kernel 2). The yellow region means that only memory optimizations are applicable.
Finally, the green regions suggest both types of optimizations (Kernel 1). Two optimizations
can be used to reduce computational bottlenecks:

1. Improve instruction level parallelism (ILP) and apply SIMD.

2. Balance floating-point operation mix.

Three optimizations can be used to reduce memory bottlenecks:

1. Restructure loops for unit stride access.

2. Ensure memory affinity.

3. Use software prefetching.

For more details on optimizations, see [173, 174, 177].

Figure 5.17: Roofline model example [174] with computational and bandwidth ceilings and
its optimization regions.
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Chapter 6

Results

This chapter focuses on the solution of the second-order PDEs, especially linear ones (ellip-
tic, hyperbolic, and parabolic), which are very important in practical applications [50, 55].
The PDEs are solved using the MOL (see Section 3.4). The large systems of ODEs arising
from the method of lines are solved in parallel using the higher-order MTSM and Runge-
Kutta methods. To show the suitability of the MTSM to solve these kinds of problems and
its advantages over the other commonly used methods, the set of experiments is performed,
and the results are analyzed.

This chapter consists of several sections. Section 6.1 summarizes the technical specifica-
tions of the supercomputers used in numerical experiments. Tools for scientific computing
are introduced in Section 6.2. Section 6.3 describes performance metrics to evaluate and
characterize numerical results. Characteristics of the selected problems are summarized
in Section 6.4. Sections 6.5 and 6.6 deal with the heat equation discretized in the spatial
domain using a three-point and five-point difference formula, respectively. The wave equa-
tion discretized in the spatial domain by three-point and five-point difference formula is
presented in Sections 6.7 and 6.8 respectively. Section 6.9 focuses on the numerical solution
of the telegraph equation. Parallel performance analysis is presented in Section 6.10.

6.1 Technical specifications of supercomputers
Barbora supercomputer cluster1, IT4Innovations National Supercomputing Center2, Os-
trava, Czech Republic, consists of 201 compute nodes, totaling 7232 compute cores with
44 544GB RAM, giving over 848TFLOP/s theoretical peak performance3. The compute
nodes without accelerators have the following parameters: 192 nodes, 6912 cores in total, 2×
Intel Cascade Lake 62404, 18-core, 2.60GHz processors per node, 192GB DDR4 2933MT/s
of physical memory per node (12× 16GB), L1 Cache: 576KiB, L2 Cache: 18MiB, L3
Cache: 24.75MiB, BullSequana X1120 blade servers, 2995.2GFLOP/s per compute node,
1× 1GB Ethernet, 1× HDR100 IB port, 3 computes nodes per X1120 blade server, PBS
Professional scheduler, version 19.1.35, PETSc version 3.14.4, GCC version 10.2.0.

1https://docs.it4i.cz/barbora
2https://www.it4i.cz/en
3https://docs.it4i.cz/barbora/introduction
4https://docs.it4i.cz/barbora/compute-nodes
5https://www.altair.com/pbs-works-documentation
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The first experiments were also performed on the ICS cluster6, Institute of Computa-
tional Science7, Università della Svizzera italiana, Lugano, Switzerland. The ICS cluster
has the following parameters. CPU: 2×Intel Xeon E5-2650 v3 @ 2.3GHz, 20 (2×10) cores,
RAM: 64GB DDR4 @ 2133MHz, HDD: 1 × 1TB SATA 6Gb, Infiniband Adapter: Intel
40Gbps QDR, MATLAB version R2020, PETSc version 3.13.5, GCC version 10.1.0, Slurm
workload manager8 version 20.11. Operating system: CentOS 8.2.2004.x86_64. The ex-
periments were performed with different numbers of MPI processes. For 1–16 processes,
one compute node was used; for 32 processes, two compute nodes; for 64 processes, four
compute nodes; and for 128 processes, eight compute nodes. For more information, see
[pp14] and [pp16]. Table 6.1 shows the parameters of the Barbora and ICS clusters.

Parameter Barbora ICS
Architecture x86-64 x86-64
Operating system Linux Linux
Scheduler PBS Slurm
Total number of nodes 201 41
Number of nodes
(without accelerators) 189 22

Processor cores 36 20

CPU
2× Intel Cascade Lake 6240,
18-core,
2.6GHz processors per node

2× Intel Xeon E5-2650 v3
@ 2.3GHz,
20 (2× 10) cores

RAM min. 6GB 64GB

HDD
192GB DDR4 2933MT/s of
physical memory per node
(12× 16GB)

1× TB SATA 6Gb

Compute network InfiniBand HDR InfiniBand 40Gbps QDR

Table 6.1: Parameters of the Barbora and ICS clusters.

Figure 6.1 shows the average computation times for the telegraph equation (see Sec-
tion 6.9) calculated on the ICS cluster (see Figure 6.1a) and on the Barbora cluster (see
Figure 6.1b). As mentioned above, the experiments performed on the ICS cluster use 1–16
processes for one compute node, then 32 processes for two compute nodes, etc. The aver-
age computation time increases significantly between 16 (one node) and 32 processes (two
nodes). This increase is probably caused by TCP communication among compute nodes.
For this reason, the Barbora cluster was used for further experiments.

6https://intranet.ics.usi.ch/HPC
7https://www.ics.usi.ch
8https://slurm.schedmd.com
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Figure 6.1: Average times for the telegraph equation problem.

6.2 Tools for scientific computing
MATLAB software was mainly used for benchmarking, data visualization, and initial ex-
periments. The PETSc framework was used for parallel implementation.

6.2.1 MATLAB

MATLAB is the language of scientific computing. It contains a full suite of tools that can be
used to solve various engineering and mathematical problems. The numerical experiments
in this work use the MATLAB ODE suite.

The MATLAB ODE suite contains three explicit methods for nonstiff problems: ode23,
ode45, and ode113 solvers. The ode23 solver is an implementation of an explicit Runge-
Kutta (2,3) formula (Bogacki-Shampine), a third-order scheme with a second-order embed-
ded scheme, four stages; it is a single-step solver (see (2.50)). The ode45 solver is based
on an explicit Runge-Kutta (4,5) formula (Dormand-Prince), a fifth-order scheme with a
fourth-order embedded scheme, seven stages; it is a single-step solver (see (2.49)). The
ode113 solver is a variable-step variable-order (VSVO) Adams-Bashforth-Moulton PECE
solver of orders 1 to 13. The highest order used appears to be 12. However, a formula of
order 13 is used to form the error estimate, and the function performs local extrapolation
to advance the integration at order 13 (see (2.55)).

The MATLAB ODE suite also contains implicit methods for stiff systems [8, 151]:
ode15s and ode23s solvers. The ode23s solver is the second-order scheme with the third-
order embedded scheme, and it is based on modified Rosenbrock methods of orders 3 and
2 with error control. It is a single-step solver. Solver ode15s is a multistep VSVO solver
based on the numerical differentiation formulas (NDFs) of orders 1 to 5.

Vectorized MATLAB code of explicit MTSM with variable order and variable step size
scheme for linear systems of ODEs has been implemented. The MTSM was compared with
vectorized MATLAB explicit ode solvers. Numerical experiments are carefully described in
[pp10, pp22, pp26, pp28].
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6.2.2 PETSc

The Portable Extensible Toolkit for Scientific Computation (PETSc) is a software frame-
work [2, 10, 11, 13] for the scalable numerical solution of complex problems in science
and engineering. PETSc was designed primarily for typical computations connected with
PDEs. PETSc is written in C but can also be employed, e.g., in C++, Fortran, and Python
programs.

PETSc provides implementations of distributed sparse, dense, unassembled matrices,
linear algebra, linear or non-linear system solvers, time integrators, mathematical opti-
mization, discretization, and more. PETSc uses the message-passing model for parallel
programming and employs MPI for all interprocessor communication. Figure 6.2 shows the
components of the PETSc software package.

Figure 6.2: Components of the PETSc software package [10].

The parallel layout of the matrix is shown in Figure 6.3. Each process owns a certain
number of matrix rows.
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Figure 6.3: PETSc: parallel matrix layout [79].

The sparse parallel matrices are stored in compressed row storage (CRS), compressed
sparse row (CSR), or Yale format as shown in Figure 6.4. The CRS format allows fast
row access and matrix-vector multiplications and was published in 1967 [28]. This format
represents the matrix A by three one-dimensional arrays: row_ptr, col_idx, and val. The
row_ptr array contains the start and end pointers of the nonzeroes of the rows; the size
of this array is 𝑚 + 1, where 𝑚 is the number of rows of the matrix. The col_idx array
contains column indices of the nonzeros. The size of this array is 𝑛𝑛𝑧, where 𝑛𝑛𝑧 denotes
the number of nonzeros of the matrix. Finally, the V array of size 𝑛𝑛𝑧 contains values of
nonzeros.

Figure 6.4: Illustration of the CSR format [112].

The library provides several methods with automatic step size control for solving ODEs.
The error in each time step is calculated using the Runge-Kutta method and its embedded
method. TSRK3BS implements the third-order Bogacki-Shampine 3(2) method with a
second-order embedded method (known as ode23 in MATLAB, see (2.50)); the method has
four stages with the First Same As Last (FSAL) property. The TSRK5DP implements the
fifth-order Dormand-Prince 5(4) method with a fourth-order embedded method (known
as ode45 in MATLAB, (2.49)); the method has seven stages with FSAL property. The
TSRK5BS implements the fifth-order Bogacki-Shampine Runge-Kutta 5(4) method with
a fourth-order embedded method, and it has eight stages and FSAL property. Robust
Verner Runge-Kutta methods of orders 6(5), 7(6), and 8(7) are implemented as TSRK6VR,
TSRK7VR and TSRK8VR, respectively. The TSRK6VR is the sixth-order robust Verner
scheme with a fifth-order embedded method, nine stages, and the FSAL property. The
TSRK7VR is the seventh-order robust Verner scheme with a sixth-order embedded method
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and ten stages. Finally, the TSRK8VR is the eighth-order robust Verner scheme with a
seventh-order embedded method with thirteen stages. For more information, see [10].

6.2.3 Intel Advisor Roofline model

Intel Advisor implements the cache-aware roofline model, which provides additional insight
by addressing all memory/cache hierarchy levels. Sloped rooflines illustrate peak perfor-
mance levels if all the data fit into the respective cache. Horizontal lines show the peak
achievable performance levels if vectorization and other CPU resources are used effectively.
Intel Advisor automatically runs quick benchmarks to measure the hardware limitations of
a given machine.

Each dot in the roofline plot represents a loop or a function (see Figure 6.5). The
size and color of the dots denote the relative execution time. The small green dots take
relatively little time, while the red dots take the most time. According to Amdahl’s law,
loops that take the largest portion of the program’s total run time lead to greater speedups
than loops that take a smaller portion of the run time.

Note that in the classic roofline model, the arithmetic intensity of a kernel changes
with the size of the problem or the optimization of the cache usage because the byte count
was based only on DRAM traffic. On the contrary, in the cache-aware roofline model, the
arithmetic intensity is fixed and tied to the algorithm. It only changes when the algorithm
is changed. For more details, see Section 5.7.

Figure 6.5: The example of Intel Advisor Roofline model [147].
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6.3 Performance metrics
The performance metrics are used to evaluate, characterize, diagnose, and tune parallel
performance [117]. Numerical results are presented using the following performance met-
rics: average time, speedup, speedup against the TSRK5DP solver, parallel efficiency, and
parallel cost metrics.
The average computation time is defined as:

avgtime [s] =
∑︀𝑛𝑢𝑚𝑅𝑢𝑛𝑠

𝑖=1 𝑡

numRuns , (6.1)

where numRuns denotes the total number of runs.
The speedup of the solver is defined as:

speedup =
𝑡1
𝑡𝑃

, (6.2)

where 𝑡1 denotes the serial computation time of one compute node, and 𝑡𝑃 denotes the
parallel computation time of 𝑃 compute nodes. When 𝑠𝑝𝑒𝑒𝑑𝑢𝑝 > 1, the speedup metric
conveys performance improvement. On the contrary, when 𝑠𝑝𝑒𝑒𝑑𝑢𝑝 < 1, the speedup
metric conveys performance degradation. The ideal speedup (ideal scaling) is defined as
𝑠𝑝𝑒𝑒𝑑𝑢𝑝 = 𝑃 . The superlinear speedup is achieved when 𝑠𝑝𝑒𝑒𝑑𝑢𝑝 > 𝑃 .
The speedup-against ratio of the solver is defined as:

speedupAgainst = solverRef
solver , (6.3)

where solverRef denotes the solver against which the speedup is calculated.
The speedupAgainst ≫ 1 indicates a significantly faster computation using the given 𝑠𝑜𝑙𝑣𝑒𝑟.
The parallel efficiency is defined as:

efficiency [%] =
speedup

numProcs · 100 =

𝑡𝑆
𝑡𝑃

numProcs · 100 , (6.4)

where numProcs denotes the number of processes.
The parallel cost of an algorithm is defined as:

cost [node-hours] = avgtime · numNodes , (6.5)

where avgtime is the average time in hours and numNodes denotes the number of compute
nodes.
The parallel cost ratio is defined as:

cost ratio =
𝑐𝑜𝑠𝑡𝑃
𝑐𝑜𝑠𝑡1

, (6.6)

where 𝑐𝑜𝑠𝑡1 is the parallel cost for one compute node and 𝑐𝑜𝑠𝑡𝑃 is the parallel cost for more
than one compute node. Parallel cost is calculated using (6.5).
The parallel speedup-cost ratio is defined as:

speedup-cost ratio =
speedup

cost ratio , (6.7)

where speedup is calculated by (6.2) and cost ratio by (6.6).
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6.4 Characteristics of selected problems
The following text presents simulation results for different types of linear PDEs, namely,
heat equation, wave equation, and telegraph equation. The PDEs are solved using the
method of lines (see Section 3.4). The heat equation and the wave equation are discretized
in the spatial domain using three- and five-point central difference formulas (see Table 3.2).
The resulting large systems of ODEs are solved in parallel using the MTSM and Runge-
Kutta methods.

The matrix-vector notation of the linear systems of ODEs is

y′ = Ay + b , y(𝑡0) = y0 , (6.8)

where A is the constant Jacobian matrix of size 𝑚×𝑚, and b is the right-hand-side vector
of size 𝑚× 1.

First, the experiments were performed in MATLAB for smaller problem sizes. The
systems of ODEs were solved by the MTSM methods and standard methods such as ode45,
ode23, and ode113.

6.4.1 Data sizes and solvers

Typical data sizes (denoted as 𝑆) are 128000, 256000, 512000, 1024000 and 2048000 ODEs.
For each data size, four selected solvers compute the problem, namely, MTSM (classi-
cal implementation of MTSM), MTSM_PRECALC (parallel precalculation of MTSM),
TSRK5DP (Dormand-Prince method 5(4)) [44] and TSRK8VR (Verner Runge-Kutta method
of orders 8(7)) [166]. All Taylor series-based solvers were implemented using PETSc library
routines. The MTSM implements the MTSM method (see Section 4.6). The MTSM_PREC
implements the MTSM method with the precalculation of matrix A (see Section 4.9). The
real data sizes for each problem differ. Table 6.2 shows the real data sizes for the matrix
and vectors, and 𝑆 denotes the number of segments in the spatial domain.

problem name matrix size 𝑚×𝑚 vector size 𝑚× 1

heat equation (𝑆 − 1)× (𝑆 − 1) (𝑆 − 1)× 1

wave equation (2𝑆 − 2)× (2𝑆 − 2) (2𝑆 − 2)× 1

telegraph equation (2𝑆 + 2)× (2𝑆 + 2) (2𝑆 + 2)× 1

Table 6.2: Data sizes for different problems.

6.4.2 Cluster settings

The numerical experiments were performed on the Barbora supercomputer cluster,
IT4Innovations National Supercomputing Center, Ostrava, Czech Republic using a various
number of MPI processes, 36 processes per compute node. In total, 32 compute nodes
were used; therefore, 1152 MPI processes were used. This research was supported by
projects OPEN-22-47 and OPEN-25-51. All experiments were carried out in the production
queue (qprod9) with the walltime set to 15 minutes. More details about the estimation of
computation resources can be found in Appendix C.6. The execution priority of the job
is determined by these job properties (in order of importance): queue priority, fair-share
priority, and eligible time10.

9https://docs.it4i.cz/general/resources-allocation-policy
10https://docs.it4i.cz/general/job-priority
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6.4.3 General parameters

The general parameters for all simulation experiments are the following. The tolerances for
all ode solvers are 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−10 and 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−10, the tolerance for MTSM solvers is
𝑡𝑜𝑙 = 1𝑒−10. The maximum order of the MTSM is 𝑚𝑎𝑥𝑂𝑅𝐷 = 64. The maximum order
for the MTSM_PRECALC method is 𝑚𝑎𝑥𝑂𝑅𝐷 = 25, which means that the matrix Â is
precalculated to the order 25 (see (4.42)). Maximum simulation time 𝑡𝑚𝑎𝑥 = 10000 · ℎ.

Note that for the heat equation (Sections 6.5 and 6.6) and the wave equation (Sections
6.7 and 6.8), the spatial step-size is always Δ𝑥 = 𝐿/𝑆 = 0.1. Therefore, the size of the
spatial domain 𝐿 and the number of segments 𝑆 are always set accordingly to meet this
requirement. The coefficients of the central difference formulas are in Table 3.2. Problem-
dependent parameters are further specified in the corresponding sections.

6.5 Heat equation – three-point central difference
The heat equation is the parabolic PDE that describes the distribution of heat in a given
spatial domain 𝑥 and time domain 𝑡. The one-dimensional heat equation is defined as

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2
+ 𝑓(𝑥, 𝑡), (𝑥, 𝑡) ∈ (0, 𝐿)× ⟨0, 𝑡𝑚𝑎𝑥⟩ , (6.9)

where 𝛼 is thermal diffusivity and 𝐿 denotes the length of the rod. The function 𝑓(𝑥, 𝑡)
characterizes the intensity of internal sources and 𝑡𝑚𝑎𝑥 denotes the maximum simulation
time. The variable 𝑢 = 𝑢(𝑥, 𝑡) describes the temperature of the rod at the point 𝑥 and at
time 𝑡.
The initial conditions are

𝑢(𝑥, 0) = 25, 0 < 𝑥 < 𝐿 . (6.10)

Dirichlet boundary conditions are

𝑢(0, 𝑡) = 100, 𝑢(𝐿, 𝑡) = 25, 0 ≤ 𝑡 ≤ 𝑡𝑚𝑎𝑥 . (6.11)

The resulting system of ODEs y′ = Ay + b ,y(𝑡0) = y0 arising from MOL is in the form:

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−2 1 0 · · · · · · · · · · · · 0

1 −2 1 0
...

0 1 −2 1
. . . ...

... 0
. . . . . . . . . . . . ...

... . . . . . . . . . . . . 0
...

... . . . 1 −2 1 0

... 0 1 −2 1
0 · · · · · · · · · · · · 0 1 −2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, y = 𝑢(𝑥, 0) , b =

⎛⎜⎝ 𝛼𝑢(0, 𝑡)
...

𝛼𝑢(𝐿, 𝑡)

⎞⎟⎠ ,

(6.12)
The sparsity patterns of the matrices A and Â precalculated using (4.46) for 𝑆 = 100
segments are in Figure 6.6.
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Figure 6.6: Sparsity patterns of input matrices, heat equation, three-point central difference
formula, 𝑆 = 100.

The numerical solution of the heat equation discretized in the spatial domain by the three-
point central finite difference formula and the order of the MTSM for the segments 𝑆 = 100
are shown in Figure 6.7.
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Figure 6.7: Numerical solution and order of MTSM, heat equation, three-point central
difference formula, 𝑆 = 100, ℎ = 2𝑒−4, 𝑡𝑚𝑎𝑥 = 1000 · ℎ.

The parameters for the simulation experiments are as follows. The tolerances for all
ode solvers are 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−10 and 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−10, the tolerance for MTSM solvers is
𝑡𝑜𝑙 = 1𝑒−10, and the maximum simulation time 𝑡𝑚𝑎𝑥 = 10000 · ℎ. The thermal diffusivity
is 𝛼 = 113mm/s.
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6.5.1 Results overview – three-point central difference formula

Table 6.3 shows the number of integration steps and the average step sizes for each solver.
The MTSM uses a step size approximately 2.7 times larger than the TSRK5DP solver and
approximately 1.9 times larger than the TSRK8VR solver. The average order of the MTSM
for the three-point central difference formulas is 20.6.

solver # steps average ℎ

MTSM_PRECALC 10000 2.00𝑒−04

MTSM 10000 2.00𝑒−04

TSRK5DP 27377 7.30𝑒−05

TSRK8VR 18740 1.07𝑒−04

Table 6.3: Number of integration steps and average step sizes, heat equation, three-point
central difference formula.

Tables 6.4 and 6.5 summarize the average parallel efficiency (6.4) and speedup against
the TSRK5DP (6.3) for each problem size. These results are averages of values for 1–32
compute nodes. Table cells where the parallel efficiency is greater than or equal to 50%
are marked in green. The cells in the table showing the speedup ratio with respect to the
TSRK5DP solver are also marked in green. Notice that for the problem size 𝑆 = 2048000,
the TSRK8VR solver did not calculate the result because the maximum walltime was
exceeded.

Table 6.4 shows the average parallel efficiency. The MTSM_PRECALC solver offers an
efficiency greater than 50% for all problem sizes. The MTSM_PRECAL solver is always
faster than the TSRK5DP solver, as shown in Table 6.5. Finally, the MTSM_PRECALC
is the fastest of all solvers for all problem sizes.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 91.93 198.46 188.85 189.95 148.34
MTSM 17.49 23.85 34.12 49.22 80.43
TSRK5DP 34.52 50.48 89.63 155.11 204.84
TSRK8VR 40.02 60.50 113.46 171.13 –

Table 6.4: Average efficiency (6.4) comparison for 1–32 nodes, heat equation, three-point
central difference formula.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 7.93 6.43 5.27 4.23 2.88
MTSM 0.29 0.35 0.44 0.57 0.72
TSRK8VR 0.75 0.74 0.69 0.68 –

Table 6.5: Average speedup against TSRK5DP (6.3) comparison for 1–32 nodes, heat
equation, three-point central difference formula.
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Table 6.6 indicates whether a solver calculates the result for 1–32 nodes for a given
problem size. The letter “Y” means “Yes”, and the letter “N” means “No”. The notation “N
(Xn)” implies that a given solver calculated the result for the maximum number of compute
nodes denoted as “(Xn)”. For the three-point central difference formula and 𝑆 = 2048000,
only the TSRK8VR solver did not compute the result for all 32 compute nodes and was
able to use eight compute nodes at most.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC Y Y Y Y Y
MTSM Y Y Y Y Y
TSRK5DP Y Y Y Y Y
TSRK8VR Y Y Y Y N (8 n)

Table 6.6: Yes/No table, heat equation, three-point central difference formula.

Table 6.7 shows, for each problem size, the number of compute nodes where the parallel
efficiency is 𝐸 ≥ 50%. Notice that for the MTSM_PRECALC solver 𝐸 ≥ 50% for 1–
32 compute nodes and all problem sizes. For the MTSM, the number of nodes, where
𝐸 ≥ 50%, gradually increases with each problem size up to 26 nodes. The TSRK5DP
solver reaches efficiency 𝐸 ≥ 50% for 1–32 compute nodes for problem sizes 𝑆 ≥ 512000
equations. Finally, the TSRK8VR solver provides efficiency 𝐸 ≥ 50% for all 32 compute
nodes when the problem sizes are 𝑆 = 512000 and 𝑆 = 1024000. For 𝑆 = 2048000, it drops
to eight nodes.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 32 32 32 32 32
MTSM 3 4 9 12 26
TSRK5DP 7 12 32 32 32
TSRK8VR 8 18 32 32 8

Table 6.7: Maximum number of nodes where efficiency 𝐸 ≥ 50%, heat equation, three-point
central difference formula.

Table 6.8 shows the maximum number of nodes to use for the calculation with respect to
the speedup-cost ratio, i.e., where the speedup-cost tradeoff curve reaches a maximum.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 32 32 32 32 32
MTSM 1 4 4 4 16
TSRK5DP 4 4 8 32 32
TSRK8VR 8 8 16 32 8

Table 6.8: Parallel cost for all problem sizes and solvers, heat equation, three-point central
difference formula.
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The numerical results for the three-point central difference formula and different problem
sizes follow. Detailed results, including results for 𝑆 = 256000 and 𝑆 = 1024000, can be
found in Appendix C.1.

6.5.2 𝑆 = 128000, three-point central difference formula

Two quadruple graphs are presented for each problem size. Both visualize the metrics
mentioned in Section 6.3. The first quadruple is depicted in Figure 6.8. The upper left
subfigure shows the average computation time (6.1) where the dashed lines show the ideal
average times for the given number of processes. The parallel efficiency (6.4) is shown in
the upper right subfigure. The lower left subfigure depicts the speedup for each solver (6.2),
and the dashed line shows the ideal speedup for the given number of processes. The last
one shows the speedup ratio with respect to the TSRK5DP solver (ode45 in MATLAB)
(6.3), the speedup=TSRK5DP/solver ≫ 1 indicates significantly faster computation using
the given solver.

The second quadruple (Figure 6.9) shows the parallel cost metrics for each solver. Each
subfigure contains three curves. The curve labeled with the solver’s name shows the parallel
speedup of a given solver (6.2). The magenta curve represents the parallel cost ratio (6.6),
and the cyan curve shows the parallel speedup-cost tradeoff (6.7).

We can see that the ideal number of nodes for the MTSM_PRECALC solver is 32
because the speedup (red curve) increases proportionally with the parallel cost ratio (ma-
genta curve). Therefore, the speedup-cost ratio (cyan curve) also increases. For the MTSM
solver, it is not beneficial to use more than 1 compute node. Note that for the number of
nodes greater than one, the speedup is almost constant while the cost ratio grows almost
linearly. In the case of the TSRK5DP solver, it is ideal to use four compute nodes, and for
TSRK8VR, eight nodes.
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Figure 6.8: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 128000, heat equation, three-point central difference formula.
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Figure 6.9: Parallel cost ratio and speedup-cost ratio, 𝑆 = 128000, heat equation, three-
point central difference formula.
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6.5.3 𝑆 = 512000, three-point central difference formula
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Figure 6.10: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 512000, heat equation, three-point central difference formula.
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Figure 6.11: Parallel cost ratio and speedup-cost ratio, 𝑆 = 512000, heat equation, three-
point central difference formula.
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6.5.4 𝑆 = 2048000, three-point central difference formula
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Figure 6.12: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 2048000, heat equation, three-point central difference formula.
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Figure 6.13: Parallel cost ratio and speedup-cost ratio, 𝑆 = 2048000, heat equation, three-
point central difference formula.
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6.6 Heat equation – five-point central difference formula
The definition of the problem and the simulation parameters are the same as for the heat
equation discretized with the three-point central difference formulas (see Section 6.5). The
sparsity patterns of the matrices A and Â precalculated using (4.46) for 𝑆 = 100 segments
are shown in Figure 6.14.
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Figure 6.14: Sparsity patterns of input matrices, heat equation, five-point central difference
formula, 𝑆 = 100.

6.6.1 Results overview – five-point central difference formula

Table 6.9 shows the number of integration steps and average step sizes for each solver. The
step size of the MTSM solvers is approximately 2.1 times larger than that of the TSRK5DP
solver and approximately 1.4 times larger than that of the TSRK8VR solver. The average
order of the MTSM for the five-point central difference formulas is 20.6.

solver # steps average ℎ

MTSM_PRECALC 10000 1.50𝑒−04

MTSM 10000 1.50𝑒−04

TSRK5DP 20542 7.30𝑒−05

TSRK8VR 14059 1.07𝑒−04

Table 6.9: Number of integration steps and average step sizes, heat equation, five-point
central difference formula.

Tables 6.10 and 6.11 summarize the average efficiency and speedup against the TSRK5DP
for each problem size.
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solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 94.95 152.95 184.74 191.74 120.50
MTSM 17.65 24.18 36.37 49.93 110.33
TSRK5DP 34.28 50.35 106.18 162.89 224.19
TSRK8VR 41.36 61.69 129.36 176.25 –

Table 6.10: Average efficiency (6.4) comparison for 1–32 nodes, heat equation, five-point
central difference formula.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 6.05 5.17 2.60 3.08 1.28
MTSM 0.31 0.39 0.45 0.60 0.75
TSRK8VR 0.79 0.73 0.70 0.66 –

Table 6.11: Average speedup against TSRK5DP (6.3) comparison for 1–32 nodes, heat
equation, five-point central difference formula.

Table 6.12 shows that for the five-point central difference formula, only the TSRK8VR
solver did not compute the result for all 32 compute nodes, and it was able to use six
compute nodes at most.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC Y Y Y Y Y
MTSM Y Y Y Y Y
TSRK5DP Y Y Y Y Y
TSRK8VR Y Y Y Y N (6 n)

Table 6.12: Yes/No table, heat equation, five-point central difference formula.

Table 6.13 shows, for each problem size (denoted as 𝑆), the number of compute nodes
where the parallel efficiency 𝐸 ≥ 50%. The parallel efficiency of the MTSM_PRECALC
solver is always greater than 50% for 1–32 compute nodes for all problem sizes. The
efficiency of the MTSM solver increases with each problem size, and for 𝑆 = 2048000 it
reaches the parallel efficiency 𝐸 ≥ 50% for all 32 compute nodes. The TSRK5DP solver
offers efficiency 𝐸 ≥ 50% for all 32 compute nodes for problem sizes 𝑆 ≥ 512000 equations.
Finally, the TSRK8VR solver offers efficiency 𝐸 ≥ 50% for all 32 compute nodes when the
problem sizes are 𝑆 = 512000 and 𝑆 = 1024000. For 𝑆 = 2048000, it drops to 6 nodes.
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solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 32 32 32 32 32
MTSM 3 4 8 13 32
TSRK5DP 7 15 32 32 32
TSRK8VR 8 19 32 32 6

Table 6.13: Maximum number of nodes where efficiency 𝐸 ≥ 50%, heat equation, five-point
central difference formula.

Table 6.14 shows the maximum number of nodes to use for the calculation with respect to
the speedup-cost ratio, i.e., where the speedup-cost tradeoff curve reaches a maximum.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 32 32 32 32 32
MTSM 2 4 4 16 8
TSRK5DP 8 8 32 32 32
TSRK8VR 8 16 32 32 4

Table 6.14: Parallel cost for all problem sizes and solvers, heat equation, five-point central
difference formula.

The numerical results for the five-point central difference formula and different number of
ODEs follow. Detailed results, including results for 𝑆 = 256000 and 𝑆 = 1024000, can be
found in Appendix C.2.
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6.6.2 𝑆 = 128000, five-point central difference formula
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Figure 6.15: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 128000, heat equation, five-point central difference formula.
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Figure 6.16: Parallel cost ratio and speedup-cost ratio, 𝑆 = 128000, heat equation, five-
point central difference formula.
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6.6.3 𝑆 = 512000, five-point central difference formula
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Figure 6.17: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 512000, heat equation, five-point central difference formula.
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Figure 6.18: Parallel cost ratio and speedup-cost ratio, 𝑆 = 512000, heat equation, five-
point central difference formula.

136



6.6.4 𝑆 = 2048000, five-point central difference formula
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Figure 6.19: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 2048000, heat equation, five-point central difference formula.
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Figure 6.20: Parallel cost ratio and speedup-cost ratio, 𝑆 = 2048000, heat equation, five-
point central difference formula.
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6.7 Wave equation – three-point central difference formula
The wave equation is the hyperbolic PDE [153] of the second order (6.13).

𝜕2𝑢(𝑥, 𝑡)

𝜕𝑥2
=

𝜕2𝑢(𝑥, 𝑡)

𝜕𝑡2
(𝑥, 𝑡) ∈ (0, 𝐿)× ⟨0, 𝑡𝑚𝑎𝑥⟩ . (6.13)

The homogeneous Dirichlet boundary conditions are defined as follows:

𝑢(0, 𝑡) = 𝑢(𝐿, 𝑡) = 0, 0 ≤ 𝑡 ≤ 𝑡𝑚𝑎𝑥 . (6.14)

where 𝐿 is the length of the string and 𝑡𝑚𝑎𝑥 is the maximum simulation time. The Cauchy
initial values follow:

𝑢(𝑥, 0) = sin(𝜋𝑥) , (6.15)
𝜕𝑢(𝑥, 0)

𝜕𝑡
= 0 , 0 < 𝑥 < 𝐿 . (6.16)

The wave equation describes the oscillations of an ideal string of a specified length. Both
ends of the string are fixed in time (see the boundary conditions (6.14)). The initial velocity
of the string is zero (see equation (6.16)). The initial position of the string is modelled as
a sine function (see equation (6.15)). The analytical solution of the wave equation follows:

𝑢 = cos(𝜋𝑡) sin(𝜋𝑥). (6.17)

Partial derivatives with respect to time and space are

𝜕𝑢

𝜕𝑡
= −𝜋 sin(𝜋𝑡) sin(𝜋𝑥),

𝜕2𝑢

𝜕𝑡2
= −𝜋2 cos(𝜋𝑡) sin(𝜋𝑥) , (6.18)

and
𝜕𝑢

𝜕𝑥
= 𝜋 cos(𝜋𝑥) cos(𝜋𝑡) ,

𝜕2𝑢

𝜕𝑥2
= −𝜋2 sin(𝜋𝑥) cos(𝜋𝑡) , (6.19)

respectively. The resulting system of ODEs y′ = Ay + b ,y(𝑡0) = y0 arising from MOL is
in the form:

A =

(︂
A11 A12

A21 A22

)︂
, y0 =

(︂
sin(𝜋𝑥)

0

)︂
, b = 0 . (6.20)

where A12 is the discretiazion matrix, A21 is the identity matrix, and matrices A11 and
A22 are zero matrices. The sparsity patterns of the matrices A and Â precalculated using
(4.46) for 𝑆 = 100 segments are in Figure 6.21.
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Figure 6.21: Sparsity patterns of input matrices, wave equation, three-point central differ-
ence formula, 𝑆 = 100.

The numerical solution of the wave equation discretized in the spatial domain by the three-
point central finite difference formula and the order of the MTSM for 𝑆 = 100 segments
are shown in Figure 6.22.
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Figure 6.22: Numerical solution and order of MTSM, wave equation, three-point finite
difference approximation, 𝑆 = 100, ℎ = 4𝑒−1, 𝑡𝑚𝑎𝑥 = 1000 · ℎ.

6.7.1 Results overview – three-point central difference formula

The number of integration steps and the average step sizes for each solver is shown in
Table 6.15. The MTSM uses a step size approximately 7.8 times larger than the TSRK5DP
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solver and approximately 3.2 times larger than the TSRK8VR solver. The average order
of the MTSM for the three-point central difference formulas is 19.

solver # steps average ℎ

MTSM_PRECALC 10000 4.00𝑒−01

MTSM 10000 4.00𝑒−01

TSRK5DP 78238 5.11𝑒−02

TSRK8VR 32000 1.26𝑒−01

Table 6.15: Number of integration steps and average step sizes, wave equation, three-point
central difference formula

Tables 6.16 and 6.17 summarize the average efficiency and speedup against the TSRK5DP
for each problem size. These results are averages of values for 1–32 compute nodes. Table
cells where the parallel efficiency 𝐸 ≥ 50% are marked in green. The cells of the table
showing the speedup ratio with respect to the TSRK5DP solver are also marked in green.
The average parallel efficiency is shown in Table 6.16; the MTSM_PRECALC solver offers
the parallel efficiency 𝐸 ≥ 50% for all problem sizes. The MTSM_PRECAL and MTSM
solvers are always faster than the TSRK5DP solver, as shown in Table 6.17. Finally, the
MTSM_PRECALC is the fastest of all solvers for all problem sizes.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 51.10 77.41 127.64 136.43 119.31
MTSM 15.30 19.77 25.62 33.67 –
TSRK5DP 25.91 29.86 – – –
TSRK8VR 29.76 40.24 – – –

Table 6.16: Average efficiency (6.4) comparison for 1–32 nodes, wave equation, three-point
central difference formula.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 16.04 20.90 – – –
MTSM 1.04 1.63 – – –
TSRK8VR 0.97 1.23 – – –

Table 6.17: Average speedup against TSRK5DP (6.3) comparison for 1–32 nodes, wave
equation, three-point central difference formula.

Table 6.18 indicates whether the solver calculates the result for a given problem size.
For 𝑆 ≥ 512000, the TSRK5DP and TSRK8VR solvers did not provide results because
the maximum walltime was exceeded. The MTSM solver did not calculate the results for
𝑆 = 2048000 segments. Finally, the MTSM_PRECALC computes the result for all 32
nodes.
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solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC Y Y Y Y Y
MTSM Y Y Y Y N (6 n)
TSRK5DP Y Y N (27 n) N (4 n) –
TSRK8VR Y Y N (21 n) N (2 n) –

Table 6.18: Yes/No table, wave equation, three-point central difference formula.

Table 6.19 shows, for each problem size, the number of compute nodes where parallel
efficiency 𝐸 ≥ 50%. Notice that the parallel efficiency of the MTSM_PRECALC solver
𝐸 ≥ 50% for 1–32 compute nodes for problem sizes greater than or equal to 𝑆 = 512000.
The efficiency of the MTSM solver stagnates and increases only for 𝑆 = 2048000, but the
solver cannot reach parallel efficiency for all 32 compute nodes. For the TSRK5DP and
TSRK8VR solvers, the efficiency increases up to 𝑆 = 512000, for 𝑆 = 1024000, it drops to
four and two nodes, respectively.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 10 26 32 32 32
MTSM 1 1 1 1 6
TSRK5DP 1 2 16 4 –
TSRK8VR 1 4 21 2 –

Table 6.19: Maximum number of nodes where efficiency 𝐸 ≥ 50%, wave equation, three-
point central difference formula.

Table 6.20 shows the maximum number of nodes to use for the calculation with respect to
the speedup-cost ratio, i.e., where the speedup-cost tradeoff curve reaches a maximum.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 4 8 32 32 32
MTSM 1 1 16 16 4
TSRK5DP 8 8 16 4 –
TSRK8VR 8 16 16 2 –

Table 6.20: Parallel cost for all problem sizes and solvers, wave equation, three-point central
difference formula.

The numerical results for the three-point central difference formula and different problem
sizes follow. Detailed results, including results for 𝑆 = 128000 and 𝑆 = 512000, can be
found in Appendix C.3.
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6.7.2 𝑆 = 64000, three-point central difference formula
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Figure 6.23: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 64000, wave equation, three-point central difference formula.
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Figure 6.24: Parallel cost ratio and speedup-cost ratio, 𝑆 = 64000, wave equation, three-
point central difference formula.
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6.7.3 𝑆 = 256000, three-point central difference formula
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Figure 6.25: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 256000, wave equation, three-point central difference formula.
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Figure 6.26: Parallel cost ratio and speedup-cost ratio, 𝑆 = 256000, wave equation, three-
point central difference formula.
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6.7.4 𝑆 = 1024000, three-point central difference formula
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Figure 6.27: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 1024000, wave equation, three-point central difference formula.
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Figure 6.28: Parallel cost ratio and speedup-cost ratio, 𝑆 = 1024000, wave equation, three-
point central difference formula.

148



6.8 Wave equation – five-point central difference formula
The definition of the problem and simulation parameters are the same as for wave equation
discretized with the three-point central difference formulas (see Section 6.7). The sparsity
patterns of the matrices A and Â precalculated using (4.46) for 𝑆 = 100 segments are in
Figure 6.29.
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(b) Matrix Â precalculated using (4.46)

Figure 6.29: Sparsity patterns of input matrices, wave equation, five-point central difference
formula, 𝑆 = 100.

6.8.1 Results overview – five-point central difference formula

Table 6.21 shows the number of integration steps and the average step sizes for each solver.
Taylor series-based solvers use a step size approximately 8.4 times larger than the TSRK5DP
solver and approximately 3.4 times larger than the TSRK8VR solver. The average order
of the MTSM for the five-point central difference formulas is 19.5.

solver # steps average ℎ

MTSM_PRECALC 10000 3.70𝑒−01

MTSM 10000 3.70𝑒−01

TSRK5DP 26030 4.42𝑒−02

TSRK8VR 10775 1.10𝑒−01

Table 6.21: Number of integration steps and average step sizes, wave equation, five-point
central difference formula.

Tables 6.22 and 6.23 summarize the average efficiency, and speedup against the TSRK5DP
for each problem size.
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solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 96.82 137.98 144.77 130.29 132.39
MTSM 14.94 19.97 23.10 – –
TSRK5DP 25.91 35.20 – – –
TSRK8VR 29.36 46.10 – – –

Table 6.22: Average efficiency (6.4) comparison for 1–32 nodes, wave equation, five-point
central difference formula.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 15.87 18.54 – – –
MTSM 1.10 1.49 – – –
TSRK8VR 0.96 1.09 – – –

Table 6.23: Average speedup against TSRK5DP (6.3) comparison for 1–32 nodes, wave
equation, five-point central difference formula.

Table 6.24 indicates whether or not the solver calculates the result for a given problem
size. For the five-point central difference formula, the TSRK5DP and TSRK8VR solvers
did not compute the result for all 32 compute nodes for the problem size 𝑆 = 2048000. The
MTSM_PRECALC calculates results for all 1–32 nodes for all problem sizes.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC Y Y Y Y Y
MTSM Y Y Y N (20 n) N (5 n)
TSRK5DP Y Y N (19 n) N (3 n) –
TSRK8VR Y Y N (15 n) N (2 n) –

Table 6.24: Yes/No table, wave equation, five-point central difference formula.

Table 6.25 shows, for each problem size, the number of compute nodes where parallel
efficiency 𝐸 ≥ 50%. Notice that the parallel efficiency of the MTSM_PRECALC solver
is greater than 50% for 1–32 compute nodes for problem sizes greater than or equal to
𝑆 = 256000. The efficiency of the MTSM solver stagnates for the first three problem sizes
and increases for 𝑆 = 1024000 and 𝑆 = 2048000, the solver can reach parallel efficiency
for all 32 compute nodes for 𝑆 = 2048000. For the TSRK5DP and TSRK8VR solvers, the
efficiency increases up to 𝑆 = 1024000, for 𝑆 = 2048000, it drops to one and three nodes,
respectively.
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solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 26 32 32 32 32
MTSM 1 1 1 8 5
TSRK5DP 1 4 18 3 –
TSRK8VR 1 8 15 2 –

Table 6.25: Maximum number of nodes where efficiency 𝐸 ≥ 50%, wave equation, five-point
central difference formula.

Table 6.26 shows the maximum number of nodes to use for the calculation with respect to
the speedup-cost ratio, i.e., where the speedup-cost tradeoff curve reaches a maximum.

solver problem size
128000 256000 512000 1024000 2048000

MTSM_PRECALC 16 16 32 32 32
MTSM 1 1 16 16 4
TSRK5DP 8 16 16 2 –
TSRK8VR 8 16 8 2 –

Table 6.26: Parallel cost for all problem sizes and solvers, wave equation, five-point central
difference formula.

The numerical results for the five-point central difference formula and different number of
ODEs follows. Detailed results, including results for 𝑆 = 128000 and 𝑆 = 512000, can be
found in Appendix C.4.
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6.8.2 𝑆 = 64000, five-point central difference formula
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Figure 6.30: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 64000, wave equation, five-point central difference formula.
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Figure 6.31: Parallel cost ratio and speedup-cost ratio, 𝑆 = 64000, wave equation, five-point
central difference formula.
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6.8.3 𝑆 = 256000, five-point central difference formula
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Figure 6.32: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 256000, wave equation, five-point central difference formula.
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Figure 6.33: Parallel cost ratio and speedup-cost ratio, 𝑆 = 256000, wave equation, five-
point central difference formula.
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6.8.4 𝑆 = 1024000, five-point central difference formula
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Figure 6.34: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 1024000, wave equation, five-point central difference formula.

156



1 2 4 8 16 32

Number of nodes

10
-1

10
0

10
1

10
2

10
3

R
a

ti
o

MTSM-PRECALC   
cost

speedup-cost

1 2 4 8 16 32

Number of nodes

10
-1

10
0

10
1

10
2

10
3

R
a

ti
o

MTSM   
cost

speedup-cost

Figure 6.35: Parallel cost ratio and speedup-cost ratio, 𝑆 = 1024000, wave equation, five-
point central difference formula.
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6.9 Telegraph equation
The telegraph equation is a second-order PDE that describes a telegraph line – a long wire
that serves as a transmission medium for a signal. The PDE can describe the behavior of
the signal. However, this description does not contain any specific information about the
conditions of the wire, which is complicated. The numerical model of the telegraph line
presented in this section consists only of ODEs, it is relatively simple and easy to configure,
and the results match the real output precisely [pp10, pp26, pp28].

Equations 𝑢 = 𝑢(𝑥, 𝑡) and 𝑖 = 𝑖(𝑥, 𝑡) express the voltage and current changes along the
telegraph line, where 𝑥 is the distance from the beginning of the line and 𝑡 is the time. The
voltage and current in the distance 𝑥 + d𝑥 can be expressed using the Taylor series with
the second and higher derivatives omitted.

𝑢(𝑥+ d𝑥) = 𝑢(𝑥, 𝑡) +
𝜕𝑢

𝜕𝑥
d𝑥 , (6.21)

𝑖(𝑥+ d𝑥) = 𝑖(𝑥, 𝑡) +
𝜕𝑖

𝜕𝑥
d𝑥 . (6.22)

Basic Line Equations (6.23), (6.24) describe the change of voltage and current on the line

−𝜕𝑢

𝜕𝑥
= 𝑅𝑖+ 𝐿

𝜕𝑖

𝜕𝑡
, (6.23)

− 𝜕𝑖

𝜕𝑥
= 𝐺𝑢+ 𝐶

𝜕𝑢

𝜕𝑡
, (6.24)

where constants 𝑅, 𝐺, 𝐿, 𝐶 are parameters of the line: 𝑅 [Ω/m] the resistance of the wire,
𝐺 [S/m] the conductance between wires, 𝐿 [H/m] inductance of the wire (e.g., due to the
magnetic field around the wires) and 𝐶 [F/m] capacitance between two wires, respectively.

6.9.1 Lossy telegraph line

The lossy telegraph line can be described by partial differential equations for voltage (6.25)
and current (6.26):

𝐿 · 𝐶𝜕2𝑢(𝑥, 𝑡)

𝜕𝑡2
+ (𝐿 ·𝐺+ 𝐶 ·𝑅)

𝜕𝑢(𝑥, 𝑡)

𝜕𝑡
+𝑅 ·𝐺 · 𝑢(𝑥, 𝑡)− 𝜕2𝑢(𝑥, 𝑡)

𝜕𝑥2
= 0 , (6.25)

𝐿 · 𝐶𝜕2𝑖(𝑥, 𝑡)

𝜕𝑡2
+ (𝐿 ·𝐺+ 𝐶 ·𝑅)

𝜕𝑖(𝑥, 𝑡)

𝜕𝑡
+𝑅 ·𝐺 · 𝑖(𝑥, 𝑡)− 𝜕2𝑖(𝑥, 𝑡)

𝜕𝑥2
= 0 . (6.26)

Using (6.23) and (6.24) it is possible to construct a model of the segment (see Figure 6.36).

𝐿(𝑥)

𝑖(𝑥)

𝑅(𝑥) 𝑖(𝑥+ 𝑑𝑥)

𝐺(𝑥)𝐶(𝑥)𝑢(𝑥) 𝑢(𝑥+ 𝑑𝑥)

Figure 6.36: Lossy model of the telegraph equation – a segment of the wire.
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6.9.2 Lossy telegraph equation model

The model of the lossy telegraph line (Figure 6.37) consists of an infinite number of con-
nected segments (Figure 6.36). Let us denote the number of segments of the telegraph line
as 𝑆.

𝑢0

𝑅1

Segment 1

𝐿1𝑖1
𝑅𝑠1

𝐶1 𝐺1

𝑖𝑆−1
𝐿𝑆𝑖𝑆

𝑅𝑠𝑆

𝐶𝑆 𝐺𝑆

Segment S

𝑅2

𝑖𝑆+1

Figure 6.37: Lossy model of the telegraph equation – series of 𝑆 segments.

The equations describing the model are below. For the first segment,

𝑢′𝐶1
=

1

𝐶1
(𝑖1 −𝐺1 · 𝑢𝐶1 − 𝑖2),

𝑖′1 =
1

𝐿1
(𝑢0 − 𝑢𝐶1 −𝑅1 · 𝑖1 −𝑅𝑠1 · 𝑖1) ,

(6.27)

where 𝑢0 is the input voltage of the system, 𝑢𝐶1 is the voltage on the first capacitor and 𝑖1
is the current flowing through the first inductor. The resistor 𝑅1 represents an input load
of the transmission line. The resistors 𝑅𝑠1, . . . , 𝑅𝑠𝑆 denote the resistances of the wire, and
𝐺1, . . . , 𝐺𝑆 denote the conductances of the wire. For the next segments

𝑢′𝐶𝑘
=

1

𝐶𝑘
(𝑖𝑘 −𝐺𝑘 · 𝑢𝐶𝑘

− 𝑖𝑘+1),

𝑖′𝑘 =
1

𝐿𝑘
(𝑢𝐶𝑘−1

− 𝑢𝐶𝑘
−𝑅𝑠𝑆 · 𝑖𝑘) ,

(6.28)

where 𝑘 ∈ ⟨2, 𝑆⟩. The last segment of the line ends with an output load, simulated by the
resistor 𝑅2

𝑖𝑆+1 =
1

𝑅2
𝑢𝐶𝑆

. (6.29)

Note that all differential equations have initial conditions equal to zero.

6.9.3 Lossless telegraph line

The model in Figure 6.36 can be simplified by omitting the terms 𝑅(𝑥) = 𝐺(𝑥) = 0. The
simplified model is in Figure 6.38. The line then becomes lossless.

𝐿(𝑥)

𝑖(𝑥)

𝑖(𝑥+ 𝑑𝑥)

𝐶(𝑥)𝑢(𝑥) 𝑢(𝑥+ 𝑑𝑥)

Figure 6.38: Lossy model of the line – a segment of the wire.
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Based on the simplified model, partial differential equations (6.30) and (6.31) for voltage
and current can be derived using (6.25) and (6.26):

𝐿 · 𝐶𝜕2𝑢(𝑥, 𝑡)

𝜕𝑡2
− 𝜕2𝑢(𝑥, 𝑡)

𝜕𝑥2
= 0 , (6.30)

𝐿 · 𝐶𝜕2𝑖(𝑥, 𝑡)

𝜕𝑡2
− 𝜕2𝑖(𝑥, 𝑡)

𝜕𝑥2
= 0 . (6.31)

6.9.4 Lossless telegraph equation model

The model of the lossless telegraph line (Figure 6.39) consists of an infinite number of
connected segments (Figure 6.38). The number of segments of the telegraph line is denoted
as 𝑆.

𝑢0

𝑅1 𝐿1𝑖1

𝐶1𝑢𝐶1

Segment 1

𝑖2 𝑖𝑆−1

𝐶𝑆−1𝑢𝐶𝑆−1

𝐿𝑆𝑖𝑆

𝐶𝑆𝑢𝐶𝑆

Segment S

𝑖𝑆+1

𝑅2

Figure 6.39: Lossless model of the line – series of 𝑆 segments.

The model can be described using the equations below. For the first segment,

𝑢′𝐶1
=

1

𝐶1
(𝑖1 − 𝑖2) ,

𝑖′1 =
1

𝐿1
(𝑢0 − 𝑢𝐶1 −𝑅1 · 𝑖1) ,

(6.32)

where 𝑢0 is the input voltage of the system, 𝑢𝐶1 is the voltage on the first capacitor and
𝑖1 is the current that flows through the first inductor. The resistor 𝑅1 represents the input
load of the transmission line. Equations for the following segments are very similar to each
other. For the next segments

𝑢′𝐶𝑘
=

1

𝐶𝑘
(𝑖𝑘 − 𝑖𝑘+1) ,

𝑖′𝑘 =
1

𝐿𝑘
(𝑢𝐶𝑘−1

− 𝑢𝐶𝑘
) ,

(6.33)

where 𝑘 ∈ ⟨2, 𝑆⟩. The last segment of the line ends with an output load, simulated by the
resistor 𝑅2

𝑖𝑆+1 =
1

𝑅2
𝑢𝐶𝑆

. (6.34)

Note that all differential equations have initial conditions equal to zero.
The model can be represented as the linear system of ODEs in the matrix-vector nota-

tion,
y′ = Ay + b, y(0) = y0 , (6.35)
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where A is the sparse matrix, y is the vector of voltages and currents, and b is the right-
hand-side vector. The block structure of the matrix A, vectors y and b is

A =

(︂
A11 A12

A21 A22

)︂
, y =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑢𝐶1

...
𝑢𝐶𝑆

𝑖1
...
𝑖𝑆

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, b =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
...
0
𝑢0
𝐿1...
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.36)

where A11, A12, A21 and A22 are individual block matrices of size 𝑆 × 𝑆

A11 =

⎛⎜⎝0 0 · · · 0
...

...
...

...
0 0 · · · −1

𝑅2𝐶𝑆

⎞⎟⎠

A12 =

⎛⎜⎜⎜⎜⎝
1
𝐶1

−1
𝐶1

0 · · · · · · 0

0 1
𝐶2

−1
𝐶2

0 · · ·
...

...
...

...
...

...
...

0 · · · · · · · · · · · · 1
𝐶𝑆

⎞⎟⎟⎟⎟⎠

A21 =

⎛⎜⎜⎜⎜⎝
−1
𝐿1

0 0 · · · · · · 0

1
𝐿2

−1
𝐿2

0 0 · · ·
...

0 1
𝐿3

−1
𝐿3

0 · · ·
...

0 · · · · · · · · · 1
𝐿𝑆

−1
𝐿𝑆

⎞⎟⎟⎟⎟⎠

A22 =

⎛⎜⎝
−𝑅1
𝐿1

0 · · · 0
...

...
...

...
0 0 · · · 0

⎞⎟⎠ .

The input voltage 𝑢0 can generally be a constant (DC) or harmonic (AC) signal. In the
case of a DC circuit, the input voltage 𝑢0 is hidden in constant right-hand side b see (6.36).
In the case of an AC circuit, the input voltage 𝑢0 = 𝑈0 sin(𝜔𝑡) can be computed using an
auxiliary system of coupled linear ODEs

𝑢′0 = 𝜔𝑥 , 𝑢0(0) = 0
𝑥′ = −𝜔𝑢0 , 𝑥(0) = 𝑈0 .

(6.37)

For simulation experiments, the parameters are the same: 𝐶1 = 𝐶2 = · · · = 𝐶𝑆 = 1pF,
𝐿1 = 𝐿2 = · · · = 𝐿𝑆 = 10nH (homogeneous lossy telegraph line). The behavior of the
transmission on the line is based on the values of the input (𝑅1) and the output (𝑅2) loads.
If the condition

𝑅1 = 𝑅2 =

√︂
𝐿

𝐶
(6.38)

is satisfied, the line is adjusted. For simulation experiments, the line is adjusted for 𝑅1 =
𝑅2 = 100Ω. The propagation constant per unit length of one segment for the used model
is known 𝑡𝐿𝐶 =

√
𝐿𝐶. Then the total delay of the input signal can be computed as

𝑡𝑑𝑒𝑙𝑎𝑦 = 𝑆 𝑡𝐿𝐶 . The simulation time for all experiments was set 𝑡𝑚𝑎𝑥 = 2 𝑡𝑑𝑒𝑙𝑎𝑦.
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Tolerances for all ode solvers are 𝑅𝑒𝑙𝑇𝑜𝑙 = 1𝑒−10 and 𝐴𝑏𝑠𝑇𝑜𝑙 = 1𝑒−10, the tolerance for
MTSM solvers is 𝑡𝑜𝑙 = 1𝑒−10, integration step ℎ =

√
𝐿𝐶, 𝑚𝑎𝑥𝑂𝑅𝐷 = 64.

Figure 6.40 shows the sparsity pattern of the matrix A and the precalculated matrix
Â. The behavior of the signal for the harmonic input on the line consisting of 100 segments
(𝑆 = 100) and the order of the MTSM are depicted in Figure 6.41.
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(b) Matrix Â precalculated using (4.46)

Figure 6.40: Sparsity patterns of input matrices, telegraph equation, 𝑆 = 100.
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Figure 6.41: Numerical solution and order of MTSM, telegraph equation, 𝑆 = 100, ℎ =
1𝑒−10, 𝑡𝑚𝑎𝑥 = 2𝑒−8.
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6.9.5 Results overview

Table 6.27 shows the number of integration steps and average step sizes for each solver.
The MTSM uses a step size approximately 5 times larger than the TSRK5DP solver and
approximately 1.5 times larger than the TSRK8VR solver. The average order of the MTSM
is 17.

solver # steps average ℎ

MTSM_PRECALC 10000 1.00𝑒−10

MTSM 10000 1.00𝑒−10

TSRK5DP 49720 2.01𝑒−11

TSRK8VR 15141 6.60𝑒−11

Table 6.27: Number of integration steps and average step sizes, telegraph equation.

Tables 6.28 and 6.29 summarize the average efficiency and speedup against the TSRK5DP
for each problem size. The average parallel efficiency is shown in Table 6.28. All solvers,
except the MTSM (for 𝑆 = 1024000), offer an efficiency greater than 50% for all problem
sizes. All solvers are always faster than the TSRK5DP solver, as shown in Table 6.29.
Finally, the MTSM_PRECALC is the fastest of all solvers for all problem sizes.

solver problem size
1024000 2048000

MTSM_PRECALC 115.21 62.15
MTSM 38.59 60.43
TSRK5DP 81.06 109.50
TSRK8VR 91.98 101.77

Table 6.28: Average efficiency (6.4) comparison for 1–32 nodes, telegraph equation.

solver problem size
1024000 2048000

MTSM_PRECALC 4.41 3.57
MTSM 1.26 1.30
TSRK8VR 1.61 1.32

Table 6.29: Average speedup against TSRK5DP (6.3) comparison for 1–32 nodes, tele-
graph equation.

Table 6.30 indicates whether or not the solver calculates the result for a given problem size.
All solvers computed results for all 32 compute nodes for all problem sizes.
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solver problem size
1024000 2048000

MTSM_PRECALC Y Y
MTSM Y Y
TSRK5DP Y Y
TSRK8VR Y Y

Table 6.30: Yes/No table, telegraph equation.

Table 6.31 shows, for each problem size, the number of compute nodes where an effi-
ciency 𝐸 ≥ 50% was achieved. Notice that the parallel efficiency of the MTSM_PRECALC,
TSRK5DP and TSRK8VR solvers is greater than 50% for 1–32 compute nodes for all se-
lected problem sizes. The efficiency of the MTSM solver increases, but cannot reach parallel
efficiency 𝐸 ≥ 50% for all 32 compute nodes.

solver problem size
1024000 2048000

MTSM_PRECALC 32 32
MTSM 6 25
TSRK5DP 32 32
TSRK8VR 32 32

Table 6.31: Maximum number of nodes where efficiency 𝐸 ≥ 50%, telegraph equation.

Table 6.32 shows the maximum number of nodes to use for the calculation with respect to
the speedup-cost ratio, i.e., where the speedup-cost tradeoff curve reaches a maximum.

solver problem size
1024000 2048000

MTSM_PRECALC 32 32
MTSM 32 32
TSRK5DP 16 32
TSRK8VR 16 16

Table 6.32: Parallel cost for all problem sizes and solvers, telegraph equation.

The numerical results for different numbers of ODEs follow. Detailed results can be found
in Appendix C.5.
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6.9.6 𝑆 = 512000
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Figure 6.42: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 512000, telegraph equation.
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Figure 6.43: Parallel cost ratio and speedup-cost ratio, 𝑆 = 512000, telegraph equation.

166



6.9.7 𝑆 = 1024000
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Figure 6.44: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 1024000, telegraph equation.
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Figure 6.45: Parallel cost ratio and speedup-cost ratio, 𝑆 = 1024000, telegraph equation.

6.10 Parallel performance analysis
The roofline model is based on the simplified model of the CPU and hides most of the
architecture-specific complexity and provides insight into architectural bottlenecks and po-
tential application optimizations. The roofline model was first proposed by S. Williams
[174] and then expanded to provide additional insight by addressing all levels of memory/-
cache hierarchy [85]. The model shows the performance of the executed code against its
arithmetic (operational) intensity 𝐴𝐼 = 𝐹/𝑉 [FLOP/B], where 𝐹 is the number of floating
point operations, and 𝑉 is the size of data read or written to memory.

The hardware is viewed as two units. The execution unit that operates at peak perfor-
mance 𝑃𝑝𝑒𝑎𝑘 measured in [FLOPS], which represents the number of floating-point opera-
tions per second, and the data unit, which can store or deliver data at maximum bandwidth
𝑏𝑠 measured in [B/s]. Peak performance and maximum bandwidth are two performance
bottlenecks.
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In the graphical representation of the roofline model, the x-axis represents the arithmetic
(operational) intensity [FLOP/B], and it is a linear function with a slope of 𝑏𝑠. The y-axis
shows the performance [FLOPS]. Both axes have a logarithmic scale.

Fig. 6.46 shows the roofline models of each solver for the heat equation described by
𝑆 = 1024000 ODEs (C.1.4). Roofline models were obtained using Intel Advisor11. In all
cases, the code is memory-bound and compute-bound. It means kernels in that area are
fundamentally compute-bound but have upper memory roofs. The size and color of the
dots in the roofline graph indicate how much of the total program time a loop or function
takes. Small, green dots take up relatively little time, while large, red dots take up the most
time. The red dots in the roofline plots for the MTSM_PREC, TSRK5DP, and TSRK8VR
solvers correspond to the MatMultAdd kernel, and the red dot for MTSM corresponds to the
MatMult kernel. The average computation time is shown in Table 6.33; the MTSM_PREC
solver is the fastest of all solvers.

(a) MTSM (b) MTSM_PREC

(c) TSRK5DP (d) TSRK8VR

Figure 6.46: Roofline models.

Table 6.34 summarizes the results of the performance analysis obtained from the roofline
model for each solver. Measurements were made on one compute node with 36 MPI pro-
cesses. Each roofline model consists of different types and numbers of computational kernels.
In this article, we focus on matrix-vector and matrix-matrix operations with performance
𝑃 ≥ 0.1GFLOPS. The column performance denotes the percentage of the total num-
ber of floating point operations per second with respect to the DP Vector FMA (Fused
Multiply-Add) Peak. The FMA instruction can execute two operations – multiplication,
and addition in one cycle. The average DP Vector FMA Peak is 79.44GFLOPS.

The column bandwidth represents the percentage of DRAM memory bandwidth on a
given machine. The average DRAM bandwidth is 15.23 [GB/s]. Notice that the bandwidth
of the MatMultAdd kernels for TSRK5DP, and TSRK8VR solvers is 76.43% and 80.89%
of DRAM and corresponds to the evaluation of y′ = Ay + b. The bandwidth of the

11https://www.intel.com/content/www/us/en/developer/tools/oneapi/advisor.html
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MatMatMult kernel for MTSM_PREC solver is 96.6% and represents the precalculation of
the matrix Â (4.45). The bandwidth of the MatMult kernel for the MTSM solver is 101.44%
and represents the calculation of Taylor series terms (4.32). The size of the sparse matrix
A is 40MB, and the size of each vector b and y0 is 8MB. The matrix A does not fit in
the cache. Therefore, the kernels are bounded by DRAM bandwidth.

The AI stands for Arithmetic Intensity [FLOP/B]. The typical arithmetic intensity for
stencils arising from PDEs is very low, typically 0.1–1.0FLOP/B. The number of nonzeroes
of the sparse matrix A is 0.0003%, and for the sparse matrix Â is 0.005%. The application
is compute bound when 𝐴𝐼 = 5.21FLOP/B. The AI of compute kernels listed in Table 6.34
is an order of magnitude lower than 5.21FLOP/B.

Table 6.35 shows the total computation time, time spent running application code
(columns denoted as CPU) and time spent in MPI calls (columns denoted as MPI). The
results were measured using the Allinea Performance Reports12 on eight nodes, eight
MPI processes per node, therefore 64 processes in total. Note that the amount of time
spent in CPU and MPI varies between solvers. Taylor-series-based solvers MTSM and
MTSM_PREC spend an average of 72% on CPU and 28% on MPI. In contrast, Runge-
Kutta solvers TSRK5DP and TSRK8VR spend, on average, 82% on CPU and 18% on
MPI. The MTSM_PREC solver spends more time on MPI communication than Runge-
Kutta solvers but is still the fastest of all solvers.

solver # processes (avgtime) [s]
36 144 288 432 576 720 864 1008 1152

MTSM_PREC 30.80 6.83 2.95 1.51 1.02 0.63 0.52 0.45 0.43
MTSM 63.15 17.59 11.21 9.09 8.74 9.51 8.34 8.74 8.76
TSRK5DP 102.29 12.01 6.20 4.46 3.70 4.15 3.05 2.81 2.43
TSRK8VR 166.29 21.08 10.05 6.81 5.48 4.80 4.07 3.88 3.65

Table 6.33: Average time, 36 processes per node, 32 nodes, 1152 processes in total.

Solver Name Kernel Performance
[% of FMA peak]

Bandwidth
[% of DRAM]

AI
[FLOP/B]

MTSM MatMult y = A · 𝑥 6.03 101.44 0.31
MatMultAdd y = 𝑥2 +A · 𝑥1 4.83 87.66 0.29

MTSM_PREC

MatMultAdd (calc) y = 𝑥2 +A · 𝑥1 5.75 35.18 0.19
MatAXPY (precalc) A = 𝑐 ·B+A 2.40 3.03 0.05
MatMatMult (precalc) C = A ·B 5.72 96.6 0.05
MatMult (precalc) y = A · 𝑥 1.39 23.31 0.31

TSRK5DP MatMultAdd y = 𝑥2 +A · 𝑥1 4.21 76.43 0.29
TSRK8VR MatMultAdd y = 𝑥2 +A · 𝑥1 4.45 80.89 0.29

Table 6.34: Roofline model data, 36 processes per node.

Table 6.36 shows the ratios with respect to the MTSM_PRECALC solver. MTSM and
TSRK8VR use approximately four times more computation time than the MTSM_PRECALC
method. The TSRK5DP method requires approximately three times more computation
time than MTSM_PRECALC.

12https://docs.it4i.cz/software/debuggers/allinea-performance-reports
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Solver Time [s] CPU [s] CPU [%] MPI [s] MPI [%]
MTSM 46 31.28 68.00 14.67 31.90
MTSM_PREC 12 9.16 76.30 2.82 23.50
TSRK5DP 32 25.86 80.80 6.14 19.20
TSRK8VR 48 40.22 83.80 7.73 16.10

Table 6.35: Performance reports, eight nodes, eight processes per one node, 64 processes in
total.

Solver Time
(Ratio)

CPU [s]
(Ratio)

CPU [%]
(Ratio)

MPI [s]
(Ratio)

MPI [%]
(Ratio)

MTSM 3.83 3.41 0.89 5.20 1.36
TSRK5DP 2.66 2.82 1.06 2.18 0.82
TSRK8VR 4.00 4.39 1.10 2.74 0.69

Table 6.36: Performance reports, eight nodes, eight processes per one node, 64 processes in
total, 𝑅𝑎𝑡𝑖𝑜 = solver/MTSM_PRECALC .
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Chapter 7

Conclusion

This thesis dealt with the parallel numeric solution of partial differential equations. All the
objectives of the work were fulfilled.

1. To analyze and evaluate the suitability of the higher-order Taylor series-based method
for the solution of ordinary and partial differential equations.

• The higher-order Taylor series-based method (MTSM) was introduced and de-
scribed in Chapter 4 The stability boundaries of the MTSM and other state-of-
the-art methods are analyzed in Chapter 3 and Appendix B.

• The suitability of the MTSM for solving ordinary differential equations is clearly
demonstrated in research articles, for example [pp2, pp13, pp21, pp22, pp28].
All numerical experiments are solved using the MTSM and the state-of-the-
art MATLAB solvers, namely, ode23 (Bogacki-Shampine 3(2) method), ode45
(Dormand-Prince 5(4)), and ode113 (VSVO Adams-Bashforth-Moulton PECE
solver of orders 1 to 13).

– Publication [pp22] deals with linear and nonlinear MTSM and presents a
set of practical examples such as the movement of the charged particle, the
calculation of Fourier coefficients, and the Kepler problem. This publication
extends [pp21].

– Publication [pp28] focuses on linear and nonlinear (quadratic) ODEs solved
by MTSM and carefully analyzes the van der Pol oscillator.

– Publication [pp13] presents the solution to linear and nonlinear problems.
The telegraph line represents a linear problem, whereas the Lorenz system
is the nonlinear one.

– Publication [pp2] analyzes the hardware representation for the solution of
ODEs and compares the number of operations of Runge-Kutta and MTSM
methods.

• The suitability of the MTSM for solving partial differential equations is demon-
strated in the following research articles:

– Publications [pp2, pp8, pp18] show the experiments with wave equation
implemented in MATLAB and focus on different types of finite difference
formulas derived from the Taylor series, namely, backward, forward, and
central. The spatial step size and the order of the finite difference formula
influence the accuracy of the calculation. The publications show several
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experiments with different types and orders of finite difference formulas to-
gether with errors in spatial and time domains.

– Publications [pp11, pp18] demonstrate MATLAB experiments with wave
equation discretized using seven-point difference formula in the spatial do-
main and different precision settings.

– Publication [pp9] discusses the influence of arithmetic (8B, 16B, 32B, and
64B) on the accuracy of forward and central finite difference formulas.

– Publications [pp3, pp4] introduce the hardware representation of the wave
equation.

– Publications [pp13, pp26] deal with the different sizes of the telegraph equa-
tion and compare the simulation results of MTSM with fixed integration
step or fixed number of steps with the state-of-the-art Runge-Kutta solvers,
namely, ode23, ode45, and ode113.

– Publications [pp10, pp26] compare simulation results not only with the state-
of-the-art Runge Kutta solvers, but also with the second-order implicit in-
tegration methods in LTSpice such as Gear, the trapezoidal method, and
modified trapezoidal methods.

– Publication [pp8] shows the first experiments with a telegraph equation with
100 segments using TKSL.

2. To propose, implement and deploy the Taylor series-based parallel method on an HPC
cluster.

• The parallel implementation approach of the MTSM is described in Section 4.9
and publications [pp14, pp16, pp17, pp24]. The matrix Â is precalculated only
once before the calculation starts. This approach considerably eliminates the
dependency between the terms of the Taylor series.

• The MTSM is a VSVO method and allows the use of a larger integration step
for the calculation than the state-of-the-art methods.

3. To experimentally evaluate the proposed method using the selected class of the second-
order linear partial differential equations discretized in the spatial domain by finite
difference formulas of different orders. Compare obtained results with the state-of-
the-art numerical methods.

• During my internship at Università della Svizzera italiana in Switzerland, the
first experiments on the ICS cluster were carried out. When computing on
multiple compute nodes, there was a significant increase in computation time
compared to computing on a single node. The increase was probably due to the
TCP communication between the nodes. Therefore, the Barbora supercomputer
cluster was used for further experiments. The results are published in papers
[pp14] and [pp16].

• The parallel higher-order Taylor series-based method was implemented using the
PETSc library and tested on the Barbora supercomputer cluster (IT4Innovations
National Supercomputing Center, Ostrava, Czech Republic) using 32 compute
nodes (36 MPI processes per node) as described in Chapter 6.

• Numerical experiments were performed on a selected class of the second-order
linear PDE. Note that the heat and wave equations were discretized in the spatial
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domain by finite difference formulas of different orders. The analyzed problems
are the following:

– Heat-3 – heat equation discretized with the three-point central difference
formula (Sections 6.5 and C.1),

– Heat-5 – heat equation discretized with the five-point central difference
formula (Sections 6.6 and C.2),

– Wave-3 – wave equation discretized with the three-point central difference
formula (Sections 6.7 and C.3),

– Wave-5 – wave equation discretized with the three-point central difference
formula (Sections 6.8 and C.4),

– Telegraph – telegraph equation that represents a telegraph line (Sections 6.9
and C.5).

• Several numerical experiments were performed with different input data sizes
for each selected problem type. Typical data sizes were 128000, 256000, 512000,
1024000 and 2048000 ODEs.

• For each size of the input data, four solvers compute the given problem type.
Namely, MTSM (classical implementation of MTSM), MTSM_PRECALC (MTSM
with precalculation of Tayor series terms), TSRK5DP (Dormand-Prince 5(4)
method, ode45 in MATLAB) and TSRK8VR (Verner Runge-Kutta method of
orders 8(7).

• For each numerical experiment, parallel performance metrics and parallel-cost
metrics were evaluated (see Section 5.6). Performance metrics are average com-
putation time, parallel efficiency, parallel speedup, and speedup against the state-
of-the-art Dormand-Prince 5(4) Runge-Kutta method (TSRK5DP solver). The
parallel cost metrics are parallel cost, parallel cost ratio, and parallel speedup-cost
ratio.

• The performance analysis results obtained from the roofline model for each solver
are summarized in Section 6.10.

• Publication [pp24] focuses on the heat equation discretized in the spatial domain
with the three-point central difference formula. The problem size is 1024000
ODEs. Parallel performance metrics are analyzed, together with roofline models
for all selected solvers and performance reports.

• Publication [pp17] shows the experiments with a heat equation with 256000
ODEs and analyzes its parallel performance metrics. The numerical experiments
are performed on the Barbora supercomputer cluster, IT4Innovations National
Supercomputing Center, using 32 compute nodes (36 MPI processes per node).
The numerical results are compared with the TSRK5DP and TSRK8VR Runge-
Kutta solvers.
The results can be summarized with respect to several aspects:

• Given the average computation time:
– The MTSM_PRECALC is the fastest solver for all selected problem types.
– Although MTSM suffers from computational dependencies between the terms

of the Taylor series, it can provide results comparable or even better than
TSRK5DP or TSRKVR, especially for Wave-3, Wave-5, and Telegraph.
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– The behavior of the TSRK5DP and TSRK8VR solvers is comparable, al-
though, in some cases, the TSRK8VR solver is slightly slower than TSRK5DP.

• Given the ability to provide results for all 1–32 compute nodes:
– The MTSM_PRECALC solver always computed results for all 32 compute

nodes for all selected problem types.
– The MTSM solver always provided results for Heat-3, Heat-5, and Telegraph.

For the Wave-3, it did not calculate results for all 32 nodes for 𝑆 = 2048000.
For Wave-5, for 𝑆 ≥ 1024000.

– The TSRK5DP and TSRK8VR solvers always provided results for all 32
compute nodes forHeat-3, Heat-5, and Telegraph. In the case of Wave-3 and
Wave-5, they did not calculate the results for all 32 nodes for problem sizes
𝑆 ≥ 512000.

• Given the maximum number of compute nodes where parallel efficiency 𝐸 ≥ 50%
for all 32 compute nodes:

– The MTSM_PRECALC solver provides 𝐸 ≥ 50% for Heat-3 and Heat-5.
For Wave-3, 𝐸 ≥ 50% is for problem sizes 𝑆 ≥ 512000, for Wave-5, for
𝑆 ≥ 256000.

– The MTSM solver provides 𝐸 ≥ 50% for Heat-5 for 𝑆 = 2048000.
– The TSRK5DP solver provides 𝐸 ≥ 50% for Heat-3 and Heat-5 for 𝑆 ≥

512000 and for Telegraph.
– The TSRK5DP solver provides 𝐸 ≥ 50% for Heat-3 and Heat-5 for 𝑆 =

512000 and 𝑆 = 1024000, and for Telegraph.
• Given the speedup-cost curve reaches 32 compute nodes (i.e., it is worth allocat-

ing 32 compute nodes):
– The MTSM_PRECALC solver: for Heat-3, Heat-5, and Telegraph for all

problem sizes. For Wave-3 and Wave-5 for problem sizes 𝑆 ≥ 512000.
– The MTSM solver: for Telegraph for all problem sizes.
– The TSRK5DP solver: for Telegraph, 𝑆 = 2048000.
– The TSRK8VR solver: for Heat-3, where 𝑆 = 1024000, and for Heat-5,

where 𝑆 = 512000 and 𝑆 = 1024000.

4. Discuss the achieved results and suggest possible extensions.

• The results are discussed and carefully described in Chapter 6 and Appendix C,
and summarized in this chapter.

• Future work and possible extensions are outlined in Section 7.1.
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7.1 Future work
There are several directions on how to develop further the research results, mainly related
to the MTSM for solving systems of ODEs:

• Stopping-rule analysis. In the current implementation, the calculation of the current
integration step is terminated if the norm of the absolute value of the last three con-
secutive Taylor series terms is less than or equal to the required accuracy 𝜀 (4.13). An
interesting experiment could be to use more or fewer Taylor series terms in the ter-
mination condition of the integration step and observe how the order and integration
step of the method change.

• Reducing computation time by monitoring Taylor series terms. In some problems,
the last Taylor series terms can be omitted. If the absolute value of the currently
calculated term of the Taylor series is less than the required accuracy, then the value
of this term is considered to be zero. In the next integration step, this term is not
included in the calculation. The calculation of the integration step ends if all terms
of the Taylor series have zero value. This approach promises to reduce the order of
the method.

• Improving the integration stepsize control. In the current implementation, the step is
halved during the calculation if the maximum order of the method is exceeded. The
three following approaches to finer control of the integration step size can include:

1. Define 𝑚𝑖𝑛𝑂𝑅𝐷 and 𝑚𝑎𝑥𝑂𝑅𝐷 thresholds. If the order of the method in the
currently calculated integration step is less than the required lower threshold
𝑚𝑖𝑛𝑂𝑅𝐷, then the integration step is increased by a factor of 𝑓 . Analogously,
if the order of the method is greater than the upper threshold 𝑚𝑎𝑥𝑂𝑅𝐷, the
integration step is decreased by a factor of 𝑓 .

2. Maintaining the halving-stepsize history. If the integration step size in the cur-
rent time step is not halved, this information is stored. If an integration step is
not halved during several consecutive integration steps, the integration step can
be increased by the selected factor (e.g., doubled).

3. Combination of approaches mentioned above. That means defining the 𝑚𝑖𝑛𝑂𝑅𝐷
and 𝑚𝑎𝑥𝑂𝑅𝐷 thresholds and maintaining the history of halving the integration
step.

• Support variable-precision arithmetic. The variable-precision arithmetic can be ben-
eficial in problems requiring long-term integration or extremely accurate numerical
simulations.

• Two- and three-dimensional PDEs. The two and three-dimensional PDEs can be
analyzed. Two- and three-dimensional PDEs can model systems with more complex
spatial relationships and interactions than one-dimensional PDEs.

• Parallelization of nonlinear problems. Detailed analysis of computational dependen-
cies will be required.
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Appendix A

Finite difference coefficients

The finite difference coefficients for the forward and backward finite difference formulas are
in Tables A.1 and A.2, respectively.

M O stencil x-coordinates
0 1 2 3 4 5 6 7 8

1

1 −1 1
2 −3

2 2 −1
2

3 −11
6 3 −3

2
1
3

4 −25
12 4 −3 4

3 −1
4

5 −137
60 5 −5 10

3 −5
4

1
5

6 −49
20 6 −15

2
20
3 −15

4
6
5 −1

6
7 −363

140 7 −21
2

35
3 −35

4
21
5 −7

6
1
7

8 −761
280 8 −14 56

3 −35
2

56
5 −14

3
8
7 −1

8

2

1 1 −2 1
2 2 −5 4 −1
3 35

12 −26
3

19
2 −14

3
11
12

4 15
4 −77

6
107
6 −13 61

12 −5
6

5 203
45 −87

5
117
4 −254

9
33
2 −27

5
137
180

6 469
90 −223

10
879
20 −949

18 41 −201
10

1019
180 − 7

10
7 1916

327 −962
35

621
10 −4006

45
691
8 −282

5
2143
90 −206

35
363
560

3

1 −1 3 −3 1
2 −5

2 9 −12 7 −3
2

3 −17
4

71
4 −59

2
49
2 −41

4
7
4

4 −49
8 29 −461

8 62 −307
8 13 −15

8
5 −967

120
638
15 −3929

40
389
3 −2545

24
268
5 −1849

120
29
15

6 −801
80

349
6 −18353

120
2391
10 −1457

6
4891
30 −561

8
527
30 −469

240

4

1 1 −4 6 −4 1
2 3 −14 26 −24 11 −2
3 35

6 −31 137
2 −242

3
107
2 −19 17

6
4 28

3 −111
2 142 −1219

6 176 −185
2

82
3 −7

2
5 1069

80 −1316
15

15289
60 −2144

5
10993
24 −4772

15
2803
20 −536

15
967
240

Table A.1: Coefficients for forward finite difference formulas, 𝑀 = 4, 𝑁 = 8, 𝑥0 = 0.
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M O stencil x-coordinates
−8 −7 −6 −5 −4 −3 −2 −1 0

1

1 −1 1
2 1

2 −2 3
2

3 −1
3

3
2 −3 11

6
4 1

4 −4
3 3 −4 25

12
5 −1

5
5
4 −10

3 5 −5 137
60

6 1
6 −6

5
15
4 −20

3
15
2 −6 49

20
7 −1

7
7
6 −21

5
35
4 −35

3
21
2 −7 363

140
8 1

8 −8
7

14
3 −56

5
35
2 −56

3 14 −8 761
280

2

1 1 −2 1
2 −1 4 −5 2
3 11

12 −14
3

19
2 −26

3
35
12

4 −5
6

61
12 −13 107

6 −77
6

15
4

5 137
180 −27

5
33
2 −254

9
117
4 −87

5
203
45

6 − 7
10

1019
180 −201

10 41 −949
18

879
20 −223

10
469
90

7 363
560 −206

35
2143
90 −282

5
691
8 −4006

45
621
10 −962

35
1916
327

3

1 1 −3 3 −1
2 3

2 −7 12 −9 5
2

3 −7
4

41
4 −49

2
59
2 −71

4
17
4

4 15
8 −13 307

8 −62 461
8 −29 49

8
5 −29

15
1849
120 −268

5
2545
24 −389

3
3929
40 −638

15
967
120

6 469
240 −527

30
561
8 −4891

30
1457
6 −2391

10
18353
120 −349

6
801
80

4

1 1 −4 6 −4 1
2 −2 11 −24 26 −14 3
3 17

6 −19 107
2 −242

3
137
2 −31 35

6
4 −7

2
82
3 −185

2 176 −1219
6 142 −111

2
28
3

5 967
240 −536

15
2803
20 −4772

15
10993
24 −2144

5
15289
60 −1316

15
1069
80

Table A.2: Coefficients for backward finite difference formulas, 𝑀 = 4, 𝑁 = 8, 𝑥0 = 0.
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Appendix B

Higher-order Taylor series method

Tables B.1 and B.2 show the intersections of MTSM for orders 26–45 and 46–64, respectively.

Order |SR| |SI|
26 −11.06 ±11.23

27 −11.43 ±8.13

28 −11.81 ±9.74

29 −12.18 ±11.28

30 −12.55 ±12.43

31 −12.92 ±13.09

32 −13.30 ±9.70

33 −13.67 ±11.31

34 −14.04 ±12.88

35 −14.41 ±14.16

36 −14.78 ±14.92

37 −15.16 ±15.09

38 −15.53 ±12.88

39 −15.90 ±14.46

40 −16.27 ±15.85

41 −16.63 ±16.72

42 −17.05 ±17.13

43 −17.39 ±14.45

44 −17.73 ±16.04

45 −18.22 ±17.51

Table B.1: 𝑆𝑅 and 𝑆𝐼 intersections of MTSM for orders 26–45.
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Order |SR| |SI|
46 −18.37 ±18.50

47 −18.00 ±19.03

48 −19.05 ±16.02

49 −18.48 ±17.61

50 −21.21 ±19.13

51 −21.77 ±20.26

52 −22.57 ±20.89

53 −23.01 ±17.59

54 −18.60 ±19.18

55 −24.51 ±20.73

56 −21.82 ±21.98

57 −25.54 ±22.72

58 −17.77 ±19.16

59 −26.89 ±20.75

60 −27.12 ±22.32

61 −27.18 ±23.68

62 −28.73 ±24.52

63 −28.63 ±24.89

64 −30.28 ±22.32

Table B.2: 𝑆𝑅 and 𝑆𝐼 intersections of MTSM for orders 46–64.

Tables B.3 and B.4 of generating system of ODEs follow.
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Generated function Generating ODEs Initial conditions
1. 𝑦1 = 𝑡 𝑦′1 = 1 𝑦1(0) = 0

2. 𝑦1 = 𝑡+ 𝑎 𝑦′1 = 1 𝑦1(0) = 𝑎

3. 𝑦1 = 𝑡2
𝑦′1 = 𝑦2
𝑦′2 = 2

𝑦1(0) = 0
𝑦2(0) = 0

𝑦1 = 𝑦2
𝑦′1 = 𝑦2𝑦

′

𝑦′2 = 2𝑦′
𝑦1(0) = 𝑦20
𝑦2(0) = 2𝑦0

4. 𝑦1 = 𝑡3
𝑦′1 = 𝑦2
𝑦′2 = 𝑦3
𝑦3′ = 6

𝑦1(0) = 0
𝑦2(0) = 0
𝑦3(0) = 0

𝑦1 = 𝑦3
𝑦′1 = 𝑦2𝑦

′

𝑦′2 = 𝑦3𝑦
′

𝑦′3 = 6𝑦′

𝑦1(0) = 𝑦30
𝑦2(0) = 3𝑦20
𝑦3(0) = 6𝑦0

5.
𝑦1 = 𝑡𝑛

𝑛 ∈ N

𝑦′1 = 𝑦2
𝑦′2 = 𝑦3
...
𝑦′𝑛 = 𝑛!

𝑦1(0) = 0
𝑦2(0) = 0
...
𝑦𝑛(0) = 0

𝑦1 = 𝑦𝑛

𝑦′1 = 𝑦2𝑦
′

𝑦′2 = 𝑦3𝑦
′

...
𝑦′𝑛 = 𝑛!𝑦′

𝑦1(0) = 𝑦𝑛0
𝑦2(0) = 𝑛𝑦𝑛−1

0
...
𝑦𝑛(0) = 𝑛!𝑦0

6. 𝑦1 = 𝑒𝑎𝑡 𝑦′1 = 𝑎𝑦1 𝑦1(0) = 1
𝑦1 = 𝑒𝑎𝑦 𝑦′1 = 𝑎𝑦1𝑦

′ 𝑦1(0) = 𝑒𝑎𝑦0

7. 𝑦1 = sin 𝑡
𝑦′1 = 𝑦2
𝑦′2 = −𝑦1

𝑦1(0) = 0
𝑦2(0) = 1

𝑦1 = sin 𝑦
𝑦′1 = 𝑦2𝑦

′

𝑦′2 = −𝑦1𝑦
′

𝑦1(0) = sin 𝑦0
𝑦2(0) = cos 𝑦0

8. 𝑦1 = cos 𝑡
𝑦′1 = 𝑦2
𝑦′2 = −𝑦1

𝑦1(0) = 1
𝑦2(0) = 0

𝑦1 = cos 𝑦
𝑦′1 = 𝑦2𝑦

′

𝑦′2 = −𝑦1𝑦
′

𝑦1(0) = cos 𝑦0
𝑦2(0) = − sin 𝑦0

9. 𝑦1 = tan 𝑡 𝑦′1 = 𝑦′ + 𝑦1𝑦1 𝑦1(0) = 0
𝑦1 = tan 𝑦 𝑦′1 = 𝑦′ + 𝑦1𝑦1𝑦

′ 𝑦1(0) = tan 𝑦0

10. 𝑦1 = cot (𝑡+ 𝑎) 𝑦′1 = −(1 + 𝑦1𝑦1) 𝑦1(0) = cot 𝑎
𝑦1 = cot (𝑦 + 𝑎) 𝑦′1 = −(𝑦′ + 𝑦1𝑦1𝑦

′) 𝑦1(0) = cot (𝑦0 + 𝑎)

Table B.3: Tables of generating system of ODEs.

200



Generated function Generating ODEs Initial conditions

11. 𝑦1 =
√
𝑡+ 𝑎 𝑦′1 =

1
2

1
𝑦1

𝑦1(0) =
√
𝑎

𝑦1 =
√
𝑦 + 𝑎 𝑦′1 =

1
2

1
𝑦1
𝑦′ 𝑦1(0) =

√
𝑦0 + 𝑎

12. 𝑦1 =
3
√
𝑡+ 𝑎

𝑦′1 =
1
3

1
𝑦2

𝑦′2 = 𝑦3𝑦
′
1

𝑦′3 = 2𝑦′1

𝑦1(0) = 3
√
𝑎

𝑦2(0) = (𝑦0 + 𝑎)
2
3

𝑦3(0) = 2 3
√
𝑦0 + 𝑎

𝑦1 = 3
√
𝑦 + 𝑎

𝑦′1 =
1
3

1
𝑦2
𝑦′

𝑦′2 = 𝑦3𝑦
′
1

𝑦′3 = 2𝑦′1

𝑦1(0) = 3
√
𝑦0 + 𝑎

𝑦2(0) = (𝑦0 + 𝑎)
2
3

𝑦3(0) = 2 3
√
𝑦0 + 𝑎

13. 𝑦1 =
𝑛
√
𝑡+ 𝑎

𝑦′1 =
1
𝑛

1
𝑦2

𝑦′2 = 𝑦3𝑦
′
1

𝑦′3 = 𝑦4𝑦
′
1

...
𝑦′𝑛 = (𝑛− 1)!𝑦′1

𝑦1(0) = 𝑛
√
𝑎

𝑦2(0) = 𝑎
𝑛−1
𝑛

𝑦3(0) = (𝑛− 1)𝑎
𝑛−2
𝑛

...
𝑦𝑛(0) = (𝑛− 1)!𝑎

1
𝑛

𝑦1 = 𝑛
√
𝑦 + 𝑎

𝑦′1 =
1
𝑛

1
𝑦2
𝑦′

𝑦′2 = 𝑦3𝑦
′
1

𝑦′3 = 𝑦4𝑦
′
1

...
𝑦′𝑛 = (𝑛− 1)!𝑦′1

𝑦1(0) = 𝑛
√
𝑦0 + 𝑎

𝑦2(0) = (𝑦0 + 𝑎)
𝑛−1
𝑛

𝑦3(0) = (𝑛− 1)(𝑦0 + 𝑎)
𝑛−1
𝑛

...
𝑦𝑛(0) = (𝑛− 1)!(𝑦0 + 𝑎)

1
𝑛

14.
𝑦1 = (𝑡+ 𝑎)2

𝑛 ∈ R
𝑦′1 = 𝑛𝑦2𝑦1
𝑦′2 = −𝑦2𝑦2

𝑦1(0) = 𝑎𝑛

𝑦2(0) =
1
𝑎

𝑦1 = (𝑦 + 𝑎)2
𝑦′1 = 𝑛𝑦2𝑦1𝑦

′

𝑦′2 = −𝑦2𝑦2𝑦
′

𝑦1(0) = (𝑦0 + 𝑎)𝑛

𝑦2(0) =
1

𝑦0+𝑎

15. 𝑦1 = ln(𝑡+ 𝑎)
𝑦′1 = 𝑦2
𝑦′2 = −𝑦2𝑦2

𝑦1(0) = ln 𝑎
𝑦2(0) =

1
𝑎

𝑦1 = ln(𝑦 + 𝑎) 𝑦′1 =
𝑦′

𝑦 𝑦1(0) = ln(𝑦0 + 𝑎)

Table B.4: Continued: Tables of generating system of ODEs.
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Appendix C

Results

This chapter contains tables for each numerical experiment, specifically tables for the av-
erage time, parallel efficiency, speedup, speedup against the TSRK5DP solver, and for
information about the input data.

Table cells where the parallel efficiency is greater than or equal to 50% are marked in
bold. Also, the cells of the table showing the speedup ratio with respect to the TSRK5DP
solver where 𝑠𝑝𝑒𝑒𝑑𝑢𝑝 = TSRK5DP/solver ≫ 1 indicates significantly faster computation
using the given solver, are marked in bold.
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C.1 Heat equation – three-point central difference formula
Subsections C.1.1–C.1.5 provide numerical results for 𝑆 = 128000, 𝑆 = 256000, 𝑆 = 512000,
𝑆 = 1024000, and 𝑆 = 2048000, respectively.

C.1.1 𝑆 = 128000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.32 0.81 0.53 0.41 0.35 0.30 0.28 0.26
MTSM 7.49 5.33 4.42 4.23 4.01 4.26 4.29 4.82
TSRK5DP 5.59 3.21 2.37 2.05 1.84 1.74 1.55 1.57
TSRK8VR 9.04 4.87 3.59 3.29 2.71 2.33 2.19 2.09

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.24 0.24 0.28 0.21 0.20 0.27 0.19 0.19
MTSM 4.76 5.09 5.00 4.51 4.90 5.10 5.13 4.80
TSRK5DP 1.58 1.63 1.36 1.35 1.29 1.23 1.25 1.25
TSRK8VR 2.04 1.90 1.78 1.80 1.75 1.91 1.66 1.77

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.13 0.13 0.13 0.13 0.13 0.12 0.12 0.11
MTSM 5.70 5.98 7.21 8.91 8.70 7.94 7.13 6.82
TSRK5DP 1.40 1.16 1.29 1.38 1.15 1.23 1.29 1.24
TSRK8VR 1.78 1.60 1.60 1.55 1.66 1.64 1.51 1.60

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.17 0.11 0.11 0.16 0.16 0.11 0.11 0.11
MTSM 7.63 6.53 5.80 5.69 6.48 5.89 6.16 5.23
TSRK5DP 1.38 1.23 1.24 1.42 1.45 1.38 1.47 1.29
TSRK8VR 1.81 2.24 1.86 1.73 1.70 1.74 1.64 1.63

Table C.1: Average time, 𝑆 = 128000, heat equation, three-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 144.06 146.86 141.65 133.78 126.94 118.04 111.95
MTSM 100.00 70.25 56.53 44.25 37.33 29.28 24.96 19.42
TSRK5DP 100.00 87.14 78.65 68.21 60.67 53.40 51.59 44.43
TSRK8VR 100.00 92.89 83.86 68.73 66.64 64.78 58.97 54.21

324 360 396 432 468 504 540 576
MTSM_PRECALC 105.77 95.91 74.47 91.39 87.37 60.55 80.00 75.90
MTSM 17.48 14.72 13.61 13.85 11.76 10.49 9.72 9.75
TSRK5DP 39.28 34.34 37.28 34.59 33.38 32.47 29.71 28.03
TSRK8VR 49.33 47.67 46.09 41.91 39.79 33.78 36.35 32.00

612 648 684 720 756 792 828 864
MTSM_PRECALC 102.39 99.81 93.64 89.07 84.08 89.98 81.21 85.98
MTSM 7.72 6.96 5.47 4.20 4.10 4.29 4.57 4.58
TSRK5DP 23.53 26.67 22.77 20.29 23.09 20.61 18.79 18.74
TSRK8VR 29.84 31.41 29.83 29.16 25.88 25.04 25.98 23.56

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 53.22 82.25 78.84 52.67 49.98 70.18 69.39 64.31
MTSM 3.93 4.41 4.78 4.70 3.98 4.24 3.92 4.47
TSRK5DP 16.19 17.46 16.65 14.04 13.28 13.45 12.29 13.49
TSRK8VR 19.98 15.56 18.04 18.67 18.33 17.29 17.81 17.38

Table C.2: Efficiency, 𝑆 = 128000, heat equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.88 4.41 5.67 6.69 7.62 8.26 8.96
MTSM 1.00 1.41 1.70 1.77 1.87 1.76 1.75 1.55
TSRK5DP 1.00 1.74 2.36 2.73 3.03 3.20 3.61 3.55
TSRK8VR 1.00 1.86 2.52 2.75 3.33 3.89 4.13 4.34

324 360 396 432 468 504 540 576
MTSM_PRECALC 9.52 9.59 8.19 10.97 11.36 8.48 12.00 12.14
MTSM 1.57 1.47 1.50 1.66 1.53 1.47 1.46 1.56
TSRK5DP 3.54 3.43 4.10 4.15 4.34 4.55 4.46 4.48
TSRK8VR 4.44 4.77 5.07 5.03 5.17 4.73 5.45 5.12

612 648 684 720 756 792 828 864
MTSM_PRECALC 17.41 17.97 17.79 17.81 17.66 19.80 18.68 20.64
MTSM 1.31 1.25 1.04 0.84 0.86 0.94 1.05 1.10
TSRK5DP 4.00 4.80 4.33 4.06 4.85 4.54 4.32 4.50
TSRK8VR 5.07 5.65 5.67 5.83 5.43 5.51 5.98 5.65

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 13.30 21.39 21.29 14.75 14.49 21.05 21.51 20.58
MTSM 0.98 1.15 1.29 1.32 1.16 1.27 1.22 1.43
TSRK5DP 4.05 4.54 4.50 3.93 3.85 4.03 3.81 4.32
TSRK8VR 4.99 4.04 4.87 5.23 5.31 5.19 5.52 5.56

Table C.3: Speedup, 𝑆 = 128000, heat equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.41 3.98 4.50 5.00 5.31 5.72 5.51 6.07
MTSM 0.75 0.60 0.54 0.48 0.46 0.41 0.36 0.33
TSRK8VR 0.62 0.66 0.66 0.62 0.68 0.75 0.71 0.75

324 360 396 432 468 504 540 576
MTSM_PRECALC 6.48 6.72 4.81 6.36 6.30 4.49 6.48 6.52
MTSM 0.33 0.32 0.27 0.30 0.26 0.24 0.24 0.26
TSRK8VR 0.78 0.86 0.76 0.75 0.74 0.64 0.76 0.71

612 648 684 720 756 792 828 864
MTSM_PRECALC 10.48 9.01 9.90 10.57 8.77 10.51 10.41 11.05
MTSM 0.24 0.19 0.18 0.15 0.13 0.16 0.18 0.18
TSRK8VR 0.78 0.73 0.81 0.89 0.69 0.75 0.85 0.78

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 7.91 11.34 11.40 9.03 9.06 12.56 13.59 11.48
MTSM 0.18 0.19 0.21 0.25 0.22 0.24 0.24 0.25
TSRK8VR 0.76 0.55 0.67 0.82 0.85 0.79 0.89 0.80

Table C.4: Speedup against TSRK5DP, 𝑆 = 128000, heat equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
5.12 1.02 1.02 383995 2.34𝑒−03 6527299 3.98𝑒−02

Table C.5: Characteristics of input data, 𝑆 = 128000, heat equation, three-point central
difference formula.

C.1.2 𝑆 = 256000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 8.27 2.42 1.45 0.91 0.66 0.54 0.51 0.43
MTSM 13.17 8.46 6.45 5.76 5.36 5.05 5.29 5.18
TSRK5DP 11.63 5.83 4.13 3.40 2.85 2.53 2.30 2.31
TSRK8VR 19.50 9.61 6.54 5.01 4.17 3.71 3.28 3.07

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.39 0.36 0.34 0.35 0.31 0.29 0.28 0.27
MTSM 5.79 5.55 5.62 5.09 5.38 5.95 5.73 5.43
TSRK5DP 2.09 1.92 1.87 1.83 1.84 1.80 1.61 1.55
TSRK8VR 2.92 2.80 2.57 2.48 2.41 2.42 2.36 2.14

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.21 0.25 0.19 0.25 0.18 0.23 0.18 0.21
MTSM 5.78 5.87 5.92 5.85 6.70 6.43 6.18 5.49
TSRK5DP 1.72 1.62 1.60 1.55 1.52 1.52 1.67 1.46
TSRK8VR 2.06 2.06 2.15 2.13 1.99 1.93 2.01 1.97

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.16 0.16 0.19 0.15 0.15 0.17 0.15 0.15
MTSM 5.91 7.11 6.35 6.47 6.24 6.35 8.90 6.49
TSRK5DP 1.42 1.44 1.38 1.35 1.47 1.45 1.40 1.49
TSRK8VR 2.04 1.86 1.85 1.74 1.73 1.89 1.70 1.66

Table C.6: Average time, 𝑆 = 256000, heat equation, three-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 170.99 190.49 227.43 252.08 254.99 230.85 241.36
MTSM 100.00 77.81 68.12 57.22 49.15 43.48 35.56 31.80
TSRK5DP 100.00 99.79 93.93 85.54 81.49 76.66 72.25 62.81
TSRK8VR 100.00 101.41 99.33 97.36 93.50 87.50 85.05 79.29

324 360 396 432 468 504 540 576
MTSM_PRECALC 238.06 228.55 220.09 195.49 205.44 203.59 199.15 191.99
MTSM 25.26 23.74 21.30 21.56 18.85 15.81 15.33 15.17
TSRK5DP 61.76 60.48 56.40 52.91 48.64 46.15 48.27 47.03
TSRK8VR 74.21 69.64 69.01 65.64 62.17 57.50 55.05 56.82

612 648 684 720 756 792 828 864
MTSM_PRECALC 230.36 185.14 224.17 164.56 214.90 160.58 205.24 161.05
MTSM 13.40 12.47 11.72 11.26 9.36 9.31 9.26 10.00
TSRK5DP 39.84 39.93 38.19 37.60 36.45 34.87 30.31 33.19
TSRK8VR 55.60 52.50 47.76 45.78 46.71 46.04 42.24 41.28

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 201.64 199.06 157.33 191.19 186.90 163.83 177.14 176.99
MTSM 8.92 7.12 7.68 7.27 7.28 6.92 4.77 6.34
TSRK5DP 32.67 30.95 31.31 30.79 27.19 26.66 26.77 24.44
TSRK8VR 38.30 40.36 39.09 39.97 38.94 34.36 36.99 36.70

Table C.7: Efficiency, 𝑆 = 256000, heat equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 3.42 5.71 9.10 12.60 15.30 16.16 19.31
MTSM 1.00 1.56 2.04 2.29 2.46 2.61 2.49 2.54
TSRK5DP 1.00 2.00 2.82 3.42 4.07 4.60 5.06 5.02
TSRK8VR 1.00 2.03 2.98 3.89 4.67 5.25 5.95 6.34

324 360 396 432 468 504 540 576
MTSM_PRECALC 21.43 22.86 24.21 23.46 26.71 28.50 29.87 30.72
MTSM 2.27 2.37 2.34 2.59 2.45 2.21 2.30 2.43
TSRK5DP 5.56 6.05 6.20 6.35 6.32 6.46 7.24 7.52
TSRK8VR 6.68 6.96 7.59 7.88 8.08 8.05 8.26 9.09

612 648 684 720 756 792 828 864
MTSM_PRECALC 39.16 33.32 42.59 32.91 45.13 35.33 47.21 38.65
MTSM 2.28 2.24 2.23 2.25 1.97 2.05 2.13 2.40
TSRK5DP 6.77 7.19 7.26 7.52 7.65 7.67 6.97 7.96
TSRK8VR 9.45 9.45 9.07 9.16 9.81 10.13 9.72 9.91

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 50.41 51.76 42.48 53.53 54.20 49.15 54.91 56.64
MTSM 2.23 1.85 2.07 2.03 2.11 2.08 1.48 2.03
TSRK5DP 8.17 8.05 8.45 8.62 7.89 8.00 8.30 7.82
TSRK8VR 9.58 10.49 10.55 11.19 11.29 10.31 11.47 11.74

Table C.8: Speedup, 𝑆 = 256000, heat equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.41 2.41 2.85 3.74 4.35 4.68 4.49 5.40
MTSM 0.88 0.69 0.64 0.59 0.53 0.50 0.43 0.45
TSRK8VR 0.60 0.61 0.63 0.68 0.68 0.68 0.70 0.75

324 360 396 432 468 504 540 576
MTSM_PRECALC 5.42 5.31 5.49 5.19 5.94 6.20 5.80 5.74
MTSM 0.36 0.35 0.33 0.36 0.34 0.30 0.28 0.28
TSRK8VR 0.72 0.69 0.73 0.74 0.76 0.74 0.68 0.72

612 648 684 720 756 792 828 864
MTSM_PRECALC 8.13 6.52 8.25 6.15 8.29 6.47 9.52 6.82
MTSM 0.30 0.28 0.27 0.26 0.23 0.24 0.27 0.27
TSRK8VR 0.83 0.78 0.75 0.73 0.76 0.79 0.83 0.74

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 8.68 9.04 7.06 8.73 9.66 8.64 9.30 10.18
MTSM 0.24 0.20 0.22 0.21 0.24 0.23 0.16 0.23
TSRK8VR 0.70 0.78 0.74 0.77 0.85 0.77 0.82 0.90

Table C.9: Speedup against TSRK5DP, 𝑆 = 256000, heat equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
10.24 2.05 2.05 767995 1.17𝑒−03 13055299 1.99𝑒−02

Table C.10: Characteristics of input data, 𝑆 = 256000, heat equation, three-point central
difference formula.
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Figure C.1: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 256000, heat equation, three-point central difference formula.
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Figure C.2: Parallel cost ratio and speedup-cost ratio, 𝑆 = 256000, heat equation, three-
point central difference formula.
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C.1.3 𝑆 = 512000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 14.12 6.38 3.74 2.51 1.84 1.41 1.14 0.88
MTSM 25.30 13.93 10.26 8.98 7.57 7.05 6.67 6.65
TSRK5DP 32.04 11.53 7.57 6.21 5.22 4.32 3.73 3.37
TSRK8VR 59.47 20.29 12.42 9.52 8.28 6.69 5.67 5.07

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.76 0.66 0.61 0.59 0.51 0.54 0.46 0.47
MTSM 6.97 6.88 6.59 6.05 6.01 6.37 6.75 5.95
TSRK5DP 3.13 3.01 2.92 2.92 2.58 2.40 2.41 2.34
TSRK8VR 4.66 4.37 4.12 3.76 3.62 3.41 3.33 3.31

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.37 0.35 0.34 0.32 0.32 0.35 0.29 0.28
MTSM 6.40 6.34 6.23 6.59 6.81 7.40 6.49 6.02
TSRK5DP 2.08 2.11 2.21 2.09 2.01 2.00 2.13 2.05
TSRK8VR 3.19 3.07 2.92 2.77 2.87 2.85 2.76 2.51

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.28 0.27 0.25 0.25 0.24 0.34 0.23 0.23
MTSM 6.31 6.98 6.59 6.61 6.52 6.87 7.34 6.40
TSRK5DP 1.99 2.05 1.82 1.94 1.80 1.74 1.78 1.72
TSRK8VR 2.52 2.57 3.27 2.54 2.51 2.56 2.50 2.69

Table C.11: Average time, 𝑆 = 512000, heat equation, three-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 110.59 125.79 140.84 153.73 166.81 176.70 200.27
MTSM 100.00 90.83 82.19 70.45 66.81 59.79 54.19 47.56
TSRK5DP 100.00 138.98 141.02 128.99 122.67 123.72 122.78 118.75
TSRK8VR 100.00 146.52 159.56 156.22 143.62 148.07 149.94 146.60

324 360 396 432 468 504 540 576
MTSM_PRECALC 207.40 212.57 209.68 199.22 211.02 185.17 205.93 189.67
MTSM 40.33 36.80 34.88 34.87 32.37 28.39 24.99 26.58
TSRK5DP 113.90 106.48 99.83 91.28 95.54 95.25 88.51 85.74
TSRK8VR 141.85 136.19 131.10 131.64 126.42 124.62 119.12 112.17

612 648 684 720 756 792 828 864
MTSM_PRECALC 223.75 223.94 218.97 219.38 209.74 180.97 214.62 212.78
MTSM 23.26 22.17 21.37 19.20 17.68 15.54 16.95 17.50
TSRK5DP 90.80 84.31 76.17 76.59 76.04 72.93 65.47 65.24
TSRK8VR 109.60 107.68 107.08 107.40 98.65 94.79 93.61 98.78

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 204.06 204.38 205.76 202.58 199.64 137.57 197.13 192.54
MTSM 16.04 13.94 14.23 13.66 13.37 12.28 11.12 12.36
TSRK5DP 64.26 60.16 65.02 58.91 61.24 61.40 58.06 58.08
TSRK8VR 94.47 89.13 67.38 83.65 81.61 77.55 76.68 69.02

Table C.12: Efficiency, 𝑆 = 512000, heat equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.21 3.77 5.63 7.69 10.01 12.37 16.02
MTSM 1.00 1.82 2.47 2.82 3.34 3.59 3.79 3.80
TSRK5DP 1.00 2.78 4.23 5.16 6.13 7.42 8.59 9.50
TSRK8VR 1.00 2.93 4.79 6.25 7.18 8.88 10.50 11.73

324 360 396 432 468 504 540 576
MTSM_PRECALC 18.67 21.26 23.07 23.91 27.43 25.92 30.89 30.35
MTSM 3.63 3.68 3.84 4.18 4.21 3.97 3.75 4.25
TSRK5DP 10.25 10.65 10.98 10.95 12.42 13.33 13.28 13.72
TSRK8VR 12.77 13.62 14.42 15.80 16.43 17.45 17.87 17.95

612 648 684 720 756 792 828 864
MTSM_PRECALC 38.04 40.31 41.60 43.88 44.05 39.81 49.36 51.07
MTSM 3.95 3.99 4.06 3.84 3.71 3.42 3.90 4.20
TSRK5DP 15.44 15.18 14.47 15.32 15.97 16.05 15.06 15.66
TSRK8VR 18.63 19.38 20.35 21.48 20.72 20.85 21.53 23.71

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 51.02 53.14 55.55 56.72 57.90 41.27 61.11 61.61
MTSM 4.01 3.62 3.84 3.83 3.88 3.68 3.45 3.96
TSRK5DP 16.07 15.64 17.56 16.49 17.76 18.42 18.00 18.59
TSRK8VR 23.62 23.17 18.19 23.42 23.67 23.27 23.77 22.09

Table C.13: Speedup, 𝑆 = 512000, heat equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.27 1.81 2.02 2.48 2.84 3.06 3.26 3.83
MTSM 1.27 0.83 0.74 0.69 0.69 0.61 0.56 0.51
TSRK8VR 0.54 0.57 0.61 0.65 0.63 0.64 0.66 0.67

324 360 396 432 468 504 540 576
MTSM_PRECALC 4.13 4.53 4.76 4.95 5.01 4.41 5.28 5.02
MTSM 0.45 0.44 0.44 0.48 0.43 0.38 0.36 0.39
TSRK8VR 0.67 0.69 0.71 0.78 0.71 0.70 0.73 0.70

612 648 684 720 756 792 828 864
MTSM_PRECALC 5.59 6.03 6.52 6.50 6.26 5.63 7.44 7.40
MTSM 0.32 0.33 0.36 0.32 0.29 0.27 0.33 0.34
TSRK8VR 0.65 0.69 0.76 0.76 0.70 0.70 0.77 0.82

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 7.20 7.71 7.18 7.80 7.40 5.08 7.70 7.52
MTSM 0.32 0.29 0.28 0.29 0.28 0.25 0.24 0.27
TSRK8VR 0.79 0.80 0.56 0.76 0.72 0.68 0.71 0.64

Table C.14: Speedup against TSRK5DP, 𝑆 = 512000, heat equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
20.48 4.10 4.10 1535995 5.86𝑒−04 26111299 9.96𝑒−03

Table C.15: Characteristics of input data, 𝑆 = 512000, heat equation, three-point central
difference formula.
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C.1.4 𝑆 = 1024000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 30.51 14.49 9.01 6.35 4.77 3.78 3.10 2.51
MTSM 53.73 26.45 18.15 14.27 12.37 11.10 10.35 9.52
TSRK5DP 97.70 33.48 17.22 12.40 9.36 7.77 6.98 6.15
TSRK8VR 163.04 62.33 34.23 20.95 15.59 13.48 11.11 9.91

324 360 396 432 468 504 540 576
MTSM_PRECALC 2.13 1.86 1.74 1.49 1.38 1.15 1.02 0.94
MTSM 9.69 10.11 9.24 8.05 8.29 8.68 8.11 7.57
TSRK5DP 6.11 5.29 4.84 4.39 4.25 3.98 5.65 3.67
TSRK8VR 9.79 9.22 7.69 6.76 6.30 6.02 6.17 5.47

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.75 0.72 0.68 0.80 0.61 0.62 0.59 0.52
MTSM 7.92 7.87 8.39 7.95 8.00 7.85 7.82 7.47
TSRK5DP 3.61 3.29 3.28 3.13 3.14 3.70 2.97 3.07
TSRK8VR 5.32 4.90 7.24 4.66 4.49 4.48 4.21 3.93

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.49 0.47 0.46 0.57 0.44 0.43 0.47 0.44
MTSM 7.90 7.93 7.69 8.18 8.04 7.66 7.84 7.29
TSRK5DP 2.82 2.86 2.82 2.73 3.39 3.46 2.66 2.34
TSRK8VR 4.06 4.04 4.55 3.53 3.70 3.56 3.54 3.37

Table C.16: Average time, 𝑆 = 1024000, heat equation, three-point central difference for-
mula

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 105.32 112.87 120.16 127.88 134.46 140.79 151.70
MTSM 100.00 101.55 98.66 94.09 86.88 80.69 74.19 70.56
TSRK5DP 100.00 145.91 189.13 197.04 208.65 209.65 199.86 198.63
TSRK8VR 100.00 130.78 158.76 194.52 209.16 201.52 209.71 205.57

324 360 396 432 468 504 540 576
MTSM_PRECALC 159.27 163.68 158.99 170.76 170.60 189.40 198.99 202.25
MTSM 61.62 53.16 52.89 55.64 49.85 44.23 44.19 44.34
TSRK5DP 177.61 184.79 183.69 185.38 176.82 175.14 115.22 166.60
TSRK8VR 185.06 176.92 192.62 201.05 198.92 193.43 176.24 186.28

612 648 684 720 756 792 828 864
MTSM_PRECALC 238.39 235.29 235.51 191.76 238.54 225.05 223.24 244.83
MTSM 39.92 37.93 33.71 33.81 31.99 31.11 29.88 29.97
TSRK5DP 159.28 164.96 156.73 156.16 148.07 119.98 142.96 132.70
TSRK8VR 180.16 184.97 118.44 174.91 172.83 165.55 168.26 173.08

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 247.77 247.32 246.18 190.11 240.78 236.56 210.94 219.01
MTSM 27.22 26.07 25.89 23.47 23.03 23.38 22.10 23.03
TSRK5DP 138.58 131.36 128.46 127.74 99.49 94.10 118.37 130.39
TSRK8VR 160.45 155.24 132.60 164.91 151.92 152.76 148.54 150.97

Table C.17: Efficiency, 𝑆 = 1024000, heat equation, three-point central difference formula
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.11 3.39 4.81 6.39 8.07 9.86 12.14
MTSM 1.00 2.03 2.96 3.76 4.34 4.84 5.19 5.64
TSRK5DP 1.00 2.92 5.67 7.88 10.43 12.58 13.99 15.89
TSRK8VR 1.00 2.62 4.76 7.78 10.46 12.09 14.68 16.45

324 360 396 432 468 504 540 576
MTSM_PRECALC 14.33 16.37 17.49 20.49 22.18 26.52 29.85 32.36
MTSM 5.55 5.32 5.82 6.68 6.48 6.19 6.63 7.09
TSRK5DP 15.98 18.48 20.21 22.25 22.99 24.52 17.28 26.66
TSRK8VR 16.66 17.69 21.19 24.13 25.86 27.08 26.44 29.81

612 648 684 720 756 792 828 864
MTSM_PRECALC 40.53 42.35 44.75 38.35 50.09 49.51 51.34 58.76
MTSM 6.79 6.83 6.40 6.76 6.72 6.84 6.87 7.19
TSRK5DP 27.08 29.69 29.78 31.23 31.09 26.40 32.88 31.85
TSRK8VR 30.63 33.29 22.50 34.98 36.29 36.42 38.70 41.54

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 61.94 64.30 66.47 53.23 69.83 70.97 65.39 70.08
MTSM 6.80 6.78 6.99 6.57 6.68 7.01 6.85 7.37
TSRK5DP 34.64 34.15 34.69 35.77 28.85 28.23 36.70 41.73
TSRK8VR 40.11 40.36 35.80 46.18 44.06 45.83 46.05 48.31

Table C.18: Speedup, 𝑆 = 1024000, heat equation, three-point central difference formula

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 3.20 2.31 1.91 1.95 1.96 2.05 2.26 2.45
MTSM 1.82 1.27 0.95 0.87 0.76 0.70 0.68 0.65
TSRK5DP - - - - - - - -
TSRK8VR 0.60 0.54 0.50 0.59 0.60 0.58 0.63 0.62

324 360 396 432 468 504 540 576
MTSM_PRECALC 2.87 2.84 2.77 2.95 3.09 3.46 5.53 3.89
MTSM 0.63 0.52 0.52 0.55 0.51 0.46 0.70 0.48
TSRK5DP - - - - - - - -
TSRK8VR 0.62 0.57 0.63 0.65 0.67 0.66 0.92 0.67

612 648 684 720 756 792 828 864
MTSM_PRECALC 4.79 4.57 4.81 3.93 5.16 6.01 5.00 5.91
MTSM 0.46 0.42 0.39 0.39 0.39 0.47 0.38 0.41
TSRK5DP - - - - - - - -
TSRK8VR 0.68 0.67 0.45 0.67 0.70 0.83 0.71 0.78

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 5.72 6.03 6.14 4.77 7.75 8.05 5.71 5.38
MTSM 0.36 0.36 0.37 0.33 0.42 0.45 0.34 0.32
TSRK5DP - - - - - - - -
TSRK8VR 0.69 0.71 0.62 0.77 0.92 0.97 0.75 0.69

Table C.19: Speedup against TSRK5DP, 𝑆 = 1024000, heat equation, three-point central
difference formula
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A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
40.96 8.19 8.19 3071995 2.93𝑒−04 52223299 4.98𝑒−03

Table C.20: Characteristics of input data, 𝑆 = 1024000, heat equation, three-point central
difference formula
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Figure C.3: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 1024000, heat equation, three-point central difference formula.
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Figure C.4: Parallel cost ratio and speedup-cost ratio, 𝑆 = 1024000, heat equation, three-
point central difference formula.
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C.1.5 𝑆 = 2048000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 62.53 30.74 19.68 14.60 11.13 9.05 7.55 6.45
MTSM 137.94 55.48 36.29 27.46 21.93 19.52 16.94 15.89
TSRK5DP 240.86 100.26 52.41 33.35 23.43 17.63 14.74 12.57
TSRK8VR 389.80 166.96 94.19 62.15 46.00 35.27 26.74 22.42

324 360 396 432 468 504 540 576
MTSM_PRECALC 5.72 4.95 4.47 3.90 3.72 3.29 2.90 2.62
MTSM 15.30 14.01 13.27 12.73 12.05 11.90 11.69 10.40
TSRK5DP 10.92 9.72 9.37 8.35 7.76 7.36 7.17 6.73
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 2.42 2.18 2.00 1.98 1.79 1.67 1.60 1.58
MTSM 10.87 11.26 10.86 10.19 10.47 10.34 9.83 9.55
TSRK5DP 6.29 5.92 6.36 5.73 5.07 5.17 4.88 5.74
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 1.44 1.59 1.32 1.29 1.08 1.05 0.94 0.94
MTSM 10.45 9.79 11.68 9.68 9.76 9.28 9.55 9.65
TSRK5DP 4.95 4.53 4.32 4.21 4.98 5.09 3.93 4.02
TSRK8VR - - - - - - - -

Table C.21: Average time, 𝑆 = 2048000, heat equation, three-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 101.71 105.92 107.09 112.36 115.11 118.30 121.11
MTSM 100.00 124.32 126.70 125.59 125.79 117.78 116.35 108.48
TSRK5DP 100.00 120.12 153.20 180.57 205.57 227.73 233.45 239.59
TSRK8VR 100.00 116.73 137.94 156.80 169.47 184.18 208.26 217.31

324 360 396 432 468 504 540 576
MTSM_PRECALC 121.46 126.33 127.20 133.56 129.38 135.91 143.64 149.06
MTSM 100.15 98.44 94.51 90.31 88.06 82.81 78.65 82.87
TSRK5DP 245.11 247.82 233.79 240.52 238.88 233.64 224.07 223.62
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 152.18 159.45 164.56 157.86 166.68 170.28 169.85 164.67
MTSM 74.62 68.05 66.83 67.69 62.74 60.63 60.99 60.20
TSRK5DP 225.28 225.91 199.41 210.18 226.15 211.66 214.76 174.93
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 173.96 150.88 175.20 173.31 199.50 198.77 214.62 207.10
MTSM 52.78 54.18 43.74 50.90 48.74 49.53 46.59 44.68
TSRK5DP 194.56 204.38 206.49 204.23 166.65 157.61 197.93 187.16
TSRK8VR - - - - - - - -

Table C.22: Efficiency, 𝑆 = 2048000, heat equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.03 3.18 4.28 5.62 6.91 8.28 9.69
MTSM 1.00 2.49 3.80 5.02 6.29 7.07 8.14 8.68
TSRK5DP 1.00 2.40 4.60 7.22 10.28 13.66 16.34 19.17
TSRK8VR 1.00 2.33 4.14 6.27 8.47 11.05 14.58 17.38

324 360 396 432 468 504 540 576
MTSM_PRECALC 10.93 12.63 13.99 16.03 16.82 19.03 21.55 23.85
MTSM 9.01 9.84 10.40 10.84 11.45 11.59 11.80 13.26
TSRK5DP 22.06 24.78 25.72 28.86 31.05 32.71 33.61 35.78
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 25.87 28.70 31.27 31.57 35.00 37.46 39.07 39.52
MTSM 12.69 12.25 12.70 13.54 13.18 13.34 14.03 14.45
TSRK5DP 38.30 40.66 37.89 42.04 47.49 46.57 49.39 41.98
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 43.49 39.23 47.30 48.53 57.85 59.63 66.53 66.27
MTSM 13.19 14.09 11.81 14.25 14.14 14.86 14.44 14.30
TSRK5DP 48.64 53.14 55.75 57.18 48.33 47.28 61.36 59.89
TSRK8VR - - - - - - - -

Table C.23: Speedup, 𝑆 = 2048000, heat equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 3.85 3.26 2.66 2.28 2.11 1.95 1.95 1.95
MTSM 1.75 1.81 1.44 1.21 1.07 0.90 0.87 0.79
TSRK8VR 0.62 0.60 0.56 0.54 0.51 0.50 0.55 0.56

324 360 396 432 468 504 540 576
MTSM_PRECALC 1.91 1.96 2.10 2.14 2.09 2.24 2.47 2.57
MTSM 0.71 0.69 0.71 0.66 0.64 0.62 0.61 0.65
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 2.60 2.72 3.18 2.89 2.84 3.10 3.05 3.63
MTSM 0.58 0.53 0.59 0.56 0.48 0.50 0.50 0.60
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 3.44 2.84 3.27 3.27 4.61 4.86 4.18 4.26
MTSM 0.47 0.46 0.37 0.44 0.51 0.55 0.41 0.42
TSRK8VR - - - - - - - -

Table C.24: Speedup against TSRK5DP, 𝑆 = 2048000, heat equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
81.92 16.38 16.38 6143995 1.46𝑒−04 104447299 2.49𝑒−03

Table C.25: Characteristics of input data, 𝑆 = 2048000, heat equation, three-point central
difference formula
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C.2 Heat equation – five-point central difference formula
Subsections C.2.1–C.2.5 show numerical results for 𝑆 = 128000, 𝑆 = 256000, 𝑆 = 512000,
𝑆 = 1024000, and 𝑆 = 2048000, respectively.

C.2.1 𝑆 = 128000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.35 0.80 0.53 0.41 0.37 0.31 0.28 0.26
MTSM 5.34 3.74 3.18 2.92 3.10 2.80 2.98 3.09
TSRK5DP 4.17 2.39 1.79 1.49 1.42 1.24 1.40 1.08
TSRK8VR 6.78 3.61 2.72 2.21 1.91 1.95 1.61 1.54

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.24 0.27 0.22 0.21 0.21 0.21 0.21 0.22
MTSM 3.51 3.48 3.57 3.05 3.31 3.42 3.90 3.53
TSRK5DP 1.27 1.09 1.22 1.09 0.96 0.93 0.93 1.04
TSRK8VR 1.60 1.43 1.44 1.36 1.34 1.33 1.26 1.22

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.13 0.13 0.13 0.12 0.12 0.12 0.12 0.12
MTSM 3.90 4.32 5.15 6.24 6.31 5.78 5.28 4.64
TSRK5DP 0.93 0.89 0.95 0.90 0.99 1.08 1.01 1.01
TSRK8VR 1.22 1.16 1.29 1.19 1.13 1.11 1.15 1.08

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.12 0.11 0.11 0.14 0.11 0.11 0.11 0.12
MTSM 5.09 4.60 4.51 4.50 4.75 4.44 4.25 4.06
TSRK5DP 0.86 0.96 0.93 0.87 1.05 0.87 0.95 0.97
TSRK8VR 1.19 1.21 1.10 1.07 1.19 1.08 1.05 1.05

Table C.26: Average time, 𝑆 = 128000, heat equation, five-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 147.68 148.80 144.28 128.08 125.71 119.78 113.49
MTSM 100.00 71.42 56.06 45.73 34.52 31.84 25.66 21.60
TSRK5DP 100.00 87.41 77.78 69.79 58.77 55.90 42.53 48.25
TSRK8VR 100.00 93.97 83.07 76.75 71.12 58.02 60.21 55.00

324 360 396 432 468 504 540 576
MTSM_PRECALC 107.95 85.99 97.11 92.40 87.75 79.69 74.20 68.09
MTSM 16.93 15.35 13.59 14.60 12.43 11.15 9.14 9.45
TSRK5DP 36.63 38.26 30.97 32.00 33.44 32.05 29.75 24.97
TSRK8VR 47.19 47.29 42.83 41.58 38.82 36.37 35.86 34.85

612 648 684 720 756 792 828 864
MTSM_PRECALC 102.70 99.72 97.59 95.18 93.19 88.15 88.70 80.65
MTSM 8.06 6.87 5.46 4.28 4.03 4.20 4.40 4.80
TSRK5DP 26.25 26.15 23.08 23.18 20.15 17.57 17.95 17.13
TSRK8VR 32.69 32.35 27.71 28.39 28.45 27.65 25.71 26.23

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 79.68 83.51 77.78 58.14 74.41 69.18 68.74 60.07
MTSM 4.20 4.47 4.39 4.24 3.88 4.01 4.06 4.11
TSRK5DP 19.33 16.72 16.53 17.03 13.75 16.07 14.20 13.44
TSRK8VR 22.77 21.55 22.84 22.64 19.66 20.84 20.80 20.22

Table C.27: Efficiency, 𝑆 = 128000, heat equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.95 4.46 5.77 6.40 7.54 8.38 9.08
MTSM 1.00 1.43 1.68 1.83 1.73 1.91 1.80 1.73
TSRK5DP 1.00 1.75 2.33 2.79 2.94 3.35 2.98 3.86
TSRK8VR 1.00 1.88 2.49 3.07 3.56 3.48 4.21 4.40

324 360 396 432 468 504 540 576
MTSM_PRECALC 9.72 8.60 10.68 11.09 11.41 11.16 11.13 10.89
MTSM 1.52 1.53 1.50 1.75 1.62 1.56 1.37 1.51
TSRK5DP 3.30 3.83 3.41 3.84 4.35 4.49 4.46 4.00
TSRK8VR 4.25 4.73 4.71 4.99 5.05 5.09 5.38 5.58

612 648 684 720 756 792 828 864
MTSM_PRECALC 17.46 17.95 18.54 19.04 19.57 19.39 20.40 19.36
MTSM 1.37 1.24 1.04 0.86 0.85 0.92 1.01 1.15
TSRK5DP 4.46 4.71 4.39 4.64 4.23 3.87 4.13 4.11
TSRK8VR 5.56 5.82 5.27 5.68 5.97 6.08 5.91 6.30

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 19.92 21.71 21.00 16.28 21.58 20.75 21.31 19.22
MTSM 1.05 1.16 1.19 1.19 1.13 1.20 1.26 1.31
TSRK5DP 4.83 4.35 4.46 4.77 3.99 4.82 4.40 4.30
TSRK8VR 5.69 5.60 6.17 6.34 5.70 6.25 6.45 6.47

Table C.28: Speedup, 𝑆 = 128000, heat equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.78 3.00 3.40 3.67 3.87 3.99 5.00 4.18
MTSM 0.78 0.64 0.56 0.51 0.46 0.44 0.47 0.35
TSRK8VR 0.62 0.66 0.66 0.68 0.74 0.64 0.87 0.70

324 360 396 432 468 504 540 576
MTSM_PRECALC 5.23 3.99 5.57 5.13 4.66 4.41 4.43 4.84
MTSM 0.36 0.31 0.34 0.36 0.29 0.27 0.24 0.30
TSRK8VR 0.79 0.76 0.85 0.80 0.71 0.70 0.74 0.86

612 648 684 720 756 792 828 864
MTSM_PRECALC 6.95 6.77 7.51 7.29 8.21 8.91 8.77 8.36
MTSM 0.24 0.21 0.18 0.14 0.16 0.19 0.19 0.22
TSRK8VR 0.77 0.76 0.74 0.75 0.87 0.97 0.88 0.94

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 7.32 8.87 8.36 6.06 9.61 7.64 8.59 7.93
MTSM 0.17 0.21 0.21 0.19 0.22 0.19 0.22 0.24
TSRK8VR 0.72 0.79 0.85 0.82 0.88 0.80 0.90 0.93

Table C.29: Speedup against TSRK5DP, 𝑆 = 128000, heat equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
5.12 1.02 1.02 383995 2.34𝑒−03 6527299 3.98𝑒−02

Table C.30: Characteristics of input data, 𝑆 = 128000, heat equation, five-point central
difference formula.

C.2.2 𝑆 = 256000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 6.22 2.34 1.38 0.83 0.65 0.55 0.47 0.42
MTSM 9.23 5.86 4.81 3.96 3.92 3.60 3.51 3.48
TSRK5DP 8.83 4.46 3.25 2.56 2.08 1.87 1.70 1.55
TSRK8VR 15.27 7.25 4.68 3.69 3.12 2.84 2.54 2.28

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.39 0.38 0.35 0.44 0.31 0.41 0.35 0.32
MTSM 3.85 3.79 3.76 3.48 3.94 4.09 3.88 3.44
TSRK5DP 1.50 1.58 1.39 1.30 1.61 1.39 1.16 1.29
TSRK8VR 2.12 2.18 1.95 1.79 1.90 1.74 1.63 1.60

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.21 0.20 0.19 0.19 0.18 0.18 0.17 0.17
MTSM 3.97 4.02 4.06 4.11 3.94 4.30 4.23 3.79
TSRK5DP 1.13 1.24 1.15 1.17 1.12 1.23 1.19 1.03
TSRK8VR 1.54 1.65 1.50 1.54 2.16 1.56 1.45 1.55

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.16 0.16 0.16 0.16 0.15 0.15 0.15 0.14
MTSM 4.35 4.29 4.48 4.20 4.67 4.29 4.41 4.29
TSRK5DP 1.17 1.42 1.32 1.43 1.16 1.04 1.05 1.09
TSRK8VR 1.41 2.04 1.42 1.40 1.41 1.42 1.94 1.44

Table C.31: Average time, 𝑆 = 256000, heat equation, five-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 132.90 150.90 186.73 192.52 189.79 190.89 185.08
MTSM 100.00 78.83 64.03 58.21 47.13 42.79 37.59 33.15
TSRK5DP 100.00 99.00 90.66 86.19 84.98 78.65 74.12 71.02
TSRK8VR 100.00 105.30 108.81 103.44 97.95 89.70 85.97 83.82

324 360 396 432 468 504 540 576
MTSM_PRECALC 177.53 165.66 163.11 118.32 156.89 108.44 117.06 123.02
MTSM 26.63 24.34 22.32 22.09 18.02 16.13 15.84 16.77
TSRK5DP 65.59 55.86 57.81 56.40 42.26 45.41 50.72 42.94
TSRK8VR 79.88 70.18 71.03 70.99 61.95 62.87 62.44 59.64

612 648 684 720 756 792 828 864
MTSM_PRECALC 171.13 171.41 168.48 162.72 161.08 157.65 156.37 150.97
MTSM 13.66 12.74 11.96 11.23 11.17 9.76 9.50 10.15
TSRK5DP 46.03 39.42 40.24 37.83 37.39 32.73 32.27 35.65
TSRK8VR 58.53 51.49 53.47 49.43 33.64 44.57 45.74 41.08

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 152.15 148.23 145.81 142.58 139.30 137.81 135.73 134.17
MTSM 8.50 8.28 7.63 7.85 6.82 7.18 6.76 6.73
TSRK5DP 30.16 23.90 24.70 22.06 26.17 28.40 27.24 25.40
TSRK8VR 43.18 28.80 39.70 39.01 37.27 35.83 25.45 33.06

Table C.32: Efficiency, 𝑆 = 256000, heat equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.66 4.53 7.47 9.63 11.39 13.36 14.81
MTSM 1.00 1.58 1.92 2.33 2.36 2.57 2.63 2.65
TSRK5DP 1.00 1.98 2.72 3.45 4.25 4.72 5.19 5.68
TSRK8VR 1.00 2.11 3.26 4.14 4.90 5.38 6.02 6.71

324 360 396 432 468 504 540 576
MTSM_PRECALC 15.98 16.57 17.94 14.20 20.40 15.18 17.56 19.68
MTSM 2.40 2.43 2.45 2.65 2.34 2.26 2.38 2.68
TSRK5DP 5.90 5.59 6.36 6.77 5.49 6.36 7.61 6.87
TSRK8VR 7.19 7.02 7.81 8.52 8.05 8.80 9.37 9.54

612 648 684 720 756 792 828 864
MTSM_PRECALC 29.09 30.85 32.01 32.54 33.83 34.68 35.96 36.23
MTSM 2.32 2.29 2.27 2.25 2.35 2.15 2.18 2.44
TSRK5DP 7.83 7.10 7.65 7.57 7.85 7.20 7.42 8.56
TSRK8VR 9.95 9.27 10.16 9.89 7.06 9.80 10.52 9.86

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 38.04 38.54 39.37 39.92 40.40 41.34 42.07 42.93
MTSM 2.12 2.15 2.06 2.20 1.98 2.15 2.10 2.15
TSRK5DP 7.54 6.21 6.67 6.18 7.59 8.52 8.45 8.13
TSRK8VR 10.79 7.49 10.72 10.92 10.81 10.75 7.89 10.58

Table C.33: Speedup, 𝑆 = 256000, heat equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.42 1.90 2.36 3.07 3.21 3.42 3.65 3.70
MTSM 0.96 0.76 0.68 0.65 0.53 0.52 0.49 0.45
TSRK8VR 0.58 0.61 0.69 0.69 0.67 0.66 0.67 0.68

324 360 396 432 468 504 540 576
MTSM_PRECALC 3.84 4.21 4.00 2.98 5.27 3.39 3.27 4.06
MTSM 0.39 0.42 0.37 0.37 0.41 0.34 0.30 0.37
TSRK8VR 0.70 0.73 0.71 0.73 0.85 0.80 0.71 0.80

612 648 684 720 756 792 828 864
MTSM_PRECALC 5.27 6.17 5.94 6.10 6.11 6.83 6.87 6.01
MTSM 0.28 0.31 0.28 0.28 0.29 0.29 0.28 0.27
TSRK8VR 0.73 0.76 0.77 0.76 0.52 0.79 0.82 0.67

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 7.15 8.80 8.37 9.17 7.55 6.88 7.07 7.49
MTSM 0.27 0.33 0.30 0.34 0.25 0.24 0.24 0.25
TSRK8VR 0.83 0.70 0.93 1.02 0.82 0.73 0.54 0.75

Table C.34: Speedup against TSRK5DP, 𝑆 = 256000, heat equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
10.24 2.05 2.05 767995 1.17𝑒−03 13055299 1.99𝑒−02

Table C.35: Characteristics of input data, 𝑆 = 256000, heat equation, five-point central
difference formula.
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Figure C.5: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 256000, heat equation, five-point central difference formula.
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Figure C.6: Parallel cost ratio and speedup-cost ratio, 𝑆 = 256000, heat equation, five-point
central difference formula.
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C.2.3 𝑆 = 521000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 29.84 14.00 8.78 6.15 4.82 3.93 3.11 2.61
MTSM 27.21 14.13 10.29 8.72 7.98 7.02 6.65 6.52
TSRK5DP 38.83 12.50 8.03 5.96 5.02 4.22 3.97 3.45
TSRK8VR 69.24 23.85 12.74 9.76 8.11 6.77 5.91 5.15

324 360 396 432 468 504 540 576
MTSM_PRECALC 2.22 1.98 1.73 1.56 1.35 1.21 1.05 0.92
MTSM 6.73 6.91 7.14 5.92 6.20 6.26 6.38 5.88
TSRK5DP 3.17 3.06 2.76 2.63 2.48 2.53 2.36 2.74
TSRK8VR 4.64 4.31 4.12 3.89 4.37 3.56 3.37 3.30

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.84 0.81 0.66 0.68 0.62 0.58 0.55 0.53
MTSM 6.48 6.45 6.35 6.47 6.67 6.98 6.77 6.11
TSRK5DP 2.40 2.29 2.15 2.01 2.10 2.03 2.10 1.98
TSRK8VR 3.13 3.13 2.96 2.84 2.92 2.89 2.71 2.67

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.50 0.53 0.58 0.46 0.46 0.45 0.43 0.42
MTSM 6.29 6.63 6.63 6.95 6.97 7.55 6.85 6.45
TSRK5DP 2.13 2.16 1.96 1.93 1.87 1.87 1.82 1.68
TSRK8VR 2.54 2.69 2.61 2.74 2.55 2.55 2.36 2.42

Table C.36: Average time, 𝑆 = 512000, heat equation, five-point central difference formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 106.58 113.31 121.28 123.79 126.49 137.20 142.80
MTSM 100.00 96.31 88.16 78.01 68.24 64.57 58.42 52.13
TSRK5DP 100.00 155.31 161.14 162.80 154.66 153.18 139.88 140.88
TSRK8VR 100.00 145.14 181.18 177.38 170.81 170.35 167.37 167.91

324 360 396 432 468 504 540 576
MTSM_PRECALC 149.58 150.71 156.61 159.75 169.56 176.41 188.92 202.11
MTSM 44.94 39.37 34.65 38.28 33.77 31.05 28.44 28.92
TSRK5DP 136.23 126.80 127.70 123.18 120.43 109.77 109.53 88.64
TSRK8VR 165.78 160.67 152.92 148.47 121.75 138.80 136.79 131.08

612 648 684 720 756 792 828 864
MTSM_PRECALC 208.65 205.37 238.98 220.90 229.47 235.73 237.61 234.61
MTSM 24.71 23.43 22.55 21.04 19.44 17.71 17.49 18.57
TSRK5DP 95.29 94.03 94.88 96.56 88.09 86.96 80.27 81.67
TSRK8VR 129.97 122.74 122.93 121.92 112.81 108.74 111.00 107.98

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 238.41 216.59 189.13 233.18 225.28 223.42 225.53 223.85
MTSM 17.29 15.79 15.20 13.99 13.45 12.02 12.81 13.19
TSRK5DP 72.90 69.21 73.56 72.01 71.67 69.34 68.81 72.29
TSRK8VR 108.93 99.03 98.23 90.37 93.61 90.50 94.73 89.47

Table C.37: Efficiency, 𝑆 = 512000, heat equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.13 3.40 4.85 6.19 7.59 9.60 11.42
MTSM 1.00 1.93 2.64 3.12 3.41 3.87 4.09 4.17
TSRK5DP 1.00 3.11 4.83 6.51 7.73 9.19 9.79 11.27
TSRK8VR 1.00 2.90 5.44 7.10 8.54 10.22 11.72 13.43

324 360 396 432 468 504 540 576
MTSM_PRECALC 13.46 15.07 17.23 19.17 22.04 24.70 28.34 32.34
MTSM 4.04 3.94 3.81 4.59 4.39 4.35 4.27 4.63
TSRK5DP 12.26 12.68 14.05 14.78 15.66 15.37 16.43 14.18
TSRK8VR 14.92 16.07 16.82 17.82 15.83 19.43 20.52 20.97

612 648 684 720 756 792 828 864
MTSM_PRECALC 35.47 36.97 45.41 44.18 48.19 51.86 54.65 56.31
MTSM 4.20 4.22 4.28 4.21 4.08 3.90 4.02 4.46
TSRK5DP 16.20 16.93 18.03 19.31 18.50 19.13 18.46 19.60
TSRK8VR 22.10 22.09 23.36 24.38 23.69 23.92 25.53 25.92

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 59.60 56.31 51.07 65.29 65.33 67.03 69.91 71.63
MTSM 4.32 4.11 4.10 3.92 3.90 3.61 3.97 4.22
TSRK5DP 18.22 17.99 19.86 20.16 20.78 20.80 21.33 23.13
TSRK8VR 27.23 25.75 26.52 25.30 27.15 27.15 29.37 28.63

Table C.38: Speedup, 𝑆 = 512000, heat equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.30 0.89 0.92 0.97 1.04 1.07 1.28 1.32
MTSM 1.43 0.88 0.78 0.68 0.63 0.60 0.60 0.53
TSRK8VR 0.56 0.52 0.63 0.61 0.62 0.62 0.67 0.67

324 360 396 432 468 504 540 576
MTSM_PRECALC 1.43 1.55 1.60 1.69 1.83 2.09 2.24 2.97
MTSM 0.47 0.44 0.39 0.44 0.40 0.40 0.37 0.47
TSRK8VR 0.68 0.71 0.67 0.68 0.57 0.71 0.70 0.83

612 648 684 720 756 792 828 864
MTSM_PRECALC 2.85 2.84 3.28 2.98 3.39 3.53 3.85 3.74
MTSM 0.37 0.36 0.34 0.31 0.31 0.29 0.31 0.32
TSRK8VR 0.76 0.73 0.73 0.71 0.72 0.70 0.78 0.74

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 4.26 4.07 3.35 4.21 4.09 4.19 4.26 4.03
MTSM 0.34 0.33 0.29 0.28 0.27 0.25 0.27 0.26
TSRK8VR 0.84 0.80 0.75 0.70 0.73 0.73 0.77 0.69

Table C.39: Speedup against TSRK5DP, 𝑆 = 512000, heat equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
20.48 4.10 4.10 2559991 9.77𝑒−04 51709351 1.97𝑒−02

Table C.40: Characteristics of input data, 𝑆 = 512000, heat equation, five-point central
difference formula.
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C.2.4 𝑆 = 1024000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 30.66 14.27 9.09 6.51 4.93 3.84 3.11 2.58
MTSM 38.17 18.71 12.97 10.11 8.65 7.66 7.18 7.17
TSRK5DP 75.62 25.76 13.17 9.14 7.10 5.92 5.14 4.59
TSRK8VR 125.42 48.18 26.51 16.40 11.99 9.79 8.28 7.71

324 360 396 432 468 504 540 576
MTSM_PRECALC 2.23 1.99 1.78 1.61 1.40 1.20 1.02 0.91
MTSM 7.02 6.43 6.21 5.79 5.74 5.78 5.77 5.16
TSRK5DP 4.16 3.98 3.62 3.30 3.18 2.91 3.63 2.77
TSRK8VR 7.05 6.33 5.48 5.11 5.24 4.69 4.40 4.17

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.76 0.79 0.66 0.62 0.59 0.60 0.59 0.52
MTSM 5.41 5.67 5.91 5.58 5.43 5.32 5.63 5.10
TSRK5DP 3.24 2.64 2.67 2.29 2.23 2.32 2.38 2.18
TSRK8VR 3.80 3.95 3.42 3.50 3.46 3.19 3.08 3.16

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.50 0.49 0.48 0.48 0.49 0.42 0.45 0.40
MTSM 5.36 5.54 5.39 6.31 5.35 5.26 5.84 5.03
TSRK5DP 2.13 1.97 2.14 2.05 2.00 2.00 1.79 1.86
TSRK8VR 3.04 2.87 3.13 3.05 2.79 2.82 2.77 2.76

Table C.41: Average time, 𝑆 = 1024000, heat equation, five-point central difference formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 107.41 112.42 117.73 124.27 132.97 140.74 148.70
MTSM 100.00 101.99 98.11 94.38 88.24 83.03 75.96 66.58
TSRK5DP 100.00 146.75 191.38 206.84 213.00 212.83 210.09 205.97
TSRK8VR 100.00 130.16 157.73 191.16 209.29 213.62 216.28 203.39

324 360 396 432 468 504 540 576
MTSM_PRECALC 152.77 154.07 156.98 158.65 168.63 183.22 200.10 210.09
MTSM 60.44 59.33 55.91 54.95 51.16 47.18 44.08 46.20
TSRK5DP 201.79 190.09 189.75 190.78 183.04 185.39 138.82 170.39
TSRK8VR 197.60 198.24 208.07 204.39 184.10 191.21 190.22 187.85

612 648 684 720 756 792 828 864
MTSM_PRECALC 237.59 214.63 243.38 246.88 246.53 230.44 225.87 247.71
MTSM 41.53 37.42 34.00 34.21 33.50 32.62 29.46 31.20
TSRK5DP 137.08 159.24 149.09 165.12 161.23 148.31 138.10 144.57
TSRK8VR 194.16 176.48 193.12 179.08 172.72 178.76 176.88 165.36

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 245.14 241.71 236.83 227.67 216.31 245.12 222.12 239.04
MTSM 28.49 26.49 26.22 21.59 24.59 24.18 21.09 23.72
TSRK5DP 142.03 147.78 131.15 131.71 130.49 126.00 136.46 127.21
TSRK8VR 165.29 167.90 148.32 147.05 155.27 148.32 146.06 141.98

Table C.42: Efficiency, 𝑆 = 1024000, heat equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.15 3.37 4.71 6.21 7.98 9.85 11.90
MTSM 1.00 2.04 2.94 3.78 4.41 4.98 5.32 5.33
TSRK5DP 1.00 2.93 5.74 8.27 10.65 12.77 14.71 16.48
TSRK8VR 1.00 2.60 4.73 7.65 10.46 12.82 15.14 16.27

324 360 396 432 468 504 540 576
MTSM_PRECALC 13.75 15.41 17.27 19.04 21.92 25.65 30.02 33.61
MTSM 5.44 5.93 6.15 6.59 6.65 6.60 6.61 7.39
TSRK5DP 18.16 19.01 20.87 22.89 23.80 25.95 20.82 27.26
TSRK8VR 17.78 19.82 22.89 24.53 23.93 26.77 28.53 30.06

612 648 684 720 756 792 828 864
MTSM_PRECALC 40.39 38.63 46.24 49.38 51.77 50.70 51.95 59.45
MTSM 7.06 6.74 6.46 6.84 7.03 7.18 6.77 7.49
TSRK5DP 23.30 28.66 28.33 33.02 33.86 32.63 31.76 34.70
TSRK8VR 33.01 31.77 36.69 35.82 36.27 39.33 40.68 39.69

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 61.29 62.85 63.94 63.75 62.73 73.54 68.86 76.49
MTSM 7.12 6.89 7.08 6.04 7.13 7.25 6.54 7.59
TSRK5DP 35.51 38.42 35.41 36.88 37.84 37.80 42.30 40.71
TSRK8VR 41.32 43.65 40.05 41.17 45.03 44.50 45.28 45.43

Table C.43: Speedup, 𝑆 = 1024000, heat equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.47 1.81 1.45 1.40 1.44 1.54 1.65 1.78
MTSM 1.98 1.38 1.02 0.90 0.82 0.77 0.72 0.64
TSRK8VR 0.60 0.53 0.50 0.56 0.59 0.61 0.62 0.60

324 360 396 432 468 504 540 576
MTSM_PRECALC 1.87 2.00 2.04 2.05 2.27 2.44 3.56 3.04
MTSM 0.59 0.62 0.58 0.57 0.55 0.50 0.63 0.54
TSRK8VR 0.59 0.63 0.66 0.65 0.61 0.62 0.83 0.66

612 648 684 720 756 792 828 864
MTSM_PRECALC 4.28 3.32 4.03 3.69 3.77 3.83 4.03 4.23
MTSM 0.60 0.47 0.45 0.41 0.41 0.44 0.42 0.43
TSRK8VR 0.85 0.67 0.78 0.65 0.65 0.73 0.77 0.69

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 4.26 4.03 4.45 4.26 4.09 4.80 4.02 4.63
MTSM 0.40 0.36 0.40 0.32 0.37 0.38 0.31 0.37
TSRK8VR 0.70 0.68 0.68 0.67 0.72 0.71 0.65 0.67

Table C.44: Speedup against TSRK5DP, 𝑆 = 1024000, heat equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
40.96 8.19 8.19 3071995 2.93𝑒−04 52223299 4.98𝑒−03

Table C.45: Characteristics of input data, 𝑆 = 1024000, heat equation, five-point central
difference formula.
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Figure C.7: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 1024000, heat equation, five-point central difference formula.
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Figure C.8: Parallel cost ratio and speedup-cost ratio, 𝑆 = 1024000, heat equation, five-
point central difference formula.
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C.2.5 𝑆 = 2048000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 122.41 61.31 40.82 30.17 23.85 19.66 16.88 14.28
MTSM 195.56 71.39 40.81 29.17 23.55 19.64 18.06 15.76
TSRK5DP 277.92 120.10 68.08 41.81 29.29 20.82 16.83 13.34
TSRK8VR 444.61 195.01 113.36 73.83 53.05 40.53 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 14.82 11.13 10.00 8.98 8.39 7.48 6.90 6.38
MTSM 15.90 14.31 13.25 12.27 12.51 11.56 12.15 11.02
TSRK5DP 11.42 11.02 9.29 8.27 8.91 7.81 7.00 6.43
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 5.97 5.48 5.15 4.76 4.53 4.34 4.34 3.81
MTSM 10.96 10.50 10.68 10.61 10.04 10.33 10.40 9.57
TSRK5DP 6.43 6.01 6.08 5.92 5.19 5.42 5.54 4.95
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 3.66 3.46 3.29 3.04 2.96 2.85 2.68 2.59
MTSM 9.45 9.63 9.61 9.35 9.37 10.04 9.82 8.74
TSRK5DP 4.83 4.57 4.70 4.52 4.39 6.02 4.15 3.83
TSRK8VR - - - - - - - -

Table C.46: Average time, 𝑆 = 2048000, heat equation, five-point central difference formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 99.83 99.95 101.43 102.64 103.76 103.62 107.13
MTSM 100.00 136.97 159.72 167.63 166.11 165.97 154.65 155.16
TSRK5DP 100.00 115.70 136.08 166.18 189.77 222.49 235.90 260.42
TSRK8VR 100.00 113.99 130.74 150.56 167.61 182.83 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 91.77 109.97 111.32 113.55 112.22 116.89 118.23 119.94
MTSM 136.63 136.67 134.21 132.81 120.26 120.88 107.34 110.94
TSRK5DP 270.30 252.21 271.89 280.15 239.87 254.30 264.82 270.31
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 120.60 124.08 125.06 128.61 128.81 128.16 122.56 133.73
MTSM 104.95 103.44 96.38 92.13 92.76 86.02 81.73 85.11
TSRK5DP 254.16 256.91 240.53 234.79 254.76 232.95 218.19 233.76
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 133.74 136.12 137.94 143.68 142.54 142.98 147.42 147.72
MTSM 82.82 78.09 75.33 74.71 71.98 64.93 64.22 69.93
TSRK5DP 230.38 233.77 218.95 219.52 218.50 153.94 216.04 226.68
TSRK8VR - - - - - - - -

Table C.47: Efficiency, 𝑆 = 2048000, heat equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.00 3.00 4.06 5.13 6.23 7.25 8.57
MTSM 1.00 2.74 4.79 6.71 8.31 9.96 10.83 12.41
TSRK5DP 1.00 2.31 4.08 6.65 9.49 13.35 16.51 20.83
TSRK8VR 1.00 2.28 3.92 6.02 8.38 10.97 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 8.26 11.00 12.24 13.63 14.59 16.37 17.73 19.19
MTSM 12.30 13.67 14.76 15.94 15.63 16.92 16.10 17.75
TSRK5DP 24.33 25.22 29.91 33.62 31.18 35.60 39.72 43.25
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 20.50 22.33 23.76 25.72 27.05 28.19 28.19 32.10
MTSM 17.84 18.62 18.31 18.43 19.48 18.92 18.80 20.43
TSRK5DP 43.21 46.24 45.70 46.96 53.50 51.25 50.18 56.10
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 33.44 35.39 37.24 40.23 41.34 42.89 45.70 47.27
MTSM 20.70 20.30 20.34 20.92 20.88 19.48 19.91 22.38
TSRK5DP 57.59 60.78 59.12 61.47 63.37 46.18 66.97 72.54
TSRK8VR - - - - - - - -

Table C.48: Speedup, 𝑆 = 2048000, heat equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.27 1.96 1.67 1.39 1.23 1.06 1.00 0.93
MTSM 1.42 1.68 1.67 1.43 1.24 1.06 0.93 0.85
TSRK8VR 0.63 0.62 0.60 0.57 0.55 0.51 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.77 0.99 0.93 0.92 1.06 1.04 1.01 1.01
MTSM 0.72 0.77 0.70 0.67 0.71 0.68 0.58 0.58
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 1.08 1.10 1.18 1.24 1.15 1.25 1.28 1.30
MTSM 0.59 0.57 0.57 0.56 0.52 0.52 0.53 0.52
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 1.32 1.32 1.43 1.49 1.48 2.11 1.55 1.48
MTSM 0.51 0.47 0.49 0.48 0.47 0.60 0.42 0.44
TSRK8VR - - - - - - - -

Table C.49: Speedup against TSRK5DP, 𝑆 = 2048000, heat equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
81.92 16.38 16.38 10239991 2.44𝑒−04 206845351 4.93𝑒−03

Table C.50: Characteristics of input data, 𝑆 = 2048000, heat equation, five-point central
difference formula.
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C.3 Wave equation – three-point central difference formula
Subsections C.3.1–C.3.5 present numerical results for 𝑆 = 64000, 𝑆 = 128000, 𝑆 = 256000,
𝑆 = 512000, and 𝑆 = 1024000, respectively.

C.3.1 𝑆 = 64000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 2.88 1.17 0.80 0.66 0.61 0.62 0.51 0.57
MTSM 11.10 13.90 10.98 9.37 8.58 7.85 7.45 7.01
TSRK5DP 23.38 26.70 19.84 15.51 13.63 12.53 9.18 8.54
TSRK8VR 28.41 29.21 21.74 17.14 15.33 13.09 9.84 9.16

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.48 0.49 0.57 0.51 0.51 0.46 0.41 0.59
MTSM 7.23 7.43 7.60 6.36 6.70 6.97 7.14 6.56
TSRK5DP 8.03 7.80 8.10 7.11 6.95 6.92 6.54 6.60
TSRK8VR 8.79 8.40 7.84 7.69 7.21 7.19 6.78 6.46

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.39 0.46 0.39 0.39 0.39 0.40 0.41 0.43
MTSM 7.00 7.30 9.15 10.98 11.06 10.97 9.42 9.24
TSRK5DP 6.51 6.31 6.16 5.97 6.19 6.37 5.93 6.05
TSRK8VR 6.60 6.57 6.39 6.18 5.96 5.93 5.83 6.32

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.50 0.37 0.42 0.32 0.38 0.40 0.45 0.37
MTSM 8.52 8.13 8.24 7.54 6.91 6.84 6.72 6.79
TSRK5DP 5.90 5.95 6.28 6.36 5.49 5.75 5.96 5.88
TSRK8VR 5.96 5.51 5.98 5.78 5.79 5.92 5.78 5.91

Table C.51: Average time, 𝑆 = 64000, wave equation, three-point central difference formula.

233



solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 123.11 119.85 108.60 94.60 77.76 79.92 62.96
MTSM 100.00 39.93 33.70 29.61 25.86 23.56 21.30 19.81
TSRK5DP 100.00 43.78 39.27 37.69 34.30 31.10 36.39 34.23
TSRK8VR 100.00 48.63 43.57 41.45 37.08 36.17 41.26 38.77

324 360 396 432 468 504 540 576
MTSM_PRECALC 66.25 58.28 46.01 47.16 43.07 44.24 46.56 30.66
MTSM 17.06 14.95 13.28 14.54 12.75 11.37 10.36 10.58
TSRK5DP 32.37 29.96 26.23 27.39 25.87 24.14 23.84 22.13
TSRK8VR 35.92 33.82 32.95 30.78 30.30 28.24 27.93 27.49

612 648 684 720 756 792 828 864
MTSM_PRECALC 43.90 35.10 38.41 37.15 34.88 32.68 30.76 28.05
MTSM 9.33 8.45 6.39 5.06 4.78 4.60 5.12 5.00
TSRK5DP 21.14 20.58 19.99 19.56 17.99 16.69 17.13 16.10
TSRK8VR 25.34 24.02 23.40 23.00 22.69 21.78 21.20 18.74

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 23.20 29.91 25.45 31.92 26.22 23.89 20.57 24.02
MTSM 5.21 5.25 4.99 5.26 5.54 5.41 5.33 5.11
TSRK5DP 15.86 15.12 13.79 13.12 14.69 13.55 12.65 12.42
TSRK8VR 19.07 19.83 17.59 17.57 16.91 16.00 15.85 15.03

Table C.52: Efficiency, 𝑆 = 64000, wave equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.46 3.60 4.34 4.73 4.67 5.59 5.04
MTSM 1.00 0.80 1.01 1.18 1.29 1.41 1.49 1.58
TSRK5DP 1.00 0.88 1.18 1.51 1.71 1.87 2.55 2.74
TSRK8VR 1.00 0.97 1.31 1.66 1.85 2.17 2.89 3.10

324 360 396 432 468 504 540 576
MTSM_PRECALC 5.96 5.83 5.06 5.66 5.60 6.19 6.98 4.91
MTSM 1.54 1.49 1.46 1.74 1.66 1.59 1.55 1.69
TSRK5DP 2.91 3.00 2.89 3.29 3.36 3.38 3.58 3.54
TSRK8VR 3.23 3.38 3.62 3.69 3.94 3.95 4.19 4.40

612 648 684 720 756 792 828 864
MTSM_PRECALC 7.46 6.32 7.30 7.43 7.32 7.19 7.07 6.73
MTSM 1.59 1.52 1.21 1.01 1.00 1.01 1.18 1.20
TSRK5DP 3.59 3.70 3.80 3.91 3.78 3.67 3.94 3.86
TSRK8VR 4.31 4.32 4.45 4.60 4.76 4.79 4.88 4.50

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 5.80 7.78 6.87 8.94 7.61 7.17 6.38 7.69
MTSM 1.30 1.37 1.35 1.47 1.61 1.62 1.65 1.63
TSRK5DP 3.96 3.93 3.72 3.67 4.26 4.07 3.92 3.97
TSRK8VR 4.77 5.16 4.75 4.92 4.90 4.80 4.91 4.81

Table C.53: Speedup, 𝑆 = 64000, wave equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 8.12 22.83 24.78 23.40 22.40 20.30 17.83 14.94
MTSM 2.11 1.92 1.81 1.65 1.59 1.59 1.23 1.22
TSRK8VR 0.82 0.91 0.91 0.90 0.89 0.96 0.93 0.93

324 360 396 432 468 504 540 576
MTSM_PRECALC 16.62 15.80 14.24 13.98 13.52 14.88 15.86 11.25
MTSM 1.11 1.05 1.07 1.12 1.04 0.99 0.92 1.01
TSRK8VR 0.91 0.93 1.03 0.92 0.96 0.96 0.96 1.02

612 648 684 720 756 792 828 864
MTSM_PRECALC 16.86 13.85 15.60 15.42 15.74 15.90 14.58 14.15
MTSM 0.93 0.86 0.67 0.54 0.56 0.58 0.63 0.65
TSRK8VR 0.99 0.96 0.96 0.97 1.04 1.07 1.02 0.96

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 11.88 16.06 14.99 19.75 14.50 14.31 13.21 15.71
MTSM 0.69 0.73 0.76 0.84 0.79 0.84 0.89 0.87
TSRK8VR 0.99 1.08 1.05 1.10 0.95 0.97 1.03 1.00

Table C.54: Speedup against TSRK5DP, 𝑆 = 64000, wave equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
3.58 1.02 1.02 255994 1.56𝑒−03 6527248 3.98𝑒−02

Table C.55: Characteristics of input data, 𝑆 = 64000, wave equation, three-point central
difference formula.
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C.3.2 𝑆 = 128000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 7.03 3.62 2.15 1.58 0.98 0.94 0.77 0.73
MTSM 20.35 24.96 19.44 14.73 13.23 11.22 11.05 10.11
TSRK5DP 51.75 48.24 38.42 27.64 24.56 20.56 18.54 16.24
TSRK8VR 64.26 54.38 44.48 30.44 27.10 22.49 19.93 17.36

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.72 0.68 0.64 0.59 0.63 0.77 0.77 0.75
MTSM 12.84 9.55 9.79 8.77 9.19 9.03 8.28 7.88
TSRK5DP 15.76 14.56 14.14 12.83 23.57 21.01 18.89 19.29
TSRK8VR 17.44 15.33 14.76 13.37 13.62 10.71 9.91 9.46

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.60 0.58 0.58 0.56 0.59 0.53 0.57 0.54
MTSM 8.36 8.29 8.14 8.37 8.25 8.56 8.76 7.39
TSRK5DP 17.46 17.84 18.01 16.43 14.35 13.96 8.93 8.62
TSRK8VR 9.83 9.16 9.23 8.90 9.33 8.66 8.75 8.13

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.54 0.53 0.62 0.57 0.51 0.49 0.49 0.55
MTSM 7.82 8.25 8.33 7.71 8.04 8.63 8.77 8.70
TSRK5DP 8.76 8.00 8.02 7.93 6.99 7.31 7.23 7.58
TSRK8VR 8.41 8.47 7.67 8.31 7.48 7.21 7.51 7.67

Table C.56: Average time, 𝑆 = 128000, wave equation, three-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 97.26 109.14 110.96 144.05 124.96 131.00 119.78
MTSM 100.00 40.77 34.89 34.53 30.76 30.22 26.32 25.16
TSRK5DP 100.00 53.64 44.90 46.80 42.14 41.95 39.87 39.83
TSRK8VR 100.00 59.08 48.15 52.77 47.43 47.62 46.06 46.27

324 360 396 432 468 504 540 576
MTSM_PRECALC 108.52 103.66 100.30 99.44 85.58 65.28 60.99 58.48
MTSM 17.61 21.31 18.90 19.33 17.02 16.10 16.38 16.13
TSRK5DP 36.49 35.55 33.27 33.62 16.89 17.60 18.26 16.77
TSRK8VR 40.93 41.91 39.58 40.04 36.28 42.83 43.23 42.45

612 648 684 720 756 792 828 864
MTSM_PRECALC 68.69 66.88 63.76 62.59 56.47 60.36 53.76 53.99
MTSM 14.31 13.63 13.16 12.16 11.74 10.80 10.10 11.47
TSRK5DP 17.44 16.12 15.12 15.75 17.17 16.85 25.20 25.02
TSRK8VR 38.45 38.95 36.65 36.12 32.80 33.71 31.93 32.95

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 51.85 51.00 41.91 44.33 47.77 47.98 46.07 40.20
MTSM 10.41 9.49 9.05 9.42 8.73 7.86 7.49 7.31
TSRK5DP 23.63 24.88 23.90 23.30 25.55 23.61 23.08 21.33
TSRK8VR 30.56 29.18 31.03 27.61 29.61 29.70 27.60 26.17

Table C.57: Efficiency, 𝑆 = 128000, wave equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 1.95 3.27 4.44 7.20 7.50 9.17 9.58
MTSM 1.00 0.82 1.05 1.38 1.54 1.81 1.84 2.01
TSRK5DP 1.00 1.07 1.35 1.87 2.11 2.52 2.79 3.19
TSRK8VR 1.00 1.18 1.44 2.11 2.37 2.86 3.22 3.70

324 360 396 432 468 504 540 576
MTSM_PRECALC 9.77 10.37 11.03 11.93 11.12 9.14 9.15 9.36
MTSM 1.59 2.13 2.08 2.32 2.21 2.25 2.46 2.58
TSRK5DP 3.28 3.56 3.66 4.03 2.20 2.46 2.74 2.68
TSRK8VR 3.68 4.19 4.35 4.80 4.72 6.00 6.48 6.79

612 648 684 720 756 792 828 864
MTSM_PRECALC 11.68 12.04 12.11 12.52 11.86 13.28 12.36 12.96
MTSM 2.43 2.45 2.50 2.43 2.47 2.38 2.32 2.75
TSRK5DP 2.96 2.90 2.87 3.15 3.61 3.71 5.80 6.00
TSRK8VR 6.54 7.01 6.96 7.22 6.89 7.42 7.34 7.91

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 12.96 13.26 11.31 12.41 13.85 14.39 14.28 12.86
MTSM 2.60 2.47 2.44 2.64 2.53 2.36 2.32 2.34
TSRK5DP 5.91 6.47 6.45 6.52 7.41 7.08 7.15 6.83
TSRK8VR 7.64 7.59 8.38 7.73 8.59 8.91 8.55 8.37

Table C.58: Speedup, 𝑆 = 128000, wave equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 7.36 13.34 17.88 17.44 25.15 21.92 24.17 22.13
MTSM 2.54 1.93 1.98 1.88 1.86 1.83 1.68 1.61
TSRK8VR 0.81 0.89 0.86 0.91 0.91 0.91 0.93 0.94

324 360 396 432 468 504 540 576
MTSM_PRECALC 21.88 21.45 22.18 21.76 37.27 27.29 24.57 25.66
MTSM 1.23 1.52 1.44 1.46 2.56 2.33 2.28 2.45
TSRK8VR 0.90 0.95 0.96 0.96 1.73 1.96 1.91 2.04

612 648 684 720 756 792 828 864
MTSM_PRECALC 28.99 30.53 31.02 29.23 24.20 26.36 15.69 15.88
MTSM 2.09 2.15 2.21 1.96 1.74 1.63 1.02 1.17
TSRK8VR 1.78 1.95 1.95 1.85 1.54 1.61 1.02 1.06

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 16.14 15.08 12.90 14.00 13.76 14.95 14.69 13.86
MTSM 1.12 0.97 0.96 1.03 0.87 0.85 0.82 0.87
TSRK8VR 1.04 0.94 1.05 0.95 0.93 1.01 0.96 0.99

Table C.59: Speedup against TSRK5DP, 𝑆 = 128000, wave equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
7.17 2.05 2.05 511994 7.81𝑒−04 13055248 1.99𝑒−02

Table C.60: Characteristics of input data, 𝑆 = 128000, wave equation, three-point central
difference formula.
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Figure C.9: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 128000, wave equation, three-point central difference formula.
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Figure C.10: Parallel cost ratio and speedup-cost ratio, 𝑆 = 128000, wave equation, three-
point central difference formula.
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C.3.3 𝑆 = 256000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 16.78 7.98 4.86 3.49 2.77 2.61 1.97 1.67
MTSM 40.96 46.17 34.92 25.58 23.90 19.04 18.20 16.19
TSRK5DP 141.11 98.01 76.16 52.95 48.14 37.45 35.07 29.36
TSRK8VR 189.06 111.45 88.76 59.53 55.89 42.13 38.24 32.87

324 360 396 432 468 504 540 576
MTSM_PRECALC 1.37 1.09 0.93 0.88 0.69 0.81 0.78 0.78
MTSM 15.76 14.51 14.41 12.82 12.65 12.23 12.73 11.05
TSRK5DP 28.35 24.67 23.79 21.63 20.96 19.59 18.79 17.36
TSRK8VR 32.18 26.42 25.94 23.51 23.28 20.27 20.04 18.81

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.63 0.73 0.71 0.77 0.58 0.59 0.56 0.62
MTSM 11.80 11.33 11.39 10.75 11.01 10.97 11.26 9.83
TSRK5DP 17.39 16.48 15.85 15.74 15.15 15.43 14.43 13.64
TSRK8VR 18.11 16.86 17.60 15.98 16.21 - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.56 0.50 0.52 0.52 0.51 0.51 0.50 0.53
MTSM 10.33 10.62 10.32 10.13 10.72 10.72 9.81 9.19
TSRK5DP 14.29 13.27 12.14 - - - - -
TSRK8VR - - - - - - - -

Table C.61: Average time, 𝑆 = 256000, wave equation, three-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 105.20 115.14 120.15 121.33 107.22 121.93 125.26
MTSM 100.00 44.35 39.09 40.02 34.27 35.85 32.14 31.62
TSRK5DP 100.00 71.99 61.76 66.62 58.63 62.80 57.48 60.07
TSRK8VR 100.00 84.82 71.00 79.40 67.65 74.79 70.63 71.89

324 360 396 432 468 504 540 576
MTSM_PRECALC 135.64 154.47 163.56 158.94 186.60 148.17 143.57 134.77
MTSM 28.87 28.23 25.83 26.62 24.90 23.91 21.44 23.17
TSRK5DP 55.30 57.20 53.93 54.35 51.79 51.46 50.06 50.80
TSRK8VR 65.28 71.55 66.27 67.02 62.47 66.61 62.89 62.82

612 648 684 720 756 792 828 864
MTSM_PRECALC 156.90 127.95 125.21 108.61 136.75 128.22 129.84 112.51
MTSM 20.42 20.08 18.93 19.05 17.72 16.97 15.81 17.35
TSRK5DP 47.73 47.57 46.85 44.82 44.36 41.58 42.51 43.11
TSRK8VR 61.43 62.29 56.53 59.16 55.53 - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 120.93 130.12 120.22 114.21 113.73 108.67 109.24 99.35
MTSM 15.86 14.83 14.69 14.44 13.17 12.73 13.47 13.92
TSRK5DP 39.50 40.89 43.05 - - - - -
TSRK8VR - - - - - - - -

Table C.62: Efficiency, 𝑆 = 256000, wave equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.10 3.45 4.81 6.07 6.43 8.54 10.02
MTSM 1.00 0.89 1.17 1.60 1.71 2.15 2.25 2.53
TSRK5DP 1.00 1.44 1.85 2.66 2.93 3.77 4.02 4.81
TSRK8VR 1.00 1.70 2.13 3.18 3.38 4.49 4.94 5.75

324 360 396 432 468 504 540 576
MTSM_PRECALC 12.21 15.45 17.99 19.07 24.26 20.74 21.54 21.56
MTSM 2.60 2.82 2.84 3.19 3.24 3.35 3.22 3.71
TSRK5DP 4.98 5.72 5.93 6.52 6.73 7.20 7.51 8.13
TSRK8VR 5.88 7.15 7.29 8.04 8.12 9.33 9.43 10.05

612 648 684 720 756 792 828 864
MTSM_PRECALC 26.67 23.03 23.79 21.72 28.72 28.21 29.86 27.00
MTSM 3.47 3.61 3.60 3.81 3.72 3.73 3.64 4.16
TSRK5DP 8.11 8.56 8.90 8.96 9.32 9.15 9.78 10.35
TSRK8VR 10.44 11.21 10.74 11.83 11.66 - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 30.23 33.83 32.46 31.98 32.98 32.60 33.86 31.79
MTSM 3.96 3.86 3.97 4.04 3.82 3.82 4.18 4.46
TSRK5DP 9.87 10.63 11.62 - - - - -
TSRK8VR - - - - - - - -

Table C.63: Speedup, 𝑆 = 256000, wave equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 8.41 12.29 15.68 15.16 17.40 14.36 17.83 17.53
MTSM 3.45 2.12 2.18 2.07 2.01 1.97 1.93 1.81
TSRK8VR 0.75 0.88 0.86 0.89 0.86 0.89 0.92 0.89

324 360 396 432 468 504 540 576
MTSM_PRECALC 20.62 22.71 25.50 24.59 30.29 24.21 24.12 22.31
MTSM 1.80 1.70 1.65 1.69 1.66 1.60 1.48 1.57
TSRK8VR 0.88 0.93 0.92 0.92 0.90 0.97 0.94 0.92

612 648 684 720 756 792 828 864
MTSM_PRECALC 27.64 22.61 22.47 20.38 25.92 25.93 25.68 21.94
MTSM 1.47 1.45 1.39 1.46 1.38 1.41 1.28 1.39
TSRK8VR 0.96 0.98 0.90 0.99 0.93 - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 25.74 26.76 23.48 - - - - -
MTSM 1.38 1.25 1.18 - - - - -
TSRK8VR - - - - - - - -

Table C.64: Speedup against TSRK5DP, 𝑆 = 256000, wave equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
14.34 4.10 4.10 1023994 3.91𝑒−04 26111248 9.96𝑒−03

Table C.65: Characteristics of input data, 𝑆 = 256000, wave equation, three-point central
difference formula.
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C.3.4 𝑆 = 512000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 35.36 17.76 11.32 8.05 6.35 4.93 5.17 4.38
MTSM 90.54 90.76 68.21 47.24 42.99 33.92 33.15 27.70
TSRK5DP 411.04 217.75 160.53 101.99 - - - -
TSRK8VR 539.66 260.22 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 3.06 2.83 2.66 2.80 2.41 1.94 1.66 1.88
MTSM 26.90 23.46 23.45 23.41 21.09 18.95 19.72 17.42
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 1.52 1.15 0.99 1.15 1.03 0.89 0.96 0.90
MTSM 17.83 17.02 17.09 18.40 16.30 15.54 15.73 15.23
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.85 0.78 0.98 0.76 0.79 0.75 0.76 0.90
MTSM 14.92 14.72 14.45 13.59 14.44 14.45 13.39 13.19
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.66: Average time, 𝑆 = 512000, wave equation, three-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 99.57 104.11 109.81 111.35 119.43 97.62 101.02
MTSM 100.00 49.88 44.25 47.92 42.12 44.49 39.02 40.86
TSRK5DP 100.00 94.38 85.35 100.76 - - - -
TSRK8VR 100.00 103.69 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 128.46 125.00 120.86 105.24 112.74 129.87 141.73 117.67
MTSM 37.40 38.60 35.10 32.24 33.03 34.13 30.61 32.48
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 136.72 170.38 187.76 154.18 163.93 179.62 160.80 164.38
MTSM 29.86 29.55 27.89 24.60 26.45 26.49 25.02 24.78
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 165.63 173.36 134.18 165.53 154.93 156.71 150.91 122.29
MTSM 24.27 23.66 23.20 23.80 21.62 20.88 21.82 21.46
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.67: Efficiency, 𝑆 = 512000, wave equation, three-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 1.99 3.12 4.39 5.57 7.17 6.83 8.08
MTSM 1.00 1.00 1.33 1.92 2.11 2.67 2.73 3.27
TSRK5DP 1.00 1.89 2.56 4.03 - - - -
TSRK8VR 1.00 2.07 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 11.56 12.50 13.29 12.63 14.66 18.18 21.26 18.83
MTSM 3.37 3.86 3.86 3.87 4.29 4.78 4.59 5.20
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 23.24 30.67 35.67 30.84 34.43 39.52 36.98 39.45
MTSM 5.08 5.32 5.30 4.92 5.55 5.83 5.75 5.95
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 41.41 45.07 36.23 46.35 44.93 47.01 46.78 39.13
MTSM 6.07 6.15 6.27 6.67 6.27 6.26 6.76 6.87
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.68: Speedup, 𝑆 = 512000, wave equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 11.63 12.26 14.18 12.67 - - - -
MTSM 4.54 2.40 2.35 2.16 - - - -
TSRK8VR 0.76 0.84 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

Table C.69: Speedup against TSRK5DP, 𝑆 = 512000, wave equation, three-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
28.67 8.19 8.19 2047994 1.95𝑒−04 52223248 4.98𝑒−03

Table C.70: Characteristics of input data, 𝑆 = 512000, wave equation, three-point central
difference formula.
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Figure C.11: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 512000, wave equation, three-point central difference formula.
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Figure C.12: Parallel cost ratio and speedup-cost ratio, 𝑆 = 512000, wave equation, three-
point central difference formula.

245



C.3.5 𝑆 = 1024000, three-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 72.68 35.68 23.75 17.78 14.43 11.32 9.31 8.43
MTSM 264.94 245.92 201.78 92.97 88.35 63.93 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 7.31 6.25 5.75 5.12 5.17 4.57 3.96 4.08
MTSM - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 3.58 3.08 3.29 3.83 2.38 2.58 2.44 2.56
MTSM - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 2.13 2.33 1.95 1.98 1.97 1.86 1.58 1.48
MTSM - - - - - - - -

Table C.71: Average time, 𝑆 = 1024000, wave equation, three-point central difference
formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 101.85 102.03 102.19 100.76 107.01 111.52 107.73
MTSM 100.00 53.87 43.77 71.25 59.98 69.07 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 110.50 116.32 114.99 118.27 108.09 113.69 122.39 111.35
MTSM - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 119.52 131.10 116.39 94.84 145.52 128.04 129.34 118.30
MTSM - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 136.58 120.19 138.23 131.27 127.53 130.59 148.10 153.63
MTSM - - - - - - - -

Table C.72: Efficiency, 𝑆 = 1024000, wave equation, three-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.04 3.06 4.09 5.04 6.42 7.81 8.62
MTSM 1.00 1.08 1.31 2.85 3.00 4.14 - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 9.95 11.63 12.65 14.19 14.05 15.92 18.36 17.82
MTSM - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 20.32 23.60 22.11 18.97 30.56 28.17 29.75 28.39
MTSM - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 34.14 31.25 37.32 36.76 36.98 39.18 45.91 49.16
MTSM - - - - - - - -

Table C.73: Speedup, 𝑆 = 1024000, wave equation, three-point central difference formula.
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A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
57.34 16.38 16.38 4095994 9.80𝑒−05 104447248 2.49𝑒−03

Table C.74: Characteristics of input data, 𝑆 = 1024000, wave equation, three-point central
difference formula.

C.4 Wave equation – five-point central difference formula
Subsections C.4.1–C.4.5 show numerical results for 𝑆 = 64000, 𝑆 = 128000, 𝑆 = 256000,
𝑆 = 512000, and 𝑆 = 1024000, respectively.

C.4.1 𝑆 = 64000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 6.44 2.69 1.64 0.99 0.77 0.71 0.67 0.64
MTSM 11.11 14.53 11.33 9.74 8.67 8.16 7.73 7.38
TSRK5DP 25.31 28.30 21.13 16.75 14.86 13.46 10.27 9.00
TSRK8VR 30.71 31.58 23.66 18.11 16.53 14.53 10.97 9.93

324 360 396 432 468 504 540 576
MTSM_PRECALC 0.48 0.53 0.54 0.53 0.47 0.37 0.36 0.42
MTSM 7.69 7.44 7.31 6.67 6.97 7.33 7.19 6.33
TSRK5DP 9.46 8.80 8.10 8.31 7.35 7.47 7.33 6.63
TSRK8VR 9.91 8.94 8.85 8.07 8.10 7.96 7.44 7.47

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.43 0.35 0.35 0.35 0.34 0.43 0.45 0.50
MTSM 7.30 7.27 9.88 10.52 11.63 10.96 10.35 9.19
TSRK5DP 6.76 6.64 6.67 6.81 6.59 6.47 6.73 6.12
TSRK8VR 7.14 6.88 6.64 6.85 6.95 6.85 6.46 6.47

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.36 0.34 0.51 0.45 0.49 0.46 0.55 0.38
MTSM 8.48 9.01 7.66 7.87 7.35 7.45 6.90 7.26
TSRK5DP 6.33 7.08 6.57 6.44 5.99 6.64 6.55 6.78
TSRK8VR 7.07 6.64 6.37 6.26 6.21 6.46 6.53 6.44

Table C.75: Average time, 𝑆 = 64000, wave equation, five-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 119.59 131.07 162.78 168.22 151.47 138.22 126.55
MTSM 100.00 38.22 32.67 28.52 25.61 22.70 20.52 18.83
TSRK5DP 100.00 44.73 39.93 37.79 34.08 31.34 35.21 35.14
TSRK8VR 100.00 48.62 43.26 42.39 37.17 35.23 39.98 38.66

324 360 396 432 468 504 540 576
MTSM_PRECALC 148.04 122.42 108.63 100.71 105.14 124.20 117.97 94.83
MTSM 16.06 14.92 13.81 13.87 12.25 10.82 10.30 10.97
TSRK5DP 29.75 28.78 28.42 25.40 26.50 24.19 23.02 23.87
TSRK8VR 34.43 34.36 31.54 31.72 29.16 27.56 27.50 25.69

612 648 684 720 756 792 828 864
MTSM_PRECALC 89.05 101.66 96.49 92.16 90.13 68.29 61.93 53.87
MTSM 8.95 8.49 5.91 5.28 4.55 4.61 4.67 5.04
TSRK5DP 22.01 21.19 19.96 18.59 18.29 17.79 16.35 17.22
TSRK8VR 25.30 24.79 24.33 22.41 21.05 20.38 20.67 19.78

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 71.70 73.06 46.62 50.56 45.76 46.25 38.00 52.87
MTSM 5.24 4.74 5.37 5.04 5.21 4.97 5.20 4.78
TSRK5DP 15.99 13.75 14.28 14.04 14.58 12.71 12.47 11.67
TSRK8VR 17.37 17.79 17.87 17.51 17.06 15.85 15.17 14.90

Table C.76: Efficiency, 𝑆 = 64000, wave equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.39 3.93 6.51 8.41 9.09 9.68 10.12
MTSM 1.00 0.76 0.98 1.14 1.28 1.36 1.44 1.51
TSRK5DP 1.00 0.89 1.20 1.51 1.70 1.88 2.46 2.81
TSRK8VR 1.00 0.97 1.30 1.70 1.86 2.11 2.80 3.09

324 360 396 432 468 504 540 576
MTSM_PRECALC 13.32 12.24 11.95 12.09 13.67 17.39 17.70 15.17
MTSM 1.45 1.49 1.52 1.66 1.59 1.51 1.55 1.75
TSRK5DP 2.68 2.88 3.13 3.05 3.45 3.39 3.45 3.82
TSRK8VR 3.10 3.44 3.47 3.81 3.79 3.86 4.13 4.11

612 648 684 720 756 792 828 864
MTSM_PRECALC 15.14 18.30 18.33 18.43 18.93 15.02 14.24 12.93
MTSM 1.52 1.53 1.12 1.06 0.95 1.01 1.07 1.21
TSRK5DP 3.74 3.81 3.79 3.72 3.84 3.91 3.76 4.13
TSRK8VR 4.30 4.46 4.62 4.48 4.42 4.48 4.75 4.75

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 17.93 18.99 12.59 14.16 13.27 13.87 11.78 16.92
MTSM 1.31 1.23 1.45 1.41 1.51 1.49 1.61 1.53
TSRK5DP 4.00 3.58 3.86 3.93 4.23 3.81 3.87 3.73
TSRK8VR 4.34 4.62 4.82 4.90 4.95 4.75 4.70 4.77

Table C.77: Speedup, 𝑆 = 64000, wave equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 3.93 10.51 12.91 16.94 19.41 19.01 15.44 14.16
MTSM 2.28 1.95 1.87 1.72 1.71 1.65 1.33 1.22
TSRK8VR 0.82 0.90 0.89 0.92 0.90 0.93 0.94 0.91

324 360 396 432 468 504 540 576
MTSM_PRECALC 19.57 16.73 15.03 15.59 15.60 20.19 20.15 15.62
MTSM 1.23 1.18 1.11 1.24 1.05 1.02 1.02 1.05
TSRK8VR 0.95 0.98 0.91 1.03 0.91 0.94 0.98 0.89

612 648 684 720 756 792 828 864
MTSM_PRECALC 15.91 18.86 19.01 19.49 19.38 15.10 14.90 12.30
MTSM 0.93 0.91 0.68 0.65 0.57 0.59 0.65 0.67
TSRK8VR 0.95 0.96 1.00 0.99 0.95 0.94 1.04 0.95

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 17.64 20.89 12.84 14.16 12.34 14.31 11.98 17.82
MTSM 0.75 0.79 0.86 0.82 0.81 0.89 0.95 0.93
TSRK8VR 0.90 1.07 1.03 1.03 0.96 1.03 1.00 1.05

Table C.78: Speedup against TSRK5DP, 𝑆 = 64000, wave equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
5.12 1.02 1.02 383990 2.34𝑒−03 12797306 7.81𝑒−02

Table C.79: Characteristics of input data, 𝑆 = 64000, wave equation, five-point central
difference formula.

C.4.2 𝑆 = 128000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 14.70 6.91 4.14 2.69 2.02 1.77 1.37 1.06
MTSM 21.37 25.69 20.59 15.10 14.11 11.66 11.53 10.67
TSRK5DP 59.67 52.21 40.67 29.81 25.68 21.40 20.01 17.30
TSRK8VR 80.54 58.69 48.22 33.63 28.69 24.27 20.71 18.65

324 360 396 432 468 504 540 576
MTSM_PRECALC 1.04 0.81 0.83 0.73 0.56 0.61 0.67 0.61
MTSM 10.91 9.74 10.13 9.06 9.77 9.29 9.08 7.86
TSRK5DP 16.88 15.18 14.78 13.75 13.73 10.37 10.06 10.03
TSRK8VR 18.39 16.39 16.47 14.80 14.46 11.61 10.73 10.75

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.55 0.51 0.50 0.48 0.47 0.46 0.49 0.43
MTSM 8.89 8.97 8.70 8.73 8.46 8.96 8.53 8.48
TSRK5DP 10.20 9.28 9.42 9.37 9.39 8.94 9.19 8.08
TSRK8VR 10.58 10.23 9.70 9.63 9.50 9.70 9.50 9.06

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.43 0.51 0.60 0.51 0.58 0.49 0.55 0.47
MTSM 7.86 8.67 8.70 8.60 8.25 9.18 9.54 8.79
TSRK5DP 8.48 9.01 17.19 14.76 15.22 14.34 16.30 13.50
TSRK8VR 8.51 9.04 8.55 8.84 7.66 8.60 8.52 8.53

Table C.80: Average time, 𝑆 = 128000, wave equation, five-point central difference formula.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 106.31 118.46 136.57 145.22 138.20 153.68 174.13
MTSM 100.00 41.58 34.60 35.37 30.29 30.54 26.48 25.04
TSRK5DP 100.00 57.15 48.91 50.04 46.48 46.47 42.61 43.12
TSRK8VR 100.00 68.61 55.68 59.87 56.14 55.31 55.56 53.99

324 360 396 432 468 504 540 576
MTSM_PRECALC 157.37 182.13 161.79 168.79 201.55 173.46 146.00 149.80
MTSM 21.77 21.94 19.18 19.66 16.83 16.43 15.69 16.99
TSRK5DP 39.29 39.31 36.70 36.15 33.43 41.10 39.54 37.17
TSRK8VR 48.66 49.14 44.45 45.33 42.85 49.53 50.03 46.82

612 648 684 720 756 792 828 864
MTSM_PRECALC 157.82 160.37 155.80 152.10 147.61 145.12 130.50 142.40
MTSM 14.14 13.23 12.93 12.23 12.03 10.85 10.89 10.50
TSRK5DP 34.41 35.74 33.32 31.84 30.26 30.32 28.22 30.79
TSRK8VR 44.79 43.75 43.69 41.80 40.38 37.76 36.86 37.05

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 136.13 111.45 90.57 102.77 87.27 99.76 85.53 96.74
MTSM 10.88 9.48 9.10 8.87 8.94 7.76 7.22 7.59
TSRK5DP 28.15 25.47 12.86 14.44 13.52 13.87 11.81 13.81
TSRK8VR 37.85 34.28 34.87 32.54 36.27 31.20 30.50 29.50

Table C.81: Efficiency, 𝑆 = 128000, wave equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.13 3.55 5.46 7.26 8.29 10.76 13.93
MTSM 1.00 0.83 1.04 1.41 1.51 1.83 1.85 2.00
TSRK5DP 1.00 1.14 1.47 2.00 2.32 2.79 2.98 3.45
TSRK8VR 1.00 1.37 1.67 2.39 2.81 3.32 3.89 4.32

324 360 396 432 468 504 540 576
MTSM_PRECALC 14.16 18.21 17.80 20.25 26.20 24.28 21.90 23.97
MTSM 1.96 2.19 2.11 2.36 2.19 2.30 2.35 2.72
TSRK5DP 3.54 3.93 4.04 4.34 4.35 5.75 5.93 5.95
TSRK8VR 4.38 4.91 4.89 5.44 5.57 6.93 7.50 7.49

612 648 684 720 756 792 828 864
MTSM_PRECALC 26.83 28.87 29.60 30.42 31.00 31.93 30.02 34.18
MTSM 2.40 2.38 2.46 2.45 2.53 2.39 2.50 2.52
TSRK5DP 5.85 6.43 6.33 6.37 6.35 6.67 6.49 7.39
TSRK8VR 7.62 7.87 8.30 8.36 8.48 8.31 8.48 8.89

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 34.03 28.98 24.45 28.78 25.31 29.93 26.51 30.96
MTSM 2.72 2.47 2.46 2.48 2.59 2.33 2.24 2.43
TSRK5DP 7.04 6.62 3.47 4.04 3.92 4.16 3.66 4.42
TSRK8VR 9.46 8.91 9.42 9.11 10.52 9.36 9.45 9.44

Table C.82: Speedup, 𝑆 = 128000, wave equation, five-point central difference formula.

250



solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 4.06 7.55 9.83 11.08 12.68 12.07 14.64 16.39
MTSM 2.79 2.03 1.98 1.97 1.82 1.84 1.74 1.62
TSRK8VR 0.74 0.89 0.84 0.89 0.89 0.88 0.97 0.93

324 360 396 432 468 504 540 576
MTSM_PRECALC 16.26 18.81 17.90 18.95 24.47 17.13 14.99 16.36
MTSM 1.55 1.56 1.46 1.52 1.41 1.12 1.11 1.28
TSRK8VR 0.92 0.93 0.90 0.93 0.95 0.89 0.94 0.93

612 648 684 720 756 792 828 864
MTSM_PRECALC 18.62 18.21 18.98 19.39 19.80 19.43 18.77 18.78
MTSM 1.15 1.03 1.08 1.07 1.11 1.00 1.08 0.95
TSRK8VR 0.96 0.91 0.97 0.97 0.99 0.92 0.97 0.89

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 19.63 17.76 28.60 28.90 26.20 29.20 29.40 28.43
MTSM 1.08 1.04 1.98 1.72 1.85 1.56 1.71 1.54
TSRK8VR 1.00 1.00 2.01 1.67 1.99 1.67 1.91 1.58

Table C.83: Speedup against TSRK5DP, 𝑆 = 128000, wave equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
10.24 2.05 2.05 767990 1.17𝑒−03 25597306 3.91𝑒−02

Table C.84: Characteristics of input data, 𝑆 = 128000, wave equation, five-point central
difference formula.
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Figure C.13: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 128000, wave equation, five-point central difference formula.
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Figure C.14: Parallel cost ratio and speedup-cost ratio, 𝑆 = 128000, wave equation, five-
point central difference formula.
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C.4.3 𝑆 = 256000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 31.61 15.40 9.83 6.92 5.38 4.19 3.44 2.80
MTSM 43.80 48.09 36.07 26.70 24.32 19.96 19.02 16.64
TSRK5DP 169.60 104.01 85.03 55.26 52.74 39.65 38.25 31.14
TSRK8VR 227.85 122.39 95.51 63.50 60.57 44.75 41.58 34.23

324 360 396 432 468 504 540 576
MTSM_PRECALC 2.51 2.06 1.88 1.86 1.49 1.60 1.25 1.16
MTSM 17.27 14.84 15.30 13.45 13.14 13.17 13.13 11.60
TSRK5DP 31.30 25.97 25.71 23.24 23.20 20.57 20.57 18.83
TSRK8VR 34.09 28.09 28.08 24.86 25.11 21.33 22.34 -

612 648 684 720 756 792 828 864
MTSM_PRECALC 0.94 1.03 0.89 1.04 0.91 0.86 0.84 0.88
MTSM 12.94 12.20 11.99 24.80 21.32 20.71 20.53 20.15
TSRK5DP 18.47 17.92 18.04 - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 0.91 0.82 0.84 0.73 0.78 0.81 0.78 0.76
MTSM 23.48 20.01 22.33 19.71 20.62 19.00 18.87 16.58
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.85: Average time, 𝑆 = 256000, wave equation, five-point central difference formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 102.65 107.19 114.15 117.57 125.87 131.17 140.98
MTSM 100.00 45.55 40.48 41.01 36.02 36.58 32.89 32.90
TSRK5DP 100.00 81.53 66.49 76.73 64.31 71.28 63.35 68.08
TSRK8VR 100.00 93.08 79.52 89.70 75.24 84.86 78.28 83.21

324 360 396 432 468 504 540 576
MTSM_PRECALC 139.76 153.23 152.68 141.56 163.20 140.73 168.81 170.66
MTSM 28.19 29.52 26.02 27.15 25.64 23.76 22.24 23.61
TSRK5DP 60.21 65.30 59.98 60.82 56.22 58.89 54.96 56.29
TSRK8VR 74.27 81.13 73.78 76.38 69.80 76.29 68.01 -

612 648 684 720 756 792 828 864
MTSM_PRECALC 198.72 170.23 187.82 151.35 165.54 166.78 162.83 149.49
MTSM 19.91 19.94 19.22 8.83 9.78 9.61 9.28 9.06
TSRK5DP 54.01 52.58 49.49 - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 138.98 147.58 138.59 154.45 139.80 129.55 130.72 129.98
MTSM 7.46 8.42 7.26 7.94 7.33 7.69 7.49 8.26
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.86: Efficiency, 𝑆 = 256000, wave equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.05 3.22 4.57 5.88 7.55 9.18 11.28
MTSM 1.00 0.91 1.21 1.64 1.80 2.19 2.30 2.63
TSRK5DP 1.00 1.63 1.99 3.07 3.22 4.28 4.43 5.45
TSRK8VR 1.00 1.86 2.39 3.59 3.76 5.09 5.48 6.66

324 360 396 432 468 504 540 576
MTSM_PRECALC 12.58 15.32 16.79 16.99 21.22 19.70 25.32 27.31
MTSM 2.54 2.95 2.86 3.26 3.33 3.33 3.34 3.78
TSRK5DP 5.42 6.53 6.60 7.30 7.31 8.25 8.24 9.01
TSRK8VR 6.68 8.11 8.12 9.17 9.07 10.68 10.20 -

612 648 684 720 756 792 828 864
MTSM_PRECALC 33.78 30.64 35.69 30.27 34.76 36.69 37.45 35.88
MTSM 3.38 3.59 3.65 1.77 2.05 2.11 2.13 2.17
TSRK5DP 9.18 9.46 9.40 - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 34.75 38.37 37.42 43.25 40.54 38.87 40.52 41.59
MTSM 1.87 2.19 1.96 2.22 2.12 2.31 2.32 2.64
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.87: Speedup, 𝑆 = 256000, wave equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 5.36 6.75 8.65 7.98 9.81 9.47 11.11 11.11
MTSM 3.87 2.16 2.36 2.07 2.17 1.99 2.01 1.87
TSRK8VR 0.74 0.85 0.89 0.87 0.87 0.89 0.92 0.91

324 360 396 432 468 504 540 576
MTSM_PRECALC 12.45 12.59 13.66 12.49 15.57 12.82 16.48 16.26
MTSM 1.81 1.75 1.68 1.73 1.77 1.56 1.57 1.62
TSRK8VR 0.92 0.92 0.92 0.93 0.92 0.96 0.92 -

612 648 684 720 756 792 828 864
MTSM_PRECALC 19.74 17.37 20.36 - - - - -
MTSM 1.43 1.47 1.50 - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

Table C.88: Speedup against TSRK5DP, 𝑆 = 256000, wave equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
20.48 4.10 4.10 1535990 5.86𝑒−04 51197306 1.95𝑒−02

Table C.89: Characteristics of input data, 𝑆 = 256000, wave equation, five-point central
difference formula.
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C.4.4 𝑆 = 512000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 64.69 32.69 21.49 15.47 12.13 9.91 8.31 7.18
MTSM 114.01 95.65 69.87 49.58 43.82 35.40 34.23 28.34
TSRK5DP 506.32 243.82 170.10 - - - - -
TSRK8VR 621.15 291.84 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 6.32 5.52 5.08 4.42 3.95 3.63 3.26 3.09
MTSM 28.87 24.53 25.38 21.69 21.59 20.18 19.82 18.71
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 2.69 2.53 2.59 2.37 2.31 2.22 1.95 1.85
MTSM 20.44 35.05 36.67 30.84 - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 1.73 1.67 1.60 1.52 1.48 1.50 1.20 1.22
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.90: Average time, 𝑆 = 512000, wave equation, five-point central difference formula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 98.94 100.34 104.57 106.64 108.82 111.16 112.56
MTSM 100.00 59.60 54.39 57.49 52.04 53.68 47.58 50.29
TSRK5DP 100.00 103.83 99.22 - - - - -
TSRK8VR 100.00 106.42 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 113.79 117.28 115.79 121.85 125.99 127.37 132.20 130.89
MTSM 43.87 46.49 40.84 43.80 40.63 40.37 38.36 38.08
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 141.48 142.12 131.42 136.75 133.51 132.16 144.16 145.57
MTSM 32.82 18.07 16.37 18.49 - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 149.64 149.07 149.81 151.57 150.76 143.78 173.81 165.41
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.91: Efficiency, 𝑆 = 512000, wave equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 1.98 3.01 4.18 5.33 6.53 7.78 9.00
MTSM 1.00 1.19 1.63 2.30 2.60 3.22 3.33 4.02
TSRK5DP 1.00 2.08 2.98 - - - - -
TSRK8VR 1.00 2.13 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 10.24 11.73 12.74 14.62 16.38 17.83 19.83 20.94
MTSM 3.95 4.65 4.49 5.26 5.28 5.65 5.75 6.09
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 24.05 25.58 24.97 27.35 28.04 29.07 33.16 34.94
MTSM 5.58 3.25 3.11 3.70 - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 37.41 38.76 40.45 42.44 43.72 43.13 53.88 52.93
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.92: Speedup, 𝑆 = 512000, wave equation, five-point central difference formula.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 7.83 7.46 7.92 - - - - -
MTSM 4.44 2.55 2.43 - - - - -
TSRK8VR 0.82 0.84 - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC - - - - - - - -
MTSM - - - - - - - -
TSRK8VR - - - - - - - -

Table C.93: Speedup against TSRK5DP, 𝑆 = 512000, wave equation, five-point central
difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
40.96 8.19 8.19 3071990 2.93𝑒−04 102397306 9.76𝑒−03

Table C.94: Characteristics of input data, 𝑆 = 512000, wave equation, five-point central
difference formula.
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Figure C.15: Average time, parallel efficiency, parallel speedup, speedup against the
TSRK5DP solver, 𝑆 = 512000, wave equation, five-point central difference formula.
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Figure C.16: Parallel cost ratio and speedup-cost ratio, 𝑆 = 512000, wave equation, five-
point central difference formula.
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C.4.5 𝑆 = 1024000, five-point central difference formula

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 72.44 35.63 23.19 17.60 13.74 11.18 9.25 8.05
MTSM 254.89 240.55 193.09 91.40 81.92 - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 8.84 6.04 5.39 4.90 4.38 4.21 3.79 3.40
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 3.09 3.05 2.57 2.44 2.25 2.15 2.01 1.93
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 1.88 1.92 1.76 1.69 1.80 1.47 1.51 1.31
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.95: Average time, 𝑆 = 1024000, wave equation, five-point central difference for-
mula.

solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 101.66 104.14 102.89 105.41 107.97 111.91 112.52
MTSM 100.00 52.98 44.00 69.72 62.23 - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 91.09 119.85 122.13 123.23 127.23 122.83 127.35 133.13
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 138.07 132.05 148.16 148.35 153.60 153.45 156.73 156.79
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 154.02 145.13 152.81 153.03 138.73 164.53 154.34 173.30
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.96: Efficiency, 𝑆 = 1024000, wave equation, five-point central difference formula.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 2.03 3.12 4.12 5.27 6.48 7.83 9.00
MTSM 1.00 1.06 1.32 2.79 3.11 - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

324 360 396 432 468 504 540 576
MTSM_PRECALC 8.20 11.99 13.43 14.79 16.54 17.20 19.10 21.30
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

612 648 684 720 756 792 828 864
MTSM_PRECALC 23.47 23.77 28.15 29.67 32.26 33.76 36.05 37.63
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 38.51 37.73 41.26 42.85 40.23 49.36 47.85 55.45
MTSM - - - - - - - -
TSRK5DP - - - - - - - -
TSRK8VR - - - - - - - -

Table C.97: Speedup, 𝑆 = 1024000, wave equation, five-point central difference formula.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
57.34 16.38 16.38 4095994 9.80𝑒−05 104447248 2.49𝑒−03

Table C.98: Characteristics of input data, 𝑆 = 1024000, wave equation, five-point central
difference formula.
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C.5 Telegraph equation
Subsections C.5.1 and C.5.2 present numerical results for 𝑆 = 512000, and 𝑆 = 1024000,
respectively.

C.5.1 𝑆 = 512000

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM 98.42 81.63 62.67 42.00 39.69 31.87 30.12 25.94
MTSM_PRECALC 89.21 45.29 30.10 22.11 17.59 14.32 12.06 10.32
TSRK5DP 265.34 135.59 97.49 61.05 59.81 43.61 43.76 32.97
TSRK8VR 187.69 87.64 62.89 38.49 38.73 26.61 23.80 19.82

324 360 396 432 468 504 540 576
MTSM 25.87 23.43 21.76 20.67 19.75 19.49 18.16 16.87
MTSM_PRECALC 9.33 8.17 7.29 6.51 5.94 5.59 5.16 5.04
TSRK5DP 35.36 28.20 29.92 24.38 25.47 21.64 22.12 19.70
TSRK8VR 22.33 16.95 18.63 14.45 16.04 13.23 13.21 12.00

612 648 684 720 756 792 828 864
MTSM 16.70 16.68 16.55 16.16 15.16 15.12 14.87 14.29
MTSM_PRECALC 4.53 4.16 3.97 3.71 3.42 3.25 3.11 3.02
TSRK5DP 19.37 18.10 17.66 16.70 16.19 15.84 15.15 14.36
TSRK8VR 12.03 10.59 10.58 9.97 9.30 10.79 10.35 9.70

900 936 972 1008 1044 1080 1116 1152
MTSM 14.51 13.41 13.08 13.40 13.20 13.63 12.60 12.33
MTSM_PRECALC 2.90 2.68 2.61 2.54 2.59 2.44 2.22 2.15
TSRK5DP 14.23 12.76 13.18 16.68 15.81 15.75 14.93 15.51
TSRK8VR 10.08 8.92 9.47 9.03 8.88 8.83 9.25 10.26

Table C.99: Average time, 𝑆 = 512000, telegraph equation.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM 100.00 60.28 52.35 58.59 49.59 51.47 46.68 47.43
MTSM_PRECALC 100.00 98.49 98.79 100.87 101.43 103.83 105.67 108.05
TSRK5DP 100.00 97.85 90.72 108.66 88.73 101.41 86.62 100.60
TSRK8VR 100.00 107.08 99.48 121.91 96.92 117.54 112.67 118.38

324 360 396 432 468 504 540 576
MTSM 42.27 42.01 41.12 39.68 38.33 36.07 36.13 36.46
MTSM_PRECALC 106.24 109.19 111.25 114.20 115.53 113.99 115.26 110.63
TSRK5DP 83.38 94.09 80.62 90.70 80.14 87.58 79.97 84.18
TSRK8VR 93.41 110.76 91.60 108.22 90.01 101.36 94.69 97.79

612 648 684 720 756 792 828 864
MTSM 34.67 32.78 31.30 30.45 30.91 29.59 28.78 28.70
MTSM_PRECALC 115.84 119.14 118.27 120.23 124.21 124.77 124.72 123.08
TSRK5DP 80.58 81.44 79.08 79.44 78.04 76.14 76.15 76.99
TSRK8VR 91.76 98.45 93.35 94.11 96.09 79.09 78.87 80.59

900 936 972 1008 1044 1080 1116 1152
MTSM 27.13 28.23 27.87 26.23 25.71 24.07 25.20 24.94
MTSM_PRECALC 123.05 128.03 126.59 125.44 118.77 121.87 129.63 129.67
TSRK5DP 74.59 79.98 74.56 56.81 57.87 56.16 57.33 53.46
TSRK8VR 74.47 80.92 73.38 74.25 72.88 70.86 65.45 57.16

Table C.100: Efficiency, 𝑆 = 512000, telegraph equation.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM 1.00 1.21 1.57 2.34 2.48 3.09 3.27 3.79
MTSM_PRECALC 1.00 1.97 2.96 4.03 5.07 6.23 7.40 8.64
TSRK5DP 1.00 1.96 2.72 4.35 4.44 6.08 6.06 8.05
TSRK8VR 1.00 2.14 2.98 4.88 4.85 7.05 7.89 9.47

324 360 396 432 468 504 540 576
MTSM 3.80 4.20 4.52 4.76 4.98 5.05 5.42 5.83
MTSM_PRECALC 9.56 10.92 12.24 13.70 15.02 15.96 17.29 17.70
TSRK5DP 7.50 9.41 8.87 10.88 10.42 12.26 12.00 13.47
TSRK8VR 8.41 11.08 10.08 12.99 11.70 14.19 14.20 15.65

612 648 684 720 756 792 828 864
MTSM 5.89 5.90 5.95 6.09 6.49 6.51 6.62 6.89
MTSM_PRECALC 19.69 21.44 22.47 24.05 26.08 27.45 28.68 29.54
TSRK5DP 13.70 14.66 15.02 15.89 16.39 16.75 17.51 18.48
TSRK8VR 15.60 17.72 17.74 18.82 20.18 17.40 18.14 19.34

900 936 972 1008 1044 1080 1116 1152
MTSM 6.78 7.34 7.52 7.34 7.46 7.22 7.81 7.98
MTSM_PRECALC 30.76 33.29 34.18 35.12 34.44 36.56 40.18 41.49
TSRK5DP 18.65 20.79 20.13 15.91 16.78 16.85 17.77 17.11
TSRK8VR 18.62 21.04 19.81 20.79 21.14 21.26 20.29 18.29

Table C.101: Speedup, 𝑆 = 512000, telegraph equation.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM 2.70 1.66 1.56 1.45 1.51 1.37 1.45 1.27
MTSM_PRECALC 2.97 2.99 3.24 2.76 3.40 3.05 3.63 3.19
TSRK8VR 1.41 1.55 1.55 1.59 1.54 1.64 1.84 1.66

324 360 396 432 468 504 540 576
MTSM 1.37 1.20 1.38 1.18 1.29 1.11 1.22 1.17
MTSM_PRECALC 3.79 3.45 4.10 3.75 4.29 3.87 4.29 3.91
TSRK8VR 1.58 1.66 1.61 1.69 1.59 1.64 1.67 1.64

612 648 684 720 756 792 828 864
MTSM 1.16 1.09 1.07 1.03 1.07 1.05 1.02 1.00
MTSM_PRECALC 4.28 4.35 4.45 4.50 4.73 4.87 4.87 4.75
TSRK8VR 1.61 1.71 1.67 1.67 1.74 1.47 1.46 1.48

900 936 972 1008 1044 1080 1116 1152
MTSM 0.98 0.95 1.01 1.24 1.20 1.16 1.18 1.26
MTSM_PRECALC 4.91 4.76 5.05 6.57 6.10 6.45 6.73 7.21
TSRK8VR 1.41 1.43 1.39 1.85 1.78 1.78 1.61 1.51

Table C.102: Speedup against TSRK5DP, 𝑆 = 512000, telegraph equation.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
28.67 8.19 8.19 2048003 1.95𝑒−04 132091971 1.26𝑒−02

Table C.103: Characteristics of input data, 𝑆 = 512000, telegraph equation.

C.5.2 𝑆 = 1024000

solver # processes (avgtime) [s]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 89.60 59.03 45.40 36.47 30.32 25.88 22.03
MTSM 262.97 222.88 177.82 83.04 77.04 54.98 53.36 42.69
TSRK5DP 616.89 348.31 231.40 124.85 113.21 77.27 76.99 57.96
TSRK8VR 430.33 224.96 152.10 85.13 72.87 50.79 52.13 36.78

324 360 396 432 468 504 540 576
MTSM_PRECALC 19.91 17.35 15.86 14.56 13.26 12.29 11.33 10.60
MTSM 43.39 37.74 36.49 33.32 32.09 30.16 29.18 26.48
TSRK5DP 63.06 47.51 52.26 39.88 43.09 34.13 38.85 30.53
TSRK8VR 40.35 29.65 32.17 25.46 27.27 21.30 23.41 19.09

612 648 684 720 756 792 828 864
MTSM_PRECALC 9.97 9.04 8.65 8.15 7.43 7.03 6.80 6.40
MTSM 25.82 25.12 24.54 23.81 22.18 22.13 21.59 21.03
TSRK5DP 34.30 29.03 29.25 26.64 26.59 25.51 25.05 24.04
TSRK8VR 21.11 17.77 29.25 26.64 26.59 25.51 25.05 24.04

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 6.12 5.80 5.48 5.30 5.21 4.92 4.72 4.55
MTSM 20.20 20.25 19.50 18.92 19.07 19.46 18.20 16.71
TSRK5DP 23.63 21.94 21.52 24.52 22.57 21.97 21.40 20.73
TSRK8VR 23.63 21.94 21.52 24.52 22.57 21.97 21.40 20.73

Table C.104: Average time, 𝑆 = 1024000, telegraph equation.
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solver # processes (efficiency) [%]
36 72 108 144 180 216 252 288

MTSM_PRECALC 100.00 55.81 56.47 55.07 54.84 54.97 55.19 56.73
MTSM 100.00 58.99 49.30 79.17 68.27 79.72 70.41 76.99
TSRK5DP 100.00 88.56 88.86 123.53 108.98 133.06 114.47 133.04
TSRK8VR 100.00 95.65 94.31 126.37 118.12 141.21 117.93 146.25

324 360 396 432 468 504 540 576
MTSM_PRECALC 55.79 57.65 57.31 57.24 58.02 58.11 58.82 58.94
MTSM 67.35 69.68 65.52 65.77 63.05 62.27 60.08 62.06
TSRK5DP 108.69 129.84 107.32 128.90 110.13 129.10 105.86 126.27
TSRK8VR 118.51 145.13 121.62 140.84 121.38 144.33 122.53 140.90

612 648 684 720 756 792 828 864
MTSM_PRECALC 59.00 61.45 60.81 61.32 64.08 64.70 63.90 65.07
MTSM 59.91 58.16 56.41 55.21 56.45 54.01 52.95 52.11
TSRK5DP 105.79 118.05 111.02 115.77 110.47 109.90 107.07 106.93
TSRK8VR 119.89 134.57 77.44 80.76 77.06 76.67 74.69 74.59

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 65.32 66.28 67.63 67.32 66.14 67.81 68.29 68.73
MTSM 52.08 49.94 49.95 49.65 47.55 45.04 46.61 49.18
TSRK5DP 104.41 108.15 106.16 89.84 94.25 93.60 92.98 93.00
TSRK8VR 72.84 75.44 74.06 62.67 65.75 65.30 64.86 64.88

Table C.105: Efficiency, 𝑆 = 1024000, telegraph equation.

solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 1.00 1.12 1.69 2.20 2.74 3.30 3.86 4.54
MTSM 1.00 1.18 1.48 3.17 3.41 4.78 4.93 6.16
TSRK5DP 1.00 1.77 2.67 4.94 5.45 7.98 8.01 10.64
TSRK8VR 1.00 1.91 2.83 5.05 5.91 8.47 8.26 11.70

324 360 396 432 468 504 540 576
MTSM_PRECALC 5.02 5.77 6.30 6.87 7.54 8.14 8.82 9.43
MTSM 6.06 6.97 7.21 7.89 8.20 8.72 9.01 9.93
TSRK5DP 9.78 12.98 11.81 15.47 14.32 18.07 15.88 20.20
TSRK8VR 10.67 14.51 13.38 16.90 15.78 20.21 18.38 22.54

612 648 684 720 756 792 828 864
MTSM_PRECALC 10.03 11.06 11.55 12.26 13.46 14.23 14.70 15.62
MTSM 10.18 10.47 10.72 11.04 11.85 11.88 12.18 12.51
TSRK5DP 17.98 21.25 21.09 23.15 23.20 24.18 24.62 25.66
TSRK8VR 20.38 24.22 14.71 16.15 16.18 16.87 17.18 17.90

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 16.33 17.23 18.26 18.85 19.18 20.34 21.17 21.99
MTSM 13.02 12.98 13.49 13.90 13.79 13.51 14.45 15.74
TSRK5DP 26.10 28.12 28.66 25.16 27.33 28.08 28.82 29.76
TSRK8VR 18.21 19.61 20.00 17.55 19.07 19.59 20.11 20.76

Table C.106: Speedup, 𝑆 = 1024000, telegraph equation.
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solver # processes (ratio)
36 72 108 144 180 216 252 288

MTSM_PRECALC 6.17 3.89 3.92 2.75 3.10 2.55 2.97 2.63
MTSM 2.35 1.56 1.30 1.50 1.47 1.41 1.44 1.36
TSRK8VR 1.43 1.55 1.52 1.47 1.55 1.52 1.48 1.58

324 360 396 432 468 504 540 576
MTSM_PRECALC 3.17 2.74 3.29 2.74 3.25 2.78 3.43 2.88
MTSM 1.45 1.26 1.43 1.20 1.34 1.13 1.33 1.15
TSRK8VR 1.56 1.60 1.62 1.57 1.58 1.60 1.66 1.60

612 648 684 720 756 792 828 864
MTSM_PRECALC 3.44 3.21 3.38 3.27 3.58 3.63 3.68 3.75
MTSM 1.33 1.16 1.19 1.12 1.20 1.15 1.16 1.14
TSRK8VR 1.62 1.63 1.00 1.00 1.00 1.00 1.00 1.00

900 936 972 1008 1044 1080 1116 1152
MTSM_PRECALC 3.86 3.78 3.93 4.62 4.33 4.47 4.53 4.56
MTSM 1.17 1.08 1.10 1.30 1.18 1.13 1.18 1.24
TSRK8VR 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Table C.107: Speedup against TSRK5DP, 𝑆 = 1024000, telegraph equation.

A [MB] ic [MB] b [MB] A nnz A nnz [%] APRECALC nnz APRECALC nnz [%]
57.34 16.38 16.38 4096003 9.80𝑒−05 264187971 6.30𝑒−03

Table C.108: Characteristics of input data, 𝑆 = 1024000, telegraph equation.
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C.6 Open Access Grant Competitions of IT4Innovations
This section provides detailed information on the Open Access Grant Competitions of
IT4Innovations1 (see Subsections C.6.1 and C.6.2).

C.6.1 24th Open Access Grant Competition OPEN-22-47

The large systems of ODEs (matrix-vector representation) will be tested from the size ap-
proximately from 100 thousands up to 2 million. The linear partial differential equations
(PDEs) – telegraph equation, wave equation 1D, heat equation, and Heat equation 2D will
be transformed into the system of ODEs. The MPI code will run on 1–32 nodes, most
often 36 processes per one node. Typical data sizes are 128 000, 256 000, 512 000, 1 024 000,
2 048 000 ODEs. For each data size, five selected solvers will compute the problem, namely,
are MTSM (classical implementation of MTSM), MTSM_O2 (MTSM with modified stop-
ping rule), MTSM_PRECALC (parallel precalculation of MTSM), TSRK5DP (Dormand-
Prince 5(4) method), and TSRK8VR (Verner Runge-Kutta methods of orders 8(7)). Each
test is expected to take about 15 minutes of the wall-clock time. 50 000 core hours are
estimated to be required.

• Nodes: 32

• Processes per node: 36

• Total number of processes: 32 · 36 = 1152

• Wall-Clock Core-Hours (WCH): 0.25 hours (15 min)

• Normalized Core-Hours (NCH), CPU, Barbora: 𝐹 = 1.4

• Estimated number of experiments: 20 (4problems · 5data sizes)

• Number of solvers: 5

• Number of wall-clock hours: 32 · 36 · 0.25 · 1.4 · 20 · 5 = 40320

• Number of node hours: 40320/1.4/36 = 800

• Number of estimated core hours: 50 000

• Number of node hours: 50000/1.4/36 ≈ 992=̇1000

1https://www.it4i.cz/en/for-users/open-access-competition
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C.6.2 25th Open Access Grant Competition OPEN-25-51

The large systems of ODEs (matrix-vector representation) will be tested from approximately
100 thousand up to 2 million equations. The linear partial differential equations (PDEs)
– for example, telegraph equation, wave equation 1D/2D, heat equation 1D/2D, will be
transformed into the system of ODEs. The MPI code will run on 1–32 nodes, most often 36
processes per one node. Typical data sizes are 128 000, 256 000, 512 000, 1 024 000, 2 048 000
ODEs. For each data size,five selected solvers will compute the problem, namely, the
MTSM (classical implementation of MTSM), MTSM_O2 (MTSM with modified stopping
rule), MTSM_PRECALC (parallel precalculation of MTSM), TSRK5DP (Dormand-Prince
5(4) method), and TSRK8VR (Verner Runge-Kutta method of orders 8(7)). Each test is
expected to take about 15 minutes of the wall-clock time. 1400 node hours are estimated
to be required.

• Nodes: 32

• Wall-Clock Core-Hours (WCH): 0.25 hours (15 min)

• Estimated number of experiments: 35 (7problems · 5data sizes)

• Number of solvers: 5

• Number of node hours: 32 · 0.25 · 35 · 5 = 1400
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