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Abstract
This bachelor’s thesis solves the problem of anonymization on the Internet, that is widely
used for dealing with illegal substances. This problem drives law enforcement agencies to
be interested in web pages that represent markets with forbidden content which are hidden
behind anonymity networks.

My goal is to focus on the biggest markets with such content and to gather as much
information as possible about subjects that posture on similar types of web pages either
as sellers or as buyers. I have resolved the given problem by choosing the most impactful
markets according to the number of users signed in. I have become one of the users and
applied algorithms for data scraping to get information from web pages into a structured
form that is more suitable for a deeper analysis.

The results of this thesis will help law enforcement agencies with the analysis of metadata
of users that commit illegal activities as they will not have to manually search through the
illegal markets, and they will have all available data summed up in a structured form in a
database. Unifying data into a structured form will help speeding up the investigation and
address the biggest drug sellers.

Abstrakt
Táto bakalárska práca rieši problém anonymizácie na Internete, ktorá sa vo veľkej miere
využiva na obchodovanie s nelegálnymi substanciami. Tento problém núti zákonodarné
zložky zaujímať sa o stránky predstavujúce trhy so zakázaným obsahom skryté za anonymiza-
čnými sieťami.

Mojím cieľom je zameriať sa na najväčšie obchody s podobným obsahom a získanie čo
najväčšieho množstvá informácií o osobách, ktoré na trhoch figurujú či už ako predajcovia
alebo nákupujúci. Daný problém som vyriešil tak, že som na základe počtu uživateľov
vybral najvýznamnejšie tržiská stal sa jedným z ich uživateľov, a následne aplikoval algo-
ritmy na vyškriabávanie dát z web stránok na to, aby som informácie zo stránok dostal do
štrukturovanej podoby vhodnej na hlbšiu analýzu.

Výsledky tejto práce umožnia orgánom činným v trestnom konaní jednoduchšiu analýzu
metadat uživateľov dopúšťajúcich sa nelegálnej činnosti nakoľko nebudú musieť manuálne
prechádzať jednotlivé nelegálne tržiská, ale všetky prístupné data budú zrhnuté v štruk-
túrovanej forme v databáze. Zjednotenie dát do štruktúrovanej formy pomôže urýchliť
vyšetrovanie a určiť najväčších predajcov drog.
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Rozšířený abstrakt
Cieľom tejto bakalárskej práce je získanie čo najväčšieho množstva metadát o uživateľoch,
ktorí využívaju anonymizáciu na Internete na prevádzkovanie nelegálnych činností. Práca
prináša štúdiu technológií, ktoré sa používajú na účely anonymizácie ako sú napríklad
overlay siete.

V prvej časti sú popísané konkrétne anonymizačné siete, ktoré sa dnes používajú a tech-
nológie ktorými sa umožňuje ich prevádzkovanie. V práci je taktiež analyzovaný rozdiel
medzi stránkami s nelegálnym obsahom takzvany darkweb a stránkami, ktoré nie sú voľne
dostupné pre bežného uživateľa, avšak nefiguruje na nich nelegálny obsah deepweb. Po-
drobnejšie je popísaný najpoužívanejší prehliadač Tor, jeho funkcionalita a základné prvky,
ktoré zabezpečujú anonymný prenos dat pričom práca popisuje aj počiatky tohto fenoménu
a nástroje, ktoré predchádzali dnešnej verzii. V poslednej časti sekcie venovanej anonymizá-
cií je popísaná technológia, ktorá je využívaná týmto prehliadačom a ktorá je základným
stavebným kameňom zasielania šifrovaných dát nazývaná Onion Routing.

Druhou hlavnou témou, ktorá sa v tejto práci rozoberá je "vyškriabávanie" dát alebo
scraping a popis programovacích jazykov, ktoré sa pri ňom používajú. V tejto sekcii sú tak-
tiež popísane metódy získavania dát, príklady využitia tejto techniky, problémy s ktorými
sa môžeme stretnúť pri jej implementácií ale aj spôsoby, ktorými sa veľké organizácie chrá-
nia proti získavaniu dát. Prvým z analyzovaných programovacích jazykov v tejto časti je
hypertextovy značkovací jazyk označovaný anglickou skratkou HTML. Tento jazyk je zák-
ladným prvkom každej webovej stránky a elementy, ktoré tvoria tieto stránky sú dotazované
pri procese získavania dát nakoľko sú držiteľmi textu s potrebnými informáciami. Práca
taktiež analyzuje programováci jazyk Python, ktorý predstavuje najpoužívanejší jazyk pre
tvorbu skriptov, ktoré periodicky zbierajú data. Je to najmä vďaka jeho všestrannosti a
možnosti jednoduchej implementácie pri riešení procesov spojených s vyškriabavaním dát
ako aj preliezavánim stránok. V práci su zároveň popísané špecifické vlastnosti získava-
nia dát z drogových trhov. Toto zahŕňa napríklad popis obchádzania ochrán proti botom.
Posledná sekcia je venovaná kategorizácií a popisu typu informácií, ktoré má táto práca za
úlohu zbierať a to konkrétne metadata.

Samotným výstupom tejto práce je nazbieranie čo najväčšieho objemu metadát o uži-
vateľoch a zariadeniach a preto je potrebné definovať, aké informácie sa dajú považovať za
metadata, aké informácie bude táto práca získavať a dôvody pre ktoré sú tieto informácie
relevantné z pohľadu vyšetrovateľov.

Zbieranie dat je automatizované pomocou skriptu, ktorý techniku vyškriabavania dát a
jazyky s ňou spájané využíva v praxi, a to konkrétne pri získavaní metadat o uživateľoch,
ktorí figurujú na nelegálnych trhoch. Tento skript napísaný v jazyku Python prechádza ob-
sah trhu. Skript zapisuje informácie o jednotlivých položkách ako sú autor, cena, množstvo
tovaru alebo zoznam krajín, kam sa zbožie môže zaslať. Ďalej sa dajú získať napríklad in-
formácie o recenzentoch, ktorí nepriamo predstavujú nakupujúcich. Po získaní zásadného
množstva metadat je možné spravíť štatistiku o uživateľoch skrývajúcich sa za prezývkami,
ktorí na daných trhoch figurujú ako predávajúci alebo nakupujúci. Na základe týchto
štatistík je možné spraviť komplexnú analýzu o danom trhu.
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Chapter 1

Introduction

In October 2013, Federal Bureau of Investigation (FBI) shut down and caught the founder
of one of the biggest platforms for selling drugs which hosted almost one million users called
Silk Road[10]. A double-life sentence to the founder Ross Ulbricht was supposed to bring
a definite decrease to drug selling platforms. In spite of the cautionary tale, new illegal
drug markets have risen to replace Silk Road, and they have become bigger than ever with
estimated 120 thousand of illegal drug listings for the top 5 drug markets compared to only
13 thousand of listings on Ulbricht’s project.

The goal of this bachelor’s thesis is to research darkweb markets, analyse their contents
and to create a script that will periodically collect metadata from these markets. Firstly,
identifying the most significant currently operating illegal drug markets, and secondly cre-
ating a script that will be specifically implemented to collect metadata from these markets.
The architecture of the script is closely described in 4. The theoretical part of this thesis
outlines overlay networks and services that utilize these networks for anonymity such as
OpenBazaar 2.1.1 and others. Latter parts address the functionality and architecture of the
Tor project, its beginnings and the principles of onion routing itself. A whole chapter 3 is
dedicated to data scraping and languages that are commonly used to perform this technique
like HTML 3.2 and Python 3.3 while also explaining the meaning and usage of metadata.

The motivation behind this thesis is to gain as much information as possible about the
main sellers on found darkweb markets as they represent drug lords operating on a medium
where it is very hard for the police to intervene.

Although drugs are not the only illegal material that is being traded on these markets,
they represent the largest portion of it, and this thesis will focus mainly on these types of
goods. Sales on the second version of the most recognized darkweb market Silk Road 2 to-
gether with Agora and Evolution from 2013 to 2015, are displayed in figure 1.1. This image
reveals that illegal drugs are indeed the most popular item on these markets representing
83,3% of sales and focusing mainly on MDMA, ecstasy, marijuana, and cocaine where these
four substances represent 68,8% of all illegal drugs sold.
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Figure 1.1: Content represented by sales on darkweb markets
[12]
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Chapter 2

Anonymization

Information is considered personal whenever it leads to the identification of a specific person.
Anonymized information are such that do not serve even indirectly to the identification of a
person and are not connected with him/her in any way. Internet users may think that using
a pseudonym online is a sufficient way to anonymize themselves. However, Internet as a
network employs IPv4 or IPv6 identifiers for addressing. These may not identify a specific
user but will lead to a certain Internet Service Provider (ISP) and from here to one customer
related to the given IP address. This will shorten the circle of possible users to such extent
that a potential attacker would need very few additional information to identify his target.

To protect their data, people created a various number of anonymization techniques.
The main goal of these techniques is to protect the user’s true identity by passing fake
or obfuscated information. New services like the Invisible Internet Project (I2P) or Tor
that utilize common anonymization techniques came to light. Both of them are tackling
the issue of IP tracking. These services have no central point of knowledge, meaning that
each router adds another layer of encryption as the packet passes through it. This means
that one node in the anonymization network knows only its direct circuit neighbors, i.e.,
upstream/downstream routers for dispatched traffic. Therefore, it knows neither the true
origin nor destination of the packet it relays.

2.1 Overlay networks
A common definition of overlay networks, ”overlay network is a computer network that is
built on top of another network.“[9] An overlay network consists of nodes that are placed
on top of an existing network. These provide an abstraction on top of the network provided
by the underlying substrate network as displayed on figure 2.1. An overlay network offers
benefits over centrally located systems and systems where every router has to run a code.

Advantages of overlay networks Disadvantages of overlay networks
Incrementally Deployable Maintenance

Adaptable Connectivity
Robust Inefficiency

Customizable Information loss

Advantages of overlay networks:
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Figure 2.1: Overlay network architecture
[2]

∙ Incrementally Deployable: With an overlay network, no changes are required to
the current Internet infrastructure and by adding nodes to the overlay, the path of
data in the substrate network can be controlled with great precision.

∙ Adaptable: Even though an overlay network has a limited set of routes, it can
optimize these routes to fit the needs of the application, for example by finding routes
that have less latency than today’s IP infrastructure at the expenses of bandwidth.

∙ Robust: By adding more and more nodes an overlay network may become more
robust than its substrate network. This could be use to create two independent ways
between two nodes enabling it to reroute and repair faults quickly.

∙ Customizable: Overlay nodes can be represented by multipurpose computers that
are equipped with whatever equipment is needed. An extensive use of disk space is a
prime example.

Disadvantages:

∙ Maintenance: Maintenance must be possible from afar or unnecessary as the man-
ager of an overlay network is physically far from the managed machines. Physical
maintenance must be minimized.

∙ Connectivity: A large number of hosts are behind Network Address Translating
(NAT) and proxies. A significant portion of the Internet lies behind firewalls.

∙ Inefficiency: Compared to router based services overlay networks can not reach the
same efficiency, however when an overlay network grows, it can approach the efficiency
of such services.

6



∙ Information loss: A considerable effort is needed to deduce the topology of the
substrate network as overlay networks are built upon the IP network infrastructure
which connectivity is limited only by firewalls, NAT and proxies.

The Internet was originally built as an overlay network on top of the telephone network.
Probably the best example of an overlay network are Peer-to-Peer networks1 and services
such as BitTorrent2.

2.1.1 OpenBazaar

OpenBazaar is an anonymous network that tackles the problems of well-known e-commerce
web pages such as Amazon, eBay and others. These ’classic’ online markets have restrictions
and charges set for selling certain types of goods. The payment types that are used are
disadvantageous for both the seller and buyer.

The project describes itself as:”An open source project to create a decentralized net-
work for Peer-to-Peer commerce online using Bitcoin that has no platform fees and no
restrictions.“3 The platform connects two buyers directly via a Peer-to-Peer network, a
contract is made by the platform itself using digital signatures as proof. If the buyer sends
money, they arrive into an escrow account where they are held, until the sender releases
them. This is usually done after receiving required goods.

To prevent possible frauds, there’s always someone from a third party called a ”moderator“.
Neither the buyer nor the seller are related to this person and his function is to watch over
the transaction and resolve disputes. He can then give an advise how to continue with these
situations and may also release funds in case of a possible fraud thanks to the fact that
two out of three signatures are required for escrow to release the funds. One of these two
signatures belongs to the moderator.

Figure 2.2 compares the payment process of current services compared to OpenBazaar.
Using today’s payment platforms the user communicates with the web provider, in this case
Amazon Web Services (AWS), instead of the seller. If interested in goods, he sends money
to the seller and receives goods from him. There is no direct data transfer between the
seller and the buyer. Compared to OpenBazaar where the two attendants communicate
directly with each other avoiding any possible fees from the third party.

2.1.2 Freenet

Freenet can be described as a distributed Peer-to-Peer network application that tackles the
privacy problems of current storing systems.4 These offer only little privacy as they store
information into one or only a few fixed places. This approach creates a single point of
failure making the stored data more vulnerable to potential attacks.

This software enables its users to browse or publish Freenet websites (freesites) and
share files without any censorship while being anonymous. A higher level of anonymization
is achieved by encrypting not only communication over nodes but also encrypting all files
that are being shared. All communication mediums like forums or chats are built on the
data storage that is provided by users. Each user contributes to Freenet with a part of his

1https://techterms.com/definition/p2p
2https://www.bittorrent.com/company/about
3https://openbazaar.zendesk.com/hc/en-us/articles/208020193-What-is-OpenBazaar-
4https://freenetproject.org/pages/about.html
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Figure 2.2: OpenBazaar compared to AWS
https://openbazaar.zendesk.com/hc/en-us/articles/208020193-What-is-OpenBazaar-

hard drive. However, no user has knowledge of the content that is currently stored on the
space he has contributed with.

The authors of this project believe that this fact is enough to protect the user from being
responsible for the content protecting them from a possible action in court. The content
stored in this data storage is being cycled thanks to an algorithm that rates files based
on their popularity. The least popular files are being deleted from the Freenet creating
a space for new files to be shared. A feature that separates this application from other
similar anonymous networks is called ‘darknet’. This feature enables even more security by
using connections only to users that are trusted. With this in mind, the software can be
used even in countries that consider it illegal because it is very hard to detect that a user
is connected to it. The user can access anonymous resources across the Internet, using a
decentralized encrypted network or he can create his private network between friends to
chat, share information and messages.

2.1.3 I2P

The Invisible Internet Project (I2P) is an anonymous network layer upon which any appli-
cation can operate and communicate with each other without having to solve the security
and anonymity of this process.5 These applications can also determine the optimal level
between anonymity and the response latency. Contrary to content distribution networks,
services ran on I2P are interactive.

To anonymize data, each application has its router to create inbound and outbound
tunnels. These tunnels represent a sequence of users that forward the content in one
direction. Therefore, if a user sends a message, it travels through his outbound tunnel into
an inbound tunnel of the receiver. Every user chooses the length of these tunnels which
determines the level between anonymity and latency. I2P also supports transmission control

5https://geti2p.net/en/
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protocol (TCP) streams by using a I2P/TCP bridge (I2PTunnel). These I2P tunnels are
also used to create anonymous websites called ‘eepsites’ on this network layer. This is done
by creating an orthodox web server and pointing an I2P tunnel at it. Users can then access
this website using a standard browser with an I2PTunnel HTTP proxy or ‘eeproxy’. When
sending messages to a client, the destination is not a classic IP address but a cryptographic
identifier.

2.2 Darkweb vs. Deepweb
Until Van Leeuwenhoek first looked at a drop of water under a microscope in the late 1600s,
people had no idea there was a whole world of ‘animalcules’ beyond their vision[4]. We
can imagine an analogy where the Tor browser represents the microscope and darkweb
sites are animalcules. An orthodox user has no idea about a world of darkweb sites until
he looks through the Tor browser because it is beyond the vision of his search engines.
The world wide web can be divided into two parts depending on whether the content is
searchable via common search engines. According to a study from the year 2000 carried
out by BrightPlanet6, websites on the deep web have approximately 7500 Terabytes (TB)
of content compared to only 19 on the surface. This means that the deep web was almost
400 times larger content-wise than the publicly-known web.

Overall the deep web sites have only 50% more traffic than their counterparts this
means that on average the surface websites are more known to the public lurking the
Internet. Based on these information the NEC Research Institute found out that when
a person searches something through the most common search engines such as Google,
they actually crawl through only 14 percent of the surface web. Websites that are indexed
in search engines form so called ’surface’ web. Search engines crawl through the Internet
and open any hyperlink they find in the current document. This way the crawlers act as a
ripple. After the crawling starts, it spreads into all directions and it spreads very fast. This
approach also has its negative effects. Critics say that this method returns too many results
as it also includes some very irrelevant hits. A better approach implemented by Google
search engine is to consider the popularity of the hyperlinks. This means that links that
have more hits are more likely to be crawled through and to appear in the results. This is
a great technique considering easy queries but lacks effectivity on complicated searches as
some relevant results may be filtered out.

2.3 Tor project
The Onion Routing (Tor) project is an open source project with a large community. Tor
network is an overlay network. This means it utilizes the already existing TCP/IP infras-
tructure. It is only another logical layer on an already existing layered model of Internet.
To reach a required level of anonymity, Tor uses a number of different cryptographic mech-
anisms. All connections between onion routers use the Transport Layer Security (TLS)
protocol. This protocol restrains potential network watchers to determine which cell be-
longs to a specific circuit.

To secure that only the exit node can access the data contained in the message sent,
the client creates a temporary shared encryption key for each onion router in the virtual
circuit. When the circuit expires, both client and the onion router discard the key. For

6https://quod.lib.umich.edu/cgi/t/text/text-idx?c=jep;view=text;rgn=main;idno=3336451.0007.104
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authentication, onion routers have onion keys that are public and a pair of private keys
that onion routers use for authentication against the clients during the creation of virtual
circuits. By bouncing Internet traffic over a random route, the Tor browser protects your
anonymity.[7] The route consists of volunteer-run traffic relays that are placed all over
the world. It builds a virtual cryptographic circuit that has three relays. Cryptography
prevents each part of the circuit from knowing about parts it does not communicate with
directly. Only the Tor software on the users computer knows information about all three
relays. Beforehand, the cryptographic or virtual circuits were made of an onion structure
where each hop of the circuit corresponded to one layer of the onion. This is what gave
Tor’s onion routing its name.

However, today are Tor circuits built in a slightly different way to improve security.
The originator selects nodes from a list provided by the directory server. These create a
path through which messages are sent also called a circuit. No node in the circuit can tell
if the node beforehand is the originator or another intermediate. Only the exit node can
determine its location in the circuit. Due to this, the anonymity of the sender is preserved.
In case an attacker observed your traffic when browsing on Tor, he could see your traffic
enter the first relay in the virtual circuit. He could also watch the traffic come back from
the last relay into your computer. The attacker would have to monitor both endpoints to
determine that communication between them is ongoing.

2.3.1 Beginnings

Distributed anonymization systems can be divided into two groups. The first group max-
imizes the anonymity of the network but its latency is too high to be used for interactive
tasks such as web browsing, chatting, or a secured shell connection. Networks in this group
usually function on the principles of the mix-net system.

The second group focuses on lowering the latency for the networks to be capable of
running interactive network traffic. This group enables a lot of application protocols to
be anonymized. Representative of this group is the Onion Routing net on which the Tor
project is based on. In 1981, the concept of a mix-net was introduced in order to anonymize
the communication used in electronic mail services.[5] The idea is to use asymetric cryptog-
raphy with so called ”mixes“ that are proxy servers used for re-sending messages between
participants. Each client chooses the length of the path consisting of these mixes. Each
proxy server contains a public and a private key.

The principle of message re-sending can be explained using the layers on an onion. Each
mix removes one layer of the onion using its private key and this process repeats itself until
the message arrives to the recipient. This architecture prevents nodes on the path to know
the sender and receiver of the current message same as the content that the resent message
holds. The nodes can determine only imminent predecessor and successor. Only the last
node has the content revealed. Each mix receives messages from more clients. The messages
are buffered, then shuffled and resent in a batch, which also includes noise messages that
prevent any correlation but also causing a higher latency.

2.3.2 Basic elements

The description of basic elements of tor is based on the diploma thesis of Bc. Zdeněk
Coufal.[3] The Tor network consists of the following basic elements.
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Figure 2.3: Packet flow in Tor
http://fossbytes.com/wp-content/uploads/2015/07/30193344/tor-structure.jpg

∙ Onion routers: Represent a basic building stones of the Tor network. Virtual
circuits that carry data consist of these onion routers. These routers create an overlay
topology of the Tor network. They operate on port 9001 over TCP and in default
mode await for incoming requests for connection. These routers are divided into three
groups – entry guards, middle relays/nodes, and exit relays/nodes. Onion routers
have a specific identification key that determines its location, node type and other
information about the specific node.

∙ Onion proxies: Control data transactions between user applications and the Tor
network. They create virtual circuits and acquire current information about the
topology and state of the net. These information are acquired from directory servers.

∙ Directory servers: These servers use port 9030 by default. They store information
about the global view of the topology and the state of individual nodes in the Tor
network. The authorities of directory servers possess a list of known onion routers.
Each router has a certificate that is signed by the identification key of the router.

∙ Hidden services: These services are available through servers that provide anonymity
services. This is possible thanks to an integrated mechanism in Tor. The mechanism
hides the real identity of the servers making them anonymous. They are accessible
using a modified domain name that is internal for the Tor network.

∙ Bridges: Represent a special entry router that is used to fight censorship. Informa-
tion about this router are not publicly available on the directory server. Therefore,
there is no possibility to block them in batches.

∙ Users: Can be divided into two groups according to the type of connection they use
to connect to Tor. Direct users that connect through publicly accessible onion routers
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and censored users that connect using a bridge. Both groups use hidden services that
Tor offers.

2.4 Onion routing
A new anonymization system called Onion Routing was introduced by Goldschlag in 1996.
This system allowed the anonymization of connection for various types of application proto-
cols such as HTTP, SMTP, FTP, Telnet, and others. Client-side application communicates
with this network using a client-specific proxy address.

The main goal of onion routing was to create a secured anonymized communication in
real time using the publicly accessible net. Compared to mix-net, the client does not have
to create a unique onion for each message sent, avoiding the usage of operations connected
with asymmetric cryptography that are complicated for computations. This is not suitable
for interactive applications. Each router in an onion routing net has a pair of public and
private key.

The RSA algorithm in asymmetric cryptography is used to obfuscate only the shared
symmetric key that is needed to cipher the rest of the message. As mentioned before
there is no need to create a new onion for each message, this is thanks to virtual circuits
that enable duplex communication. If a request for an anonymized connection comes, the
onion routing network creates a random path, compared to mix-net where the path was
selected by the user. A reservation proxy holds information about the path to the recipient
and cryptographic keys and algorithms that are used. A reservation onion is created by
the application proxy. Along with the sender’s data a noise content is also sent so that a
potential attacker cannot recognize if real data are being transferred. Figure 2.4 displays the
flow of a packet in a network with onion routing. The message is encapsulated in multiple
layers of security when leaving the senders network. One level of security is removed with
each onion router leaving only the packet content at the end of the path.

Figure 2.4: Packet flow in networks based on onion routing
[11]
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Chapter 3

Data scraping

Transferring data between applications is almost always automated. Due to this, informa-
tion that are being transferred follow a certain data structure. This structure is usually
hardly human-readable. The main difference between data scraping and simple parsing is
that scraping intents to have an output that is easily readable by humans whereas pars-
ing requires an automated program to collect these data. When scraping a website, the
program ignores binary data such as images or any multimedia content. From a provider’s
point of view, data scraping is considered unwanted for a number of different reasons. Bots
used for scraping can fire a large number of requests that can overload the server they
are scraping or at least present an unnecessary load. Providers of websites also loose on
advertisements because bots don’t count into traffic as real users. The last disadvantage is
that the provider has no control over his content.

If we consider an industry where the content could be sold for money, then this could
present a serious problem. For example, airlines sell their content to global distribution
systems. These data contain flights, and all information connected to them. The airline
sells these information but they also need to have this content available on their web.
Therefore, companies could create scripts that would scrape the information directly from
the airlines web and have the same content for free stored in their own database as displayed
on figure 3.1. These are the main reasons why companies fighting against bot traffic use
bot-protection systems or firewalls. These scan incoming requests and block them based
on slightest differences in behaviour.

3.1 Darkweb markets
A darkweb or darknet market is a commercial website that operates through darknets such
as Tor or I2P. Their primary function is to operate as a black market selling illegal drugs,
unlicensed pharmaceuticals, credit cards, fake IDs, weapons or counterfeit money and many
others, displayed by quantity on figure 1.1. Darkweb markets characteristics are the usage
of darknet anonymized access typically Tor, payment using bitcoins combined with escrow
services and an eBay-like feedback system.

An experienced Internet user wanting to buy or sell recreational drugs online would not
type keywords into a regular browser. He would rather use anonymity to protect himself
from third parties that could track down his physical address. This is one of the reasons
why darkweb markets raise in popularity.

13



Figure 3.1: Scraping process
https://www.incapsula.com/web-application-security/wp-
content/uploads/sites/6/2018/02/web-scraping-attack.jpg

This thesis focuses mainly on the Point Tochka darkweb market, the third1 biggest
market sorted by listings.

Table 3.1: Darkweb markets listings comparison
Market Approximated listings
Dream Market 63 000
Silk Road 3 53 000
Point Tochka 8 200
WallStreet Market 7 000

3.1.1 Point Tochka market and available metadata

Point Tochka market is a darkweb market operating since january 2015. One of the biggest
markets that are still operating with a 95.7% uptime. It offers multisig and has a 2-10%
commision. Tochka is the biggest market that displays full information about reviewers of
a listing compared to others like DreamMarket that completely anonymizes reviewers and
WallStreet market that displays only the first and last letter of the user name. Reviewers
are the most relevant metadata for a product as we can assume that a user can become
a reviewer only after buying the product, creating a direct link between a reviewer and a
seller. These information being public is the main reason for choosing Tochka market as
the first market to scrape.

There is a lot of information about the seller available such as the date when he registered
or the last time he was online on the market. On our example user element on figure C.2
we can see that the user ’la_farmacia’ was registered 8 months ago and last seen only 21
hours before the screenshot was taken. Other information refer to the users experience on
the market. For example his rating from other users on the scale from one to five (the
higher the better) and labels that determine the trustworthiness of the seller on the specific

1https://darkwebnews.com/market-comparison-chart/

14



market domain. The model user has a very high rating of 4.9 a Golden Account and a level
value of 113. These labels define the following.

∙ Level: Tochka utilizes vendor level system to improve quality of operations, reduce
fraud and encourage fair deals. For 10 successful deals the seller gains +1 level. For
every 6 months on the marketplace this multiplies 2 times and for each unresolved
warning your level decreases by 10. The following equation represents these rules.

𝑙 = 2 · 𝑚
6

· 𝑑

10
− 10 · 𝑤 (3.1)

Where l = level, m = months on market, d = deals, w = warnings. Therefore if a user
wanted to reach level 100 after operating 1 year on the market without any warnings,
he would need 250 successful deals on the market as displayed on following equations.

100 = 2 · 12
6

· 𝑑

10
− 10 · 0 (3.2)

100 =
4𝑑

10
(3.3)

𝑑 = 250 (3.4)

This formula is crucial for approximating how many deals has a specific seller con-
ducted as we scrape the sellers level and registered date in this thesis. Assuming the
user has no unresolved warnings we can modify equation 1.1 to our usage giving.

𝑑 =
(30 · 𝑙)
𝑚

(3.5)

∙ Vendor account: There are four different account types. Free, Bronze, Silver, Gold.
The seller has to pay to the marketplace to get any other label except Free. Prices
are not publicly displayed.

Each product belongs to a category, contains a title text providing a short description of
the product, a longer description with necessary information visible on C.1 in the ’About’
section and rating from buyers. All categories and subcategories present on the Tochka
market are visible in table 3.2. The seller then provides information about shipping. We can
see that in C.1 the shipping type is by mail. Besides of shipping type the seller also provides
countries to and from which he is shipping this product, in our example from and to United
States. Shipping type is usually by mail or digital. In case of digital goods, no shipping
country is specified. Beneath the product listing, a whole section is allocated for reviews.
We collect three information for each review. The reviewer’s nickname, approximate review
time and the review text. Figure C.1 displays a review from ’goldfish6969’ written 1 day
ago. Last but not least, the product has a section devoted to the product prices. One
element contains the amount of goods, price for the amount and currency. We store all
available options into an array. In our example case we would have 4 elements of an array.
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Table 3.2: Tochka market categories
Category Subcategory Items

Drugs Cannabis Buds, Oil, Hash, E-Liquid, Edibles, Prerolled Joints,
Seeds, Cheews

Stimulants Cocaine, Amphetamine, Methamphetamine, A-PVP,
Ephedrine, Mexedrone, 4-EMC, 3-FMP

Other

Psychedelics LSD, Psilocybe Cubensis, DMT, 2C-B, NBOMe,
DOM, DOB, ALD-52

Empathogens MDMA, Ecstasy, Mephedrone, GHB, 4-FA
Opiates
Dissociatives Ketamine, 3-MEO-PCP
Tobacco
Poppers

Prescription

Opioids, Xanax, Adderall, Benzodiazepines,
Fentanyl, Valium, Barbiturates, Viagra, Sedatives,
Antidepressants, Ritalin, Antipsychotics,
Baclofen, Levitra

Steroids

Other, Growth Hormone, Testosterone Enanthate,
Anavar, Testosterone Cypionate, Trenbolone,
Danabol, Testosterone Propionate, Clenbuterol,
Stanozolol, Sustanon, Primobolan, Oxymetholone,
Deca Durabolin, Parabolan, Trenobolone, Clomed,
Turanabol

3.1.2 DreamMarket

DreamMarket was created after the shutdown of SilkRoad in 2013 and was operating ever
since. It became the largest functioning market after the closure of AlphaBay and Hansa in
Operation Bayonet2. DreamMarket was supposed to shutdown on 30. of April as displayed
on figure 3.2. Some users see it as a reaction to DDoS attacks, other believe authorities are
taking over the market.

Figure 3.2: DreamMarket shutdown warning

This market does not display information about reviewers. Only the review text is
present. This was the main reason why we choose not to scrape this market first. Dream-
Market was supposed to be the second scraped market after Tochka. However, with its
unclear future, it is not the safest option at the moment due to a possible interaction with
the authorities.

2Law enforcement operation by multiple nations.
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3.1.3 WallStreet Market

WallStreet market is considered to be one of top three darknet markets with more than
a million users and approximately 5400 vendors. Even though it does not provide full
nicknames in product reviews, it displays the first and last letter of the reviewer’s nickname
and his text with a date. This provides more metadata than other options such as the
DreamMarket making it one of the best options for scraping metadata.

3.1.3.1 Shutdown

On April 16, 2019[6] the marketplace known as WallStreet Market has been seized and its
alleged operators were arrested in a joint operation between German and U.S. authorities
plus the Europol. The market was shut down and millions in cash, cryptocurrencies and
other assets were collected. All three men allegedly running the market are German citizens.
Several vendors from the market were also arrested. The operation was ongoing since 2017.
The authorities were prompted because of a planned exit scam from the operators. Their
plan was to remove all cryptocurrency that was held in escrow under their authority. By
doing this, the Germans would gain approximately 11 million dollars when converted. Each
of the three administrators was tracked down separately and using different methods.

∙ Tibo Lousee: The VPN used by the administrator would occasionally disconnect, but
he would continue to access the WallStreet Market infrastructure, exposing his true
IP address. Also the administrator was using a UMTS stick, that was electronically
located and showed presence in the residence and workplace of the administrator.

∙ Jonathan Kalla: An IP address assigned to the home of this administrator connected
to a VPN provider in roughly same time as alleged administrator connected to dark
marketplace infrastructure using the same VPN provider.

∙ Klaus-Martin Frost: The PGP key on the administrators account was the same as
a PGP key on another hidden service. This account however had another wallet.
By tracking down the transactions of this wallet from a Bitcoin Payment Processing
Company revealed buyer information using the email address klaus-martin.frost

The remaining defendants were also tracked down using collected metadata and tracking
messages where they mentioned cryptocurrencies or drugs.These findings prove that even
the smallest mistake can lead to a suspects deanonymization. Prosecutors have a birds eye
view on Internet traffic and will collect even the smallest breadcrumbs of metadata to gain
a more specific image of the case. This case is another proof of how collecting metadata is
important for the condemnation of suspects hiding behind anonymization networks.

3.2 HTML
HTML is the title of a markup language that is used for creating web pages that are
connected by hypertext links. It is the main language used to create sites in the World
Wide Web (WWW) system, that enables the document to be published on the Internet.
Together with Cascade Style Sheet (CSS) and JavaScript, they create a triplet of languages
that are most commonly used to build a website. The development of HTML was affected
by the development of web browsers.
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Web browsers can get HTML documents either from local storage or from web servers.
These documents determine the structure of the website by describing the hierarchy of
HTML elements of the page. These elements are the basic building stones of this language.
Each element is enfolded by angle brackets with a text inside determining the type of the
element. Web browsers do not display this text, they use it to interpret the content of the
rendered document. CSS are used to determine the visual of the HTML elements whereas
JavaScript and other scripting languages are used to manipulate with elements.

The most important component of the markup language are tags and their attributes.
Other components are data types that are character based and references to entities or
characters. This concept was adapted from the Standard Generalized Markup Language
(SGML) and was modified according to the needs on the Internet. SGML is a universal
markup metalanguage that allows defining new markup languages. Unless a HTML tag
represents an empty element it is used in pairs. The first tag is called an opening tag and
the second is a closing tag. The scope of an HTML element is determined by its tags. This
means that all content belonging to a certain element must be available inside the tags.
If there are other elements within the tags, they are considered children elements to the
parent element that is enfolding them as displayed on listing 3.1.

1 <div> <!Parent>
2 <p>Some random text</p> <!Child>
3 </div>

Listing 3.1: Parentness in HTML

The opening tag can contain additional information called attributes. These may carry out
different information such as identifiers that determine the style of the element, specified in
a .css file and written in the CSS language, or references to resources in case of some tags
such as the image tag. There are also special tags that are forbidden to have any content
within them such as line break <br>. Common attributes:

∙ ID: Provides an unique identifier that is global for the document. It may be used to
determine the style of the element or may be used in scripts to access the content of
the document or manipulate with its presentation.

∙ Class: Used to specify multiple elements with common properties. Elements that
have the same behaviour are put into the same class to define their behaviour in one
place only. An element can be a part of multiple classes

∙ Style: Can be used to manipulate the presentation of the element. It is a good
practice to rather use the ID or Class attributes to specify elements that we want to
modify and do the modification in the style sheet file.

∙ Title: Used as a tool tip. If the user requires to display additional information.

∙ Lang: Determines the natural language of the element. This may differ from the rest
of the document

1 <h1 id="myHeader">Hello World!</h1>
2 <p class="important">Important paragraph</p>
3 <p style="color:green">This is a green paragraph.</p>
4 <p title="google">google.com</p>
5 <p lang="fr">Ceci est un paragraphe.</p>

Listing 3.2: HTML attributes.
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3.2.1 XPath

Selection is the most crucial part of extracting information from HTML documents in
any kind of HTML processing. This thesis utilizes XPath expressions for data parsing.
Important information on web pages are stored in HTML elements. XPath expressions are
used to address a specific element or set of elements.

XPath is a World Wide Web Consortium standard language used for navigation in XML
trees. It operates on the logical tree structure of XML documents, not on their syntax. An
XPath expression consists of a location path that involves multiple location steps. These
steps can be divided into three components. An axis, a node test and predicates. Each
expression evaluation is dependent on the context node. The axis determines the direction
from the context node. It specifies whether we want the child, descendant, preceding or
following sibling. Other two components serve to filter nodes that were selected by the
axis. The selector on listing 3.3 would select the first span element in the document that
contains the string No flights and the span element that occurs beforehand and is on the
same hierarchical level.

1 print g.doc.select("//span[text()=’No flights’][1]/preceding-sibling::span")

Listing 3.3: Xpath selector.

3.3 Python and its frameworks for data scraping
Python is the most popular language used for web scraping. It was designed in 1991 by
Guido van Rossum who’s favorite comedy group at that time was Monty Python’s Flying
Circus, thus the name Python.

It is a high level programming language. This means that it is closer to the human
language than the machine language and programs written in this language are independent
of the type of computer. Python is object-oriented, it has a memory management system
implemented and its commands are executed directly without previously compiling the
program into machine language meaning that it is an interpreted language. A language
that is dynamically typed so the data types are not associated with variables but with
values. Python is an open-source project offering installation packages for most common
operation systems.

Two incompatible versions of this languages are currently being used, Python 2 and
Python 3. The latter was supposed to remove imperfections and failing concepts of the
first version that could not be deleted without incompatibility. It is a multi paradigmatic
language, it enables to use not only object oriented paradigm but also imperative, proce-
dural and functional according to the task. The biggest difference between Python and
other general purpose programming languages is the lack of using brackets to determine
the scope of a block. On the other side it emphasizes the usage of white spaces. These take
over the role of brackets making the code more readable.

3.3.1 Scraping frameworks

Framework is a collection of packages and modules that help the developer to write appli-
cations and services without having to handle low level details such as protocols, thread
and process management or sockets. Popular scraping frameworks include following ones.
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3.3.1.1 Scrapy

A web scraping framework similar to Django[1]. It is built upon an asynchronous framework
Twisted. Therefore, requests made by scrappy are scheduled and processed asynchronously.
It consumes much less memory and CPU compared to other frameworks and offers robust-
ness and flexibility. On the other hand it is not beginner-friendly and might be an overkill
for simple jobs.

3.3.1.2 Requests

Allows the user to send HTTP/1.1 requests without manual labor, or without a need to
manually add query strings to URLs, or to form-encode POST data. Keep-alive and HTTP
connection pooling are automatic. Supports the entire restful API but it is not the best
option for web pages with JavaScript. Fits for simple tasks and is easy to use even for
beginners.

3.3.1.3 Selenium

Is a tool for browsers, it is based on Java. However, it is accessible through a Python
package. It is primarily used to write automated tests for web applications, it is also
commonly used for sites that have JavaScript on them. In a data scraping perspective,
its biggest advantage is that it simulates human behaviour with clicks, scrolling, text box
filling etc. As a disadvantage, it is very slow and has high CPU and memory usage. Best
case scenario when to use Selenium is for a site that has data tucked away by JavaScript.

3.3.1.4 Grab

A scraping framework that provides methods for performing network requests, scraping web
sites and even parsing of the content of these web sites. It has an asynchronous API called
Spider and a very powerful API to extract data from HTML elements using Xpath queries.
Another advantage is that it has tool to work with web forms and supports automatic
cookies passing.

3.3.2 Parsing frameworks

Similarly to scraping frameworks, parsing frameworks help the developer to simplify ex-
tracting important information from raw content returned by a HTTP response. Regular
expressions are not a good way to parse data as they do not count with any text structure
and even the slightest change of the response causes errors. Parsing frameworks store the
response, even fix elements that are faulty like unclosed tags and then provide selectors to
easily extract data.

3.3.2.1 BeautifulSoup

BeautifulSoup is able to automatically determine the content encoding and can use different
parsers. It is a robust framework that also handles malformed markups and is easy to learn.
Ideal for messy documents but not very flexible and may return incorrect parse results
without warning if the user chooses a wrong parser. Multiprocessing is needed to make it
quicker.
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3.3.2.2 lxml

A high-performance HTML and XML parsing library. Supposedly the best performing
parsing framework according to Ian Bicking’s blog3. lxml provides safe and convenient ac-
cess to libxml2 and libxslt libraries using the ElementTree API. It extends the ElementTree
API and offers support for XPath, RelaxNG, XML Schema, XSLT and more.

3.4 Captcha
This section describes the most common anti-bot protection used in the online world. We
discuss this topic due to the usage of captcha as the only form of protection against bots on
darkweb markets.Captcha stands for Completely Automated Public Turing Test To Tell
Computers and Humans Apart.4 It is a type of challenge testing if the user accessing the
site is a human. The most common form is a text captcha. This requires the user to read
a distorted image that sometimes also includes letters or numbers that are supposed to be
ignored and to fill the letters displayed in captcha into a text box.

In 2009 Google acquired reCaptcha a popular deployment of captcha. However, re-
Captcha is not an ordinary text captcha, it creates a fingerprint for the user and analyzes
his requests before determining if a reCaptcha is prompted or not. In recent months Google
has deployed the third generation of this product, reCaptcha v3. It analyzes the behavior
of a user and returns a score. The score is based on interactions with the site and it lets
the site to determine any further action. reCaptcha v3 scores the user where 1.0 is most
likely a valid interaction and 0.0 is most likely a bot. This technology is meant to be a
breakthrough in bot protection as all traffic analysis is done by Google and not by the site
company itself making it much more difficult for scrapers.

Darkweb markets (specifically Tochka) uses a captcha form called math captcha con-
taining an equation as displayed on 3.3.

Figure 3.3: Tochka math captcha

A solution to this problem is offered by the service 2captcha. It uses humans to solve
the captcha for you and send you the response that you can then use in your code. All of
this can be done automatically by requesting their API. It is a paid service, however the
price is just 0.5 USD for a thousand of solved text captchas.

3http://www.ianbicking.org/blog/2008/03/python-html-parser-performance.html
4https://web.archive.org/web/20171027203659/https://www.cylab.cmu.edu/partners/success-

stories/recaptcha.html
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3.5 Web application firewalls
Firewall is a software that monitors, filters or even blocks incoming packets according to a
set of rules. A web application firewall is a special type of firewall applying specifically to
web applications. A WAF can be a software or a hardware that prevents vulnerabilities in
web applications. These are a consequence of insufficient code design. WAF protect web
applications from being exploited by outside threats. It filters packets as they travel to
and from a the application analysing traffic on the application layer inspecting each packet
and filtering those potentially harmful. It could be host, cloud or network based. WAFs
are a common way of how enterprises protect they web application from zero-day exploits5.
WAFs are meant to be used in conjunction with other network security solutions to provide
a comprehensive form of defence. Figure 3.4 displays the principles of Imperva Incapsula
cloud based web application firewall. It filters unwanted traffic such as DDoS attacks, bots
or spammers and also load balances the traffic onto the clients servers accordingly.

Figure 3.4: A cloud based WAF
https://docs.incapsula.com/Content/introducing-incapsula/Images/512.png

3.5.1 Implementation and bypassing of WAFs

As mentioned before data scraping can be described as a process of transforming data on
a certain website hidden in HTML elements and manipulated by JavaScript codes into a
human-readable output. Some websites on the internet use web application firewalls (WAF)
to protect their data from bots. These firewalls can be implemented in different ways. Some
use a cookie that is generated usually by a JavaScript file and then passed between different
stages of the website. Then, only a simple check is needed to determine whether the cookie
stayed the same. However, it can also get manipulated during different stages. Cookies
usually hold obfuscated information. Most common information included in cookies is the
UNIX time stamp. Other cookies can include parameters that are being sent with the
request.

5A vulnerability of a software without a defence mechanism implemented. Zero day presents that the
vulnerability is accessible in default configuration.
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Another way to implement a web application firewall is to analyze the request the
user sent and determine a ’fingerprint’ consisting of the user’s information. It contains
information such as user-agent of the request, accepted data type, accepted language or
referer of this current webpage. Some mobile WAF’s also include application versions or
device brands. The most important factor is the IP address that was used to generate this
request. If the same IP generates more requests during a very short period of time, it could
be considered a bot and get blocked based on it. The simplest protections are only IP based
whereas the most elaborate ones consider information such as mouse movement that are
very hard to be generated by the bot.

An easy way to bypass IP based protections is to use proxy addresses. These serve
as a midpoint between the user and the destination of the request. The other side then
sees the proxy address as the source of the request, this means that by using multiple
proxy addresses and rotating them the WAF would think that it is always a different user.
However, big companies that are built around a WAF product such as Distil Networks or
Akamai use neural networks. Artificial intelligence would block these requests based on the
fingerprint it gathered.

Scraping the darkweb is a bit different compared to classic surface websites. Most of
the dark web sites do not use JavaScript as it can be used to deanonymize the Tor user.
Instead, these sites heavily rely on captcha solving. Captcha is an image with some text
inside it. This text needs to be correctly written into a form for the user to be able to
proceed. Captcha’s do not require a JavaScript code to be executed and are complicated
to bypass without using an external paid service. On most darkweb markets, they are used
as the primary source of security against bots. For instance, just to create an account,
the user has to solve two captchas before entering the market. Most of these markets also
use various types of cookies to force the potential bot to go through the whole data flow
without skipping steps.

3.6 Metadata
New technologies such as databases and the Internet have vastly increased the communi-
cation and data sharing between users of different categories[8]. This has highlighted the
importance of metadata as data without metadata could be sometimes more harmful than
beneficial. Descriptions of metadata go beyond the content of data. They can be used to
describe administrative facts about data such as who created the data and when. Other
types of metadata describe how the data were collected and processed.

The concept of ’metadatabases’ were first defined in 1973, however among computer
scientists the definition is often limited to formal descriptions of how data are formatted
and typed. In recent years, business sectors felt a need for a more comprehensive and
serious approach to metadata. This need was triggered by the interest of companies and
organizations to reuse the data they have for more strategic purposes. Data are now being
stored in warehouses and techniques such as data mining are implemented.

If any collected data are to be used for information processes, they have to be contex-
tualized in order to be useful for the given case. Adding more information about how we
collected the data and how we composed them may bring up relationships between seem-
ingly unrelated entities and better understand how to use these data to answer our question
or to solve our challenge.

Metadata can be described as data about other data. They play a vital role in usage and
development of statistical information. They should be represented as a totality together
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with data, compared to them both being presented individually. Metadata also describe
the source of data and contribute to a better understanding of the correct meaning of our
data as well as its consistent interpretation. We can differ between three types of metadata

∙ Descriptive metadata: e.g., title, author or keywords;

∙ Structural metadata: e.g., how are pages structured into chapters;

∙ Administrative metadata: technical information.

For example a digital image’s metadata are date of creation, resolution of the image, color
depth and so on.
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Chapter 4

Design and implementation

This chapter focuses on describing the development of a tool that periodically collects
metadata about users and devices who operate on darkweb markets. Techniques used
for metadata collection from HTML web pages are described in chapter 3. This tool is
written in the Python language. Reasoning behind choosing this language is explained in
chapter 3.3. Scraping the darkweb has differences from scraping classic web pages from
the surface web. Specifications for dark web scraping are described in 3.5. Knowledge and
information about anonymization and data scraping mentioned previously in this document
are utilized for the creation of this tool. The flow of the tool is displayed on the sequence
diagram in figure 4.1.

Figure 4.1: Sequence diagram

This tool provides automation of the process of scraping dark web markets and trans-
lating information gained into a human-readable output. The whole process of collecting
metadata can be divided into three crucial parts: web crawler, data parser and a part
focusing on writing information into a database.
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4.1 Crawler
The first phase, is a web crawler1. A web crawler, web spider or simply a crawler is
an Internet bot that crawls through a HTML website and gathers information about the
website such as the page title, website’s URL, meta tags, the content of the web page and
most importantly links that are present in the page content. Then it visits the links that
were gathered on the first page and stores the same information of the new one.

A crawler has to keep track of the URLs that have already been downloaded and crawled
through, not to repeat the same website over and over. The behavior of a crawler is
determined by its specifications. A selection policy can be implemented in the crawler to
determine which URL’s will be visited with priority. This process is usually handled using
paralelization as crawling websites one by one would be too time-consuming.

In this tool, the crawling is not used to crawl through all pages but only those that hold
data required in our database. The crawler cycles through all categories on the market,
and for each category it cycles through all pages present for the category. It then gathers
all links to listings from each page and also cycles through them. The crawler class should
collect all listings with illegal substances present on the specific drug market in the end.
The output of this phase are arrays where each element holds the raw content of one specific
listing.

4.2 Parser
In the second part, the main goal is to separate data that are interesting for the purposes
of this thesis. This part is called parser.2It parses data from a raw state into logical blocks.
Similar to a parser used in compilers, it receives a stream of text or HTML elements and
breaks them into parts extracting only useful information.

Regarding this tool, the parser’s input is an array of page contents that need to be
parsed. The parsing is done mostly by XPath queries that will filter out information
that are expected to be present, such as the seller’s nickname, countries of shipping or
price. Other information are parsed using regular expressions that can extract text fields
according to a given pattern. These will then pass through another parser where it looks for
information that may or may not be present. For example if the user has a golden account.

The output of this part is a JSON dictionary where keys represent the type of the
information and values are actual information that were scraped as displayed on figure 4.2.

1https://www.techopedia.com/definition/10008/web-crawler
2https://searchmicroservices.techtarget.com/definition/parser
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Figure 4.2: JSON structure with collected data passed to DBHandler

4.3 Database
Each JSON dictionary represents data collected from one listing. Keys of the JSON dictio-
nary correspond to entities on figure 4.3. Values in these dictionaries are metadata collected
from the listing page. All attributes are also present in the database according to the data
model of the database. This model is graphically represented by an ER diagram on figure
4.3.

The database is written in the PostgreSQL language. It is an open source object-
relational system that extends the SQL language. It supports all operation systems and is
ACID-compliant. PostgreSQL enables the user to define own data types and custom func-
tions and even write code from different programming languages without recompiling the
database. For testing purposes, the database was created on localhost using virtualization.
To successfully fill data into our local database, we first need to setup a docker container
using a .yml file with configuration. The entity relationship diagram consists of five entities.

∙ Seller: Most important entity, represents the author of the listing. The goal is to
collect as much metadata about this user as possible.

∙ Prices: Offered prices for the product combined with amounts and currencies

∙ Shipping: Determines from where and to where can the seller ship his product. Also
contains the type of transportation (usually by mail).

∙ Products: Holds information about the selling product.

∙ Reviews: All reviews for the specific product. Most importantly the reviewers name
and time stamp.

The countability of individual entities is as follows. A seller can have one and more products.
He can not have zero products assigned to him. In this case, he would not be considered a
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seller. On the other hand, a product can have only one seller, the author of the listing. A
product must have at least one price offer. The reviews section does not have to be available
at all but one product can also have many reviews limited to one hundred. A product that
is delivered by mail always has countries from and to which it can be shipped. One review
can only belong to one product. A combination of shipping countries and logistic type can
be the same for more listings and the same goes for price offers.

Figure 4.3: Entity relationship diagram

This thesis utilizes different libraries for data parsing and data scraping. This list is a
summarization of used libraries and their purpose.

∙ re: This module provides regular expression matching operations. Used for text
filtering in places where are no HTML elements.

∙ ujson: Allows to convert between Python dictionary objects and the JSON data
format. The parser class returns a JSON data structure using the ujson.dumps()
function.

∙ dateutil.relativedelta: Enables the user to subtract two datetime objects. In this
tool it is used to determine certain dates that are written relatively to the current
time e.g. Registered 3 months ago.

∙ psycopg: Used to establish a connection the the PostgreSQL database.
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4.4 Implementation obstacles
Obstacles that were not taken in consideration in the draft phase have emerged during the
implementation, complicating further advance. Most of them are connected to the nature
of darkweb markets.

∙ Hardly predictable captcha check: Before the implementation, one of the key
questions to answer was if it is even possible to scrape the specific market. Further-
more, if it is possible to fire a lot of requests using the same configuration.
The Tochka market used only one form of authorization and that was captcha solving.
After solving a captcha on the web page, it created a cookie called session that was
the only cookie present. Before the implementation of this thesis, I have tried to
use this generated session for a number of consequent requests hitting more than a
hundred of requests. All of them passed. I have then forced the Tor browser to change
the onion circuit and tried to fire more requests to determine if the captcha session is
bound to only one circuit. All of them also passed successfully without any additional
captcha check.
However, when proceeding to implementation the captcha check started occurring
more often. After additional testing, I have found out that doing any action on the
browser that was used to generate the session, prompts the captcha check and blocks
the used session. Reasoning behind this behavior is unclear. This obstacle was solved
by checking responses for the Anti-Bot Check string. If the check is triggered the
program is on hold and a warning is displayed on the command line output waiting
for a new validated captcha session that will be used in next requests.

∙ Layout changes: When implementing this thesis, the first two modules were a
crawler and a parser. I have started implementing the parser when the crawler worked
at least to some extent as the task within it was straightforward. Separate relevant
data from unimportant HTML elements.
I did not do dynamic requests all the time but rather stored the response collected and
used the static content to implement the parser. I have started testing with dynamic
requests after implementing all modules. This was after a month of implementing
the parser using only static content. The parser did not work at all after loading the
page content dynamically. I have found out that the structure of the market changed
slightly after some debugging. These slight changes such as changing the account
level label class from ’ui label teal dark-green’ to ’ui label tiny’ made the parser
raising exceptions and the tool unusable.

∙ High response time and timeouting: The average response time of the Tochka
market during the night is approximately 15 seconds. On the other hand, the
average response time of surface websites is ought to be 3,5 seconds3 making the
market more than 4,2 times slower than an average website.This is not as significant
for user that browse the market. However, for scraping purposes this means that
instead of scraping approximately 6 hours to get the whole content, we will have to
scrape for 25 hours considering we do not use paralelization.
The market probably becomes flooded with requests and starts sending empty replies
during the day, requiring multiple retries and also prompting a captcha check. Other

3https://www.websitepulse.com/blog/response-time-standards
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than that, the response time during peak hours around midday is in average 60
seconds. Getting 60 listings without paralelization with this response time would
take 1 hour. With more than 6000 listings on the market it would take more than
100 hours.

∙ Authorities actions: On the beginning I have chosen three main markets as my
points of interest. DreamMarket, Tochka and WallStreet market. From these three
I have selected Tochka as it has the most valuable metadata publicly available. The
WallStreet market module was supposed to be next.
The WallStreet market was shutdown together with some websites that contained his
onion URL on 16th of April. These websites such as deepdotweb.com also provided
statistics about darkweb markets and data I have used in this thesis. The page is left
with a Domain Seizure title and an image displaying all cooperating authorities.

4.5 Ideas for improvement
To run the program properly, the user has to insert a validated captcha session as an input
parameter and after each captcha check during the run, the user is prompted to insert a
new session. This means that the user has to be present during the scraping process that
may take few hours. This issue may be solved by either third party captcha solving services
such as 2captcha or optical character recognition (OCR) algorithms. However, 2captcha
requires an account with credits as captcha solving is a paid service. OCRs on the other
hand do not work properly for obfuscated captchas including irrelevant numbers.

In the current state the tool is designed for one specific market, Tochka. If we wanted
to add more markets to this project, they would currently need their own infrastructure
using only some common functions from the already implemented module. The original
idea was to create a parent class that would have the common traits of a darkweb market
implemented and then modules for specific markets only inherit the class and would only
override those functions they need to creating an easily scalable tool.

4.6 Testing
In this section we will describe the process of validating results scraped by our tool. This
is a crucial task in order to use the results of this thesis. The testing phase can be divided
into two parts. The first part focuses on selecting random samples from the Tochka market.
Metadata available in the sampled listing are then compared to data stored in the database.
This comparison needs to be done to prove that the parsing done by using XPath queries is
correct. The second part focuses on comparing statistical values publicly available with our
database and explaining eventual discrepancies. I have selected only one random sample
because the process repeats itself.

4.6.1 Random sample tests

As a first example we selected user ’strainpirate’ selling ’OG(Littles)’ referring to marijuana.
Figure 4.4 displays all prices, shipping information the user has on his product.
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Figure 4.4: strainpirate listing

To get these data from our database we will need to do a PostgreSQL query that stands
the following.

1 SELECT prices.amount, prices.price, prices.currency
2 FROM prices INNER JOIN product ON prices.id_product_prices = id_product
3 WHERE product.product_name=’OG (Littles)’;

Listing 4.1: Select command.

And the results for this command are beneath.
1 amount | price | currency
2 -------------------------------------+-------+----------
3 7g og (littles) | 45 | USD
4 7g og (littles) + 1 bag kief jerky | 65 | USD
5 1oz og (littles) | 140 | USD
6 1oz og (littles) + 1 bag kief jerky | 150 | USD
7 (4 rows)

Listing 4.2: Results.

There are exactly 4 price offers with correct descriptions, prices and currencies. To get
shipping information we used the query

1 SELECT shipping_type, shipping_from, shipping_to
2 FROM shipping INNER JOIN product ON shipping.id_product_shipping = product.id_product
3 WHERE product.product_name=’OG (Littles)’;

Listing 4.3: Select command.

Resulting in
1 shipping_type | shipping_from | shipping_to
2 ---------------+---------------+---------------
3 Mail | United States | United States
4 (1 row)

Listing 4.4: Results.
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Figure 4.5 displays all information about the seller.

Figure 4.5: strainpirate user info

These information can be obtained by the query below
1 SELECT golden_acc, acc_level, seller.rating, registered, last_seen
2 FROM seller INNER JOIN product ON seller.id_seller = product.id_seller_product
3 WHERE product.product_name=’OG (Littles)’;

Listing 4.5: Select command.

Resulting in
1 golden_acc | acc_level | rating | registered | last_seen
2 ------------+-----------+--------+------------+------------
3 1 | 49 | 4.96 | 2019-01-16 | 2019-05-15
4 (1 row)

Listing 4.6: Select command.

As we can see the only discrepancy between our scraped data and website content is in
the account level. This is because the database was scraped some time ago and the user
probably sealed more deals in the meantime that raised his level.

The next method is to check and compare the number of listings that are expected to be
on the market and the number of listings we have actually scraped. However, sources differ
when it comes to a total number of listings, some4, from 2019 say it is around 7 thousand
of listings, whilst others5 estimate up to 19 thousand listings. To get our number of listings
we need to count all products stored in the database using a very simple query 4.7

4https://www.thedarkweblinks.com/darknet-market-list/
5https://drfone.wondershare.com/dark-web/darknet-market.html
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1 select count(*) from product;

Listing 4.7: All listings.

This command returns approximately 4400 unique products. This is 2600 products less
than estimated values. This could be caused by having duplicate products, that we remove
in this tool. For example the category ’Drugs’ contains every listing in category ’Cannabis’
as it is its parent category. If we would to scrape category ’Drugs’ first, every listing in the
subcategory would be a duplicate.

To test paralelization we have made a simple function in the gevent_async.py file that
requests the httpbin.org website with 100 parallel tasks. The proof of paralelization is that
the tasks finish all at once and in an unexpected order.
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Chapter 5

Conclusion

The main goal of this thesis was to create a tool that will collect metadata from a darkweb
market. To achieve this, we have had to analyze the problem of data collection from a
specified data set that was in our case represented by illegal drug markets.

Furthermore, to implement a script that will periodically collect data from chosen mar-
kets focusing on metadata about the users and devices that figure on these markets either
as sellers or buyers. Metadata such as number of listings a concrete user has on the drug
market, countries available for shipping or the amount of reviewers under his listings. The
number of reviews the user has under his product directly represents the minimal number
of buyers of the product. Gathered information will be then stored in a database.

The first step when solving this thesis was to gather the literature about topics con-
nected with the Tor browser such as onion routing or Tor itself both described in chapter
2 and understand the concepts of anonymization on the Internet focusing on overlay net-
works in section 2.1 represented by anonymous networks that have multiple representatives
mentioned. It was also necessary to study the topics surrounding data scraping as the
result of this thesis is to scrape data from these websites. This is done in chapter 3. This
included acquaintance of languages and tools that will be used in implementation and that
are directly connected with data scraping. Tools including scraping and parsing frameworks
compared in 3.3. This chapter also included a detailed description of the scraped Tochka
market, and other popular drug markets also explaining the reasoning behind choosing this
specific one. Anti scraping protections including web application firewalls and captcha are
also described in this chapter.

Before the implementation itself we have created a draft of the tool represented by an
ER diagram on figure 4.3 and a sequence diagram 4.1. Afterwards we started implementing
individual modules according to the draft. During the implementation a lot of unexpected
problems occurred, described more detailly in section 4.4.
We have implemented a tool that collects all listings from the Tochka market by cycling
through all categories, all page numbers and getting the content of each product displayed.
For sending requests we have used the Grab framework. Due to the high response times
of the market we used paralelization utilizing the asynchronous framework Gevent. Each
request has to be followed by a captcha check, that prompts a command line input if nec-
essary. Scraped content then went through a parser separating useful data from HTML
elements and creating a JSON structure. Most of the parsing was done by Xpath expres-
sions. This language is described in section 3.3.This structure was then parsed in the last
module that handled inserting into a PostgreSQL database that was running on a docker
container on localhost. The filled database can be used for a complex analysis of the Tochka
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market, using Select queries on the database. The tool testing is described in section 4.6.
Tests have shown that the content scraped by this tool corresponds to real time content
present on the Tochka market. Testing procedures are described in chapter 4.6. Additional
features and ideas on how to improve our tool are described in 4.5.

This thesis is a part of a grant for Integrated platform for analysis of digital data
from security incidents1 under the Department of Information Systems on the Faculty of
Information Technology at Brno, University of Technology.

1http://www.fit.vutbr.cz/units/UIFS/grants/index.php?id=1063
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Appendix A

CD Contents

The CD files refer to the same content as available in the git repository at the time it was
burned.
The CD has this structure:

∙ requirements.txt: contains all libraries used in this thesis

∙ src: source files

– crawler.py: crawling module
– parser.py: parsing module
– db_connect.py: database module
– gevent_async.py: asynchronous framework
– geventcurl.py: external file for cooperation of grab and gevent frameworks

∙ docker-compose.yml: configuration file for creating a localhost database using a
docker container

∙ README.md: a short description of the tool, with usage and examples

∙ xgulaj00.pdf : this documentation

∙ db.txt: a snapshot of a successfully finished database
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Appendix B

Installation and usage

In this chapter we describe how to setup a completely clean operational system to success-
fully run the scraping tool.

B.1 Requirements
This tool has been tested on the macOS High Sierra version 10.13 with an x86_64 archi-
tecture.
A requirements text file was automatically generated by a python tool pipreqs.

B.2 Installation
Install all necessary requirements for this project by doing

pip install -r requirements.txt

To run a localhost database in a docker container you will need to have docker and create
a container by doing

docker-compose -f docker-compose.yml up

To connect to the PostgreSQL database use

psql postgresql://localhost/postgres

After this you will have to login to the tochka market and login into an account.

url: http://tochka3evlj3sxdv.onion
login: tochkaninja

password: tochka2803

Now it is necessary to solve captcha and use developer tools to get the session that was
generated. This session is an input parameter of the tool.

python crawler.py <captchasession>

Leave the tool running for a few hours and occasionally check if no captcha was prompted
afterwards.
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Appendix C

Examples

Figure C.1: Main body of listing
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Figure C.2: Info about user
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