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Abstract
This Bachelor’s thesis focuses on the development of a new tool for the visualization of mi-
crobiome data. The developed tool uses Principal Component Analysis (PCA)
and Principal Coordinates Analysis (PCoA) for dimension reduction. Bray-Curtis dif-
ference and UniFrac distance metric are used for distance matrix calculation. Then,
the processed data is colored based on user-selected metadata.

The results are presented by two types of graphs. The first is a bar chart and shows
the proportion of each principal component. The second, scatter chart, visualize the final
result of the required analysis.

As part of the development of the tool, the possibility to download the calculated matrix
and also a table of the first N main components calculated by the analysis were added.

Abstrakt
Táto práca sa zameriava na vytvorenie nového nástroja pre vizualizáciu mikrobiomových
dát. Vytvorený nástroj používa pre redukciu dimenzií analýzu hlavných komponent (PCA)
a analýzu hlavných súradníc (PCoA). V prípade výpočtu dištančnej matice sú použité
metriky Bray-Curtis odlišnosť a UniFrac. Spracované dáta sú následne ofarbené na základe
užívateľom zvolených metadát.

Výsledky sú prezentované pomocou dvoch typov grafov. Prvý z nich je stĺpcový
a zobrazuje podiel každej hlavnej zložky. Druhý, bodový graf, vizualizuje konečný výsledok
požadovanej analýzy.

V rámci práce bola pridaná možnosť stiahnuť si vypočítanú maticu a taktiež tabuľku
prvých N hlavných zložiek vypočítaných danou analýzou.
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Rozšířený abstrakt
Mikrobióm je súbor všetkých mikróbov, respektíve mikroorganizmov (napr. baktérií,

vírusov, prvkov, húb), žijúcich nie len vo vnútri, ale aj na povrchu tela. Pre ľudský život
je priam nevyhnutný. Pomáha s trávením, produkciou rôznych vitamínov, reguláciou imu-
nitného systému a chráni organizmus pred baktériami, ktoré spôsobujú rôzne ochorenia.
Pokiaľ mikrobióm nefunguje správne, môže dochádzať k rôznym autonómnym chorobám
(cukrovka, svalová dystrofia), tráviacim a kožným problémom, a taktiež môže ovplyvňovať
aj našu náladu a podporiť vznik depresie. Pre udržanie mikrobiómu v čo najlepšom stave
je veľmi dôležitá zdravá a vyvážená strava a pohyb.

Mikrobiómové dáta sa získavajú odobraním potrebnej vzorky, jej spracovaní a násled-
nou sekvenáciou. Nad získanými sekvenciami sa vykonáva kvalitatívna alebo kvantitatívna
analýza. Výsledky tejto analýzy sú n-rozmerné dáta, ktoré sú pre človeka len ťažko či-
tateľné. Preto sa ďalej spracovávajú metódami na redukciu dimenzií do 2D alebo 3D
priestoru. Takto spracované dáta môžu byť následne vizualizované do grafov, prípadne
ofarbované na základe príslušných metadát a ďalej analyzované. Cieľom tejto práce bolo
vytvoriť nový nástroj pre vizualizáciu mikrobiómových dát.

Úvodná časť a druhá kapitola sa venuje podrobnejšiemu uvedeniu do problému na-
jmä po biologickej stránke. Sú tu vysvetlené základné pojmy ako napríklad DNA, RNA,
metagenomika, 16S rRNA či mikrobióm. Tieto pojmy sú potrebné pre komplexné pochope-
nie danej problematiky.

V tretej kapitole sú popísané metódy a metriky, ktoré navrhnutý nástroj používa.
Pri redukcii dimenzií ide o analýzu hlavných komponentov (Principal Component Anal-
ysis) a analýzu hlavných súradníc (Principal coordinates analysis). V prípade výpočtu
beta diverzity sa používajú metriky Bray-Curtis odlišnosť a UniFrac (vážený a nevážený).
Dôležitou súčasťou metriky UniFrac je aj fylogenetický strom.

Nasledujúca kapitola je venovaná analýze a porovnaniu existujúcich nástrojov Emperor
a Tensorflow Embedding Projector. Každý z týchto nástrojov sa zameriava na iný spô-
sob redukcie n-rozmerných dát do 2D alebo 3D priestoru. Cieľom nového nástroja je
zachovanie a prepojenie niektorých silných stránok týchto nástrojov, ktoré by mohli byť
pre cieľovú skupinu užívateľov potrebné a eliminácia ich nedostatkov.

Piata kapitola popisuje návrh samotného nástroja. Je tu popísaná základná funkcionalita
a rozloženie kľúčových prvkov nástroja. Taktiež sa tu nachádza popis vstupných a výstup-
ných dát. Vstupné dáta sa zadávajú do formulára vo webovom rozhraní. Výstupom nástroja
sú dva typy grafov a súbory na stiahnutie. Jeden z grafov je stĺpcový a zobrazuje podiely
jednotlivých hlavných zložiek v analýze. Druhý graf je bodový a zobrazuje samotný výsle-
dok požadovanej analýzy, ktorý je ofarbovaný podľa príslušných metadát. Užívateľ si tak-
tiež môže stiahnuť vypočítanú dištančnú maticu alebo tabuľku prvých N hlavných zložiek
vypočítaných danou analýzou.

Ďalšia kapitola popisuje implementáciu. Zaoberá sa výberom programovacích jazykov,
použitými nástrojmi, knižnicami, technológiami a komunikáciou medzi nimi.

Kapitola valuation sa zameriava na testovanie nástroja a dosiahnuté výsledky.
V závere sa nachádza zhrnutie dosiahnutých výsledkov a návrhy na prípadné rozšírenie

a vylepšenie nástroja.
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Chapter 1

Introduction

Nowadays, technology is everywhere we look and it is very significant for our lives. People
are trying to use its potential in various industries. Biology and medicine are no exceptions.

Bioinformatics is one of the most popular interdisciplinary scientific fields in the world.
It uses a combination of informatics, biology, biochemistry, statistics, and applied math-
ematics for data analysis and its interpretation. In this scientific discipline problems are
usually solved at the molecular level.

The best-known areas of research in this field include genome annotation, sequence, gene
expression level, or gene regulation analysis protein structure prediction, and comparative
genomics. To be able to process a huge amount of data, experts in this discipline try
to develop new software tools and methods.

This thesis focuses on the visualization of microbiome data. Microbiota is a term used
to describe all microorganisms living inside and outside a human body and their interac-
tions. It may contain both beneficial and non-beneficial bacteria. These microorganisms
live in the whole body, but one of the most important is situated in the human intes-
tine. Mainly the intestinal microbiota is connected to other systems. Brain, emotional
and cardiovascular health are based on it too [37].

Nowadays, science allows the extraction of information about microbiota. This data
represents a huge amount of information. In many cases, it is really difficult to analyze it.

In this thesis, an existing tool for visualization of microbial data (Emperor [47])
and for general multidimensional data visualization (TensorFlow Embedding Projector [43])
are compared. Based on this comparison, the new tool is designed. It should be more user-
friendly and tries to keep strengths and eliminates weaknesses of existing tools.

This thesis is divided into eight chapters.
Chapter 2, is dedicated to the necessary biological terms such as DNA, RNA, meta-

genomics, 16S rRNA, microbiota. Theoretical knowledge from the field of biomedicine,
necessary for understanding and creating this thesis, is described in Chapter 2.

In the third chapter, named ”Methods used for microbiome analysis“, are described
calculation methods. Terms such as PCA, PCoA, metrics for beta diversity computation
- Bray-Curtis and UniFrac are explained there. For UniFrac are also really important
phylogenetic trees.

The fourth chapter, 4, describes existing tools Emperor and TensorFlow Embedding
Projector. The weaknesses of these tools, which the new tool can solve, are mentioned
here.
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Chapter 5 summarizes the functional and design requirements from a user perspective.
This chapter deals with the needs of potential users of this tool. There is also a description
of input and output file types.

The sixth chapter ”Implementation“ is dedicated to used methods, libraries and imple-
mentation details of this tool.

In the chapter, named ”Evaluation“, testing of this tool is described. There is also
a comparison of average calculation times of analyzes.

Chapter 8 is a summary of the achieved results and suggestions for possible extension
and improvement of the tool.
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Chapter 2

Introduction into biological terms

The first part of this chapter will be describe the structure and function of biological
molecules: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA), the difference be-
tween them, and also the important concept of sequencing. The next part is more focused
on metagenomics and the microbiome, which is important for the human body.

2.1 Deoxyribonucleic acid
Almost all organisms are made up of cells that contain DNA which carries genetic in-
formation. Deoxyribonucleic acid includes three basic parts: the deoxyribose molecule,
nitrogenous bases, and the remainder of phosphoric acid.

DNA not only encodes the cell itself but also affects the overall evolution and properties
of organisms. In prokaryotic organisms, it is located in the cytoplasm. In eukaryotic
organisms, it occurs in the cell nucleus.

Deoxyribonucleic acid is a long sequence of nucleotides which are substances from nu-
cleobases. They participate in the storage and transmission of energy. They are also
a part of a biological synthesis, regulation of enzymes, protein production, and cellular
communication [3].

For DNA are important four basic bases: adenine (A), guanine (G), cytosine (C)
, and thymine (T). Adenine and guanine are among the purines - aromatic organic com-
pounds of five carbon atoms and four nitrogen atoms. Cytosine and thymine are pyrimidines
- simple aromatic compounds composed of four carbon atoms and two nitrogen atoms.

A certain region of DNA on a chromosome, called a gene, is the basic unit of genetic in-
formation that is encoded by the order of the bases. This information is stored, transmitted
and by its analysis can be determined from which organism-specific cells come from.

By joining two complementary polynucleotide strands, a DNA molecule is formed.
This connection is called a double helix (Figure 2.1). It was discovered in 1953 by James
Watson and Francis Crick, who later received the Nobel Prize for it. This double helix is
characterized by the formation of hydrogen bonds between the opposite bases. On the one
side of this bond are hydrogen and other strongly electro-negative element
(for example oxygen or nitrogen). On the other side is an atom with a free electron pair
(e.g. nitrogen). Normally, these hydrogen bonds are formed between guanine and cytosine
and between adenine and thymine, not other combinations. So the two complementary
fibers, that could form a double helix, could look like this: ACCGT and TGGCA [4].
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Figure 2.1: The double helix of DNA consists of hydrogen bonds that arise between bases
of guanine and cytosine and between adenine and thymine. (Genome Research Limited
2016) [14]

Knowledge of genetic information is used not only in medicine to diagnose diseases. It is
also used in agriculture in genetic engineering (genetic engineering1), the study
of evolutionary development, or forensic science to identify the offender [32].

2.2 Ribonucleic acid
In some organisms, genetic information is carried by RNA. RNA differs from DNA
in the way, that it contains ribose instead of the deoxyribose molecule, and thymine (T) is
replaced by uracil (U). Thus, pairing occurs between bases guanine-cytosine and adenine -
uracil. Instead of a double helix, RNA usually consists of only one strand of ribonucleotides
which can be packaged into various three-dimensional shapes. Packing is important from
a stability point of view [3].

RNA is responsible for translating the genetic code - passing nucleic acids informa-
tion from DNA to protein. Proteins are an essential part of all living organisms be-
cause they participate in all processes at a cellular level. They form the cell wall, par-

1change of genetic information for instance by inserting or deleting a genome
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ticipate in the transport of other molecules, accelerate reactions, ensure signal transmission
into the cell and also have a defensive function. Proteosynthesis, the protein production, is
mostly represented in the cytoplasm. It is a central dogma of molecular biology. (Figure
2.2) It takes place in three steps. The first is DNA replication - the creation of new com-
plementary strands to the original. The second step is transcription - the mRNA molecule
is created according to the DNA. This mRNA transport information from the nucleus
to the cytoplasm. The last step provides translation of nucleic acid sequence to RNA.

Figure 2.2: Process of proteosynthesis. Firstly, DNA is replicated - the creation of new com-
plementary strands to the original. The second step is transcription - the mRNA molecule
is created according to the DNA. This mRNA transport information from the nucleus
to the cytoplasm. The last step provides translation of nucleic acid sequence to RNA.
(Genome Research Limited 2021) [15]

The best-known types of RNA are mediator, ribosomal, and transfer RNA.
Mediator (messenger) mRNA is produced by transcription of DNA using the enzyme

RNA polymerase in the nucleus. Transcription is the creation of a DNA copy - a DNA
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double helix becomes an RNA single helix. So, mRNA is a transcript of a part of the genetic
information transmitted to the ribosome.

The largest representation in the cell has ribosomal rRNA which is a catalytic compo-
nent of the ribosome. The ribosome is a really important structure for a translation whose
main function is the creation of proteins according to the mRNA template. The mRNA
with a transcript of genetic information is attached to it and base on this information
the specific amino acids are connected to tRNA.

Transfer tRNA is important for translation, which is part of proteosynthesis. (Figure
2.2) At least one tRNA for each amino acid exists. It selects and carries a specific amino
acid and combining it with every three bases from genetic information. Then tRNA aligns it
at the correct site in the polypeptide chain on the ribosome and finally, protein is formed [16].

2.3 Sequencing
Sequencing is the conversion of nucleotide sequences into a string that consists of characters
from the alphabet ACGT for DNA and ACGU for RNA. The sequencing makes it easier
for the scientist to detect mutations or study of evolutionary development of organisms.

One of the best-known sequencing methods is pyrosequencing [45]. For pyrosequencing,
the synthesis of a sequence is characteristic and it is widely used in the search for new DNA
sequences. It uses the synthesis of a complementary strand by polymerase and at the same
time analyzes its activity [6].

However, in genome sequencing, it would be difficult and expensive to check nucleotide
by nucleotide because the genome is very large. The human DNA sequence contains circa
3𝑥109 base pairs [44]. Therefore, two methods have been developed that can be used
for genome sequencing.

One of them is the Whole-genome shotgun method. It is based on the genome division
into random fragments of random size which are further sequenced. Finally, the sequences
are most often sorted based on the search for overlap areas [9].

The second one is clone-by-clone sequencing which works on the opposite principle
as the shotgun method. The genome is divided into parts and then is created a map
of them. These parts are inserted into an artificial plasmid and make their copies. The DNA
of these copies gradually breaks down into smaller fragments that are sequenced. After
sequencing, these fragments are rejoined and returned to the genome according to the map.
This process is complicated with a very large amount of data [30].

The result of sequencing is not only string consists of specific characters and also
the quality or quantity of each sequence represented in a specific sample. In the case
of targeted sequencing in diagnostics is the result often only information about the pres-
ence or absence of known sequences. This information is saved into text files, which are
easily processed and can be further analyzed or visualized.

2.4 Metagenomics
In the last ten years, the scientific field of meta-genomics, which uses modern genomic tech-
nologies, has begun to develop. This field studies various genetic materials, microorganisms
such as bacteria, archaea, fungi, viruses, and the structure of the genome in their natural
environment. It helps us to understand how microorganism communities work and how sta-
ble they are. The difference between meta-genomics and genomics is that meta-genomics
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usually does not use cultured (maintained or propagated microorganisms in the laboratory)
samples for its research. It uses sequencing of total DNA optionally RNA from the whole en-
vironment. This makes it possible to better analyze a microbial community (the community
of all microbes, microorganisms) that cannot be cultivated. DNA optionally RNA isolated
from a certain environment at a certain time is called a metagenome. For this reason,
meta-genomics has the opportunity to find new sequences, molecules, natural products,
or antibiotics.

Metagenomics is classified into two groups: whole meta-genomics and targeted meta-
genomics. The whole meta-genomics uses the Shotgun method for sequencing which is
depicted in Figure 2.3. Targeted metagenomics is based on a sequenced-based approach
and function-based analysis. This involves obtaining a specific genome by PCR (Polymerase
Chain Reaction) [13]. The goal of this method is to identify microbes by using a specific
gene. In the case of a microbiome, this specific gene is most often a 16s rRNA. Based
on 16s rRNA, individual species of bacteria are determined [29].

Figure 2.3: One of the methods, which use meta-genomics for sequencing is the shotgun
method which works with random fragments from different parts of the genome.

2.5 Human Microbiota
The microbiota is very important for human life, but relatively unexplored too. It is very
difficult to predict its evolution and behavior. Microbiota is found everywhere, affects
the function of the whole body, and is influenced by everything - the environment in which
it is, diet and exercise, and in small children even the way they are born [50].

The human microbiota is a set of all microbes, respectively microorganisms, living not
only inside, but also on the surface of the body. Its amount increases significantly only until
about the third year. On the other hand, its composition, the representation of groups,
changes throughout the whole life. Because of the huge amount of it in the human body, it
is often referred to as another organ. One of its main functions is to train human immunity
and it is a really important part of human metabolism. It can also affect a person’s mood
or emotions. Its imbalance, dysbiosis (the predominance of hostile bacteria) often causes
digestive problems, chronic inflammation, and even mental illness. Many analyses showed
that the microbiota of a healthy person and a person with diseases is significantly different
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in many cases. However, the question remains, whether this difference is the cause or even
the consequence of these diseases [50].

Every human microbiota is specific and original. Even the gut microbiota of the same
individual differs in different parts of the gut. For this reason, in the future, it could also
be used as an identifying element in forensics [50].

Metagenomic methods are used for its initial extraction of genetic information. Only
thanks to these methods we can analyze the microbiome because the majority of bacteria
are not cultivated. The result can be further investigated in several ways. One of them
is DNA analysis, where the sequences are compared with known ones that are already
in the database and a match is wanted between them. Hybridization is used to determine
if a specific template matches the sequence being searched.

The analysis can be qualitative or quantitative. In a qualitative analysis, the device
returns information about how confident it is that the sequence is actually in the sample.
In quantitative analysis, it returns the number of times a given sequence is in a sample.
The resulting microbiome data can contain two types of data. The first type is the abun-
dance of sequence variants in the samples and the second type is metadata, which are
the properties of the analyzed samples (for example, the place or method of sampling).
Subsequently, the data containing an abundance of sequence variants in the samples can
be visualized, linked to metadata, and evaluated [37].

2.6 16S rRNA
Sequence analysis using 16S rRNA is relatively exact and widespread. The main reason
is that the 16S rRNA gene is relatively large and is found in every cell in prokaryotes
and archaea organisms. In eukaryotes, the equivalent is 18S rRNA. 16S rRNA has been
used for phylogenetic studies mainly because its region is conserved and mutates relatively
slowly. For analysis, the entire 16S rRNA gene is usually not used but only some specific
region is selected. It is due to the limitations of the most commonly used sequencing
technology - Illumina [46].

Variable regions are parts of a gene that are used primarily to distinguish related species.
They provide specific information for the identification of bacteria at the gene level. We
distinguish two types of regions. The first type contains regions that do not change or change
only very slowly. The second group consists of regions that have undergone significant
changes [3]. Between the individual regions, there are highly conserved areas that are used
for phylogenetic analysis and assumption of the taxonomic level.

16S rRNA analysis is used to identify and compare individual sequences in a given
sample. The first step is the sequencing of the fragment and its subsequent comparison
with the specific region. Based on this step, the sequences are grouped into individual
groups and form clusters of similar sequences. These groups are identified and the number
of representatives of these groups is counted. A table that contains the 16S rRNA variants
and their abundance in individual samples is created and saved to a text file which is ready
for further analysis [48].

Advantages of using 16S rRNA include versatility, found in almost all bacteria, the func-
tion does not change over time, sufficient size, cost of analysis, no problem with horizontal
gene transfer, conserved structure, and sequence [22].

The main disadvantage of using 16s rRNA is that when it is applied to slightly different
species, they provide only limited information [22].
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Figure 2.4: Identification and comparison of individual sequences in a given sample
with 16S rRNA.
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Chapter 3

Methods used for microbiome
analysis

The first part of this chapter is dedicated to statistical methods that are used
in the designed tool. There is a more detailed description of the PCA and PCoA methods
and also the differences between them. In the second part, the concept of the phyloge-
netic tree and the methods which are used for its creation is explained. The last part is
the explanation of what beta diversity is and the metrics for its calculation.

3.1 Principal Component Analysis
Principal Component Analysis (PCA) is a method used for reducing dimensions, so it
also allows to visualize multidimensional data. Its goal is to reduce data size while trying
to preserve as much information from the initial variables as possible. The price for this
simplification is a partial loss of accuracy [42].

Before the application of the method, it is very important to standardize the data -
to eliminate deviations of the initial variables. This step prevents the distortion
of the result and performs the transformation of the variables to an equal scale. Stan-
dardization is described by a formula

𝑆𝑉 =
𝐼𝑉 −𝐴𝑉

𝑆𝐷
(3.1)

where:
SV - standardized value,
IV - initial value,
AV - average value,
SD - standard deviation.
Subsequently, it is necessary to find out whether there are any relationships (correla-

tions) between the individual values. A covariance matrix is used for this. It is a symmetric
matrix in which elements are all possible pairs of variables. Positively calculated values in-
dicate data correlation, negative indicates the opposite.

The next step is the identification of eigenvectors - principal components (PCs)
and the calculation of eigenvalues. Principal components are linear combinations of the orig-
inal variables. Each PC is characterized by a degree of variability (scattering)
and is perpendicular to the previous one. Eigenvector is a nonzero vector which direc-
tion does not change when the linear transformation is applied to it. The eigenvalue is
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a coefficient that indicates the number of variances carried in each principal component.
Percentage of variance (Figure 3.1) can be calculated by a formula

𝑃𝑉 =
𝐸

𝑆𝐸
(3.2)

where:
PV - percentage of variance,
E - eigenvalues,
SE - sum of all eigenvalues.
As a result, the eigenvectors are ranked from the largest eigenvalue to the lowest. This

means that the first PC1 has the largest percentage of variance - it contains
the most information. The second contains the largest scatter that was not contained
in PC1 and is also perpendicular to PC1. The third has the largest percentage variance
that was not contained in PC1 and PC2. PC3 is also perpendicular to PC1 and PC2.
The rest of the PCs follow the same pattern. [42]

Figure 3.1: Example of a percentage of the variance of principal components.
According to this plot, the most important principal components were PC1, PC2,
and PC3.

In other words, principal components are just new axes that provide a better overview
of original data. The main advantage of using principal components is the smaller data
size compared to the initial ones because components that contain little information can
be ignored. The resulting data are also no longer correlated and at the same time, they
capture almost the entire variability of the original variables.

Finally, it is necessary to project the initial data on the new axis using feature vectors,
which is an n-dimensional vector of features that represents an object. In this case, it
is a matrix of vectors, which is made up of components that contain a sufficient amount
of information [42].
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3.2 Principal Coordinates Analysis
Multidimensional scaling (MDS) [5] is a method used for reducing dimensions and makes
it easier to visualize the distance between objects. The input is a matrix of relation-
ships between individual objects. It can be a similarity matrix - larger numbers mean
greater similarity between individual objects. If it is a matrix of differences, larger numbers
mean less similarity. The input matrix is then converted to a distance matrix - distances
between individual objects are calculated. The method tries to decompose all objects
into the resulting space in a way that distances from the distance matrix are preserved
as much as possible. (Figure 3.2) Similar objects are placed next to each other, different
apart from each other. One of the multidimensional scaling methods is classical MDS,
otherwise known as Principal Coordinates Analysis (PCoA) or Torgeson Scaling.

Figure 3.2: Example of the result of PCoA. Each sample from the distance matrix is
recalculated by PCoA. This ensures the lower dimensionality of the data, which can be
visualized for example into 2D or 3D graphs.

PCoA is based on a similar principle as PCA. The difference is that at the begin-
ning the input matrix of relations is converted to a distance matrix, which is composed
of distances that are calculated by any distance metric. PCoA compares this matrix
with the initial data using the evaluation stress function. The stress function measures
the degree of correspondence between the original data and the distance matrix. The best
stress value (suitability indicator) is zero [5] and it can be calculated by a formula

𝑠𝑡𝑟𝑒𝑠𝑠 =

√︂∑︀∑︀
(𝑓(𝑥𝑖𝑗)− 𝑑𝑖𝑗)2

𝑠𝑐𝑎𝑙𝑒
(3.3)

where:
𝑑𝑖𝑗 - Euclidian distance,
𝑓(𝑥𝑖𝑗) - function of original data,
scale - constant scaling factor.
Then, the coordinates of each object are adjusted to achieve minimized stress. These

steps are repeated until the stress value begins to decrease. PCoA returns a matrix
of coordinates.

Using this method may not always be appropriate. It may happen that even if the best
configuration is found for a given number of dimensions, the data is relatively skewed. It
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is due to the high-stress value [5]. In this case, it is recommended to replace the method
with another or increase the number of required dimensions. However, increasing the num-
ber of dimensions no longer guarantees data simplification.

PCoA is slower than PCA and the axes formed by MDS cannot be interpreted in terms
of variability. The advantage is that it allows the omission of information in the input
data [5].

3.3 Phylogenetic tree
The phylogenetic tree captures relationships, the similarity between individual taxonomic
units based on morphological or genetic similarity, provided that they have some common
ancestor. 16S rRNA sequences are often used to create it.

This tree is based on the same tree structure as is know from computer science
or mathematics. It is a non-oriented graph formed by root, nodes, branches, and leaves.
Root represents the evolutionary oldest common ancestor. It is distinguished between
rooted and non-rooted trees, depending on whether the root is in the tree or not. Nodes
represent hypothetically the last common ancestors. Their DNA is normally not available.
Each branch in the tree is one evolutionary line. Edges are the relationships between indi-
vidual nodes. Their length can express the period of evolution from one organism to another
or the number of mutations that would be required for a given sequence to move to another.
Leaves are unique sequences, taxonomic units, existing organisms that are examined [32].

There are several methods for calculating the phylogenetic tree [25] [23] [8]. However,
for all methods, the input sequences must first be aligned. This task solves Multiple se-
quence alignment [10] and is one of the NP-completely problems. (Figure 3.3)

Figure 3.3: Example of the phylogenetic tree created from input sequences. At first, these
sequences are aligned and then based on their similarity the tree is constructed.

Distance methods

In the beginning, the distances between the individual sequences are calculated and written
in the distance matrix. The pair of sequences that are the closest to each other is then
selected from the matrix and joined into a single cluster. This cluster is also marked
in the emerging tree, where at the beginning are only individual sequences as leaves.

The distances are recalculated again, but with the difference that the sequences
with the shortest distance is replaced by the resulting cluster. This process is repeated
until all pairs are joined, only one cluster remains and a complete tree is created.
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Parsimony methods

This method uses multiple sequence alignment as input and it aims to achieve
the lowest possible parsimony score. The parsimony score expresses the sum of the ratings
of all the branches in the tree. In the beginning, a scoring matrix is created, which expresses
the ratings of the branches between the individual characters of the input alphabet. Based
on this matrix, the score of individual nodes is calculated.

Finding a tree with this method can be used in two ways. The first is The Small Parsi-
mony Problem that already has a tree and the goal is to find the best evaluation of internal
tree nodes. The big parsimony problem tries to not only find the best parsimony score
but it is also looking for a specific tree shape. For this step, it would be necessary to cre-
ate all possible phylogenetic trees, which would be very demanding and therefore heuristic
methods are used for it.

Heuristic methods

If the number of all trees is too large, heuristic methods are used. Initially, a random tree is
selected and the number of evolutionary changes is counted in it. Subsequently, some two
branches are swapped and the number of evolutionary changes is recalculated. From these
two trees, the one with fewer changes is selected and some branches are swapped again.
The random selection is repeated several times. The resulting tree is the one in which there
have been the least changes.

Maximum likelihood

In this statistical method, the probability that the input data were generated by a given
model (phylogenetic tree shape) is calculated. In other words, the algorithm tries to find
a tree that is the closest to the input data. The algorithm returns the tree that has
the highest probability. If the input data is noisy, the method can be relatively unreliable.

Bayesian methods

They are statistical methods, which calculate the probability that a given tree was generated
from input data. The algorithm also returns the tree that has the highest probability. If
the input data is noisy, these methods are more reliable than maximum likelihood methods,
because they use prior information on how the phylogenetic tree should generally look like.

Bootstrapping

In this method are repeatedly creating partial phylogenetic trees on samples of the input
data and the average of all partial trees is the final tree.

3.4 Beta diversity
Biodiversity expresses the variability of all living organisms. There are three biodiversity
types. The first is alpha diversity, which works with the number of species in the sample.
Another is beta diversity, which focuses on the difference in species composition between
samples. The last is gamma diversity, which takes into account the number of species
in the wider locality.
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In this thesis, beta diversity is used to calculate the distance matrix for PCoA. Beta di-
versity answers the question of whether sample A is more different in composition
than sample B or than sample C. Several methods are used to calculate diversity.

Bray–Curtis dissimilarity

It is a non-phylogenetic method - the phylogenetic tree is not required for its calcula-
tion. The result of the Bray-Curtis dissimilarity calculation (𝐵𝐶𝑗𝑘) is a value between zero
and one. If this value is equal to zero, it is the same composition, all species are shared.
If the result is equal to one, the patterns have nothing in common - they do not share any
species [38].

The calculation is performed using a formula [38]

𝐵𝐶𝑗𝑘 =

∑︀
𝑖 |𝑋𝑖𝑗 −𝑋𝑖𝑘|∑︀
𝑖(𝑋𝑖𝑗 +𝑋𝑖𝑘)

(3.4)

where:
𝑋𝑖𝑗 - frequency of OTU i in sample j,
𝑋𝑖𝑘 - frequency of OTU i in sample k.

Figure 3.4: Two samples are selected and according to the frequency of OTUs in it, Bray-
Curtis dissimilarity is calculated. There is an example of a result.

The example of the result of using this method is shown in Figure 3.4.
In the case, that not all OTUs (Operational taxonomic units) are the same size in all

samples, the input data must be adjusted. [38].

UniFrac

UniFrac is one of the most used phylogeny based distance metrics - a phylogenetic tree is
needed for its calculation. It is another method that is used for the expression
of the difference.

Unweighted UniFrac considers only whether the OTU is in the sample or not. It takes
only the proportion of branch lengths that are presented in only one sample and branch
lengths that are presented in at least one sample. In Figure 3.6 is an example of using
unweighted UniFrac. The formula for computation is

𝑢𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝑈𝑛𝑖𝐹𝑟𝑎𝑐 =
𝑈

𝑆
(3.5)
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Figure 3.5: A used phylogenetic tree may contain branches that belong to only one sam-
ple, both samples, or none of them. If all branches belong to both samples, it is spoken
about a UniFrac value of null (Figure A). On the other hand, if one whole branch consists
of only one sample and the other consists of the only second sample, the UniFrac value
is one (Figure B). If half of the branch belongs to one sample and the other half belongs
to the other, the UniFrac value fluctuates around 0.5 (Figure C) [26].

where:
U - branch lengths which are presented in only one sample,
S - branch lengths which are presented in at least one sample.

Figure 3.6: Computation of unweighted UniFrac with input matrix and phylogenetic tree.
Branches, which are presented only in one sample are OTU1 (only in sampleA) and OTU3
(only in sampleB). The green color represents all branches presented in at least one sample.

Weighted UniFrac considers not only whether a given OTU is present in the sample,
but also its frequency. The formula [27] for computation is

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝑈𝑛𝑖𝐹𝑟𝑎𝑐 =
∑︁

𝑏𝑖|
𝐴𝑖

𝐴𝑇
− 𝐵𝑖

𝐵𝑇
| (3.6)

where:
𝑏𝑖 - length of branch i,
𝐴𝑖, 𝐵𝑖 - numbers of sequences that descend form branch i in A and B,
𝐴𝑇 , 𝐵𝑇 - total numbers of sequences in communities A and B.
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Chapter 4

Existing tools for visualization of
microbiome data

In this chapter, the most common existing tools that allow looking at microbiome data
are described. The first part is dedicated to Emperor, which plots results from PCoA.
The second part described TensorFlow Embedding Projector which works for example
withk PCA, T-SNE, or UMAP.

4.1 Emperor
Emperor [47] is a tool designed especially for the visualization of microbial data. This
tool primary uses principal coordinates analysis (PCoA), although it does not calculate it.
The PCoA result is expected just as input for visualization and it can be calculated
for example by Qiime [7] (Figure 4.1). One of the disadvantages of this tool is that it
can not work also with PCA.

Figure 4.1: Example of input dataset for visualization by Emperor [47]. Input dataset
must already be a PCoA result, this tool just visualizes it, it can not compute it. The input
file consists of two parts. The first part is the matrix of projected coordinates of original
input data, the second is a list of eigenvalues and a line with the percentages of variation
explained at each dimension.

Even though this tool generates HTML documents with visualization, it is only a soft-
ware tool. This means that if the user wants to use it, he has to install it and all its
dependencies, especially QIIME, locally.
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Emperor is used for visualization of any QIIME [7] or scikit-bio [40] compliant datasets.
This means that its input can be file in the format fasta, blast, newick, and similar biological
format, but the processing of common excel tables is not allowed (file should always be saved
as tab-delimited text) and the JSON file is recommended only for smaller datasets.

For visualization, Emperor can use two metadata categories. The gradient category
determines the order in which samples are connected together. The trajectory category
determines how samples are grouped. If plots are generated with this tool, only columns
where all values are numeric will be accessible as a trajectory category,

The result of visualization is plotted to the canvas, where is also displayed the number
of observed samples and the possibility to change the type of visualization (PCoA or Par-
allel). On the right side of this canvas are controllers for changing for instance opacity,
sphere scaling, metadata for coloring, or dimensions. The tool can show sample identifiers
and a list of categories from the mapping file for coloring. Each component in the graph
can be hidden or visible. This tool offers visualization only in 3D space and visualization
in 2D space is missing.

Emperor also allows metadata-based coloring, which is important for clear visualiza-
tion. In this way, for example, vegetarians can be color-coded from carnivores or adults
from children. However, this coloring is based only on the selection of one metadata cate-
gory, different categories for coloring cannot be combined. It means that data can be colored
by type or method of isolation, but not by both of these criteria at the same time.

4.2 TensorFlow Embedding Projector
Unlike Emperor, TensorFlow Embedding Projector [43] is a web-based tool used for general
multidimensional data visualization. For preparation data for visualization, this tool can
use one of three techniques - UMAP, T-SNE, and PCA. For this thesis, the most important
is PCA. This tool does not deal with PCoA, so it does not allow the calculation of beta
diversity.

Both input vectors and metadata for PCA must be in tsv format and tab-separated.
(Figure 4.2) Additionally, single-column metadata or input vectors can not have a header
row. If the input format is not in a proper format, the tool is relatively unstable and not
very user-friendly - it usually crashes.

The result of PCA analysis can be plotted in 2D or 3D space with this tool. The canvas
header contains options for working with a visualized graph, as well as the number of plotted
samples and the number of available dimensions. The result of the PCA analysis and other
details can be saved by the user in txt format. TensorFlow Embedding Projector allows
the publishing of embedding visualization and also input data.

Like Emperor, this tool allows metadata-based coloring based only on the selection
of one metadata category, different categories for coloring cannot be combined. It again
means that data can be colored by one metadata category, but not by more categories
of these metadata at the same time.

The percentage of variance is expressed only in numbers in the left-down corner, where
is a selection of the principal components, which should be used to plot the graph. This
tool does not offer any graphical representation of this information.
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Figure 4.2: Example of input data for visualization by TensorFlow Embedding Projector.
Input dataset must be in a proper tsv format separated by a tab. (TensorFlow Embedding
Projector 2021) [43]
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Chapter 5

Analysis of requirements and tool
design

The aim of this work is to design and create a tool for the visualization of microbiome data,
which would minimize the weaknesses of existing tools and meet the main requirements
of the target group of microbial researchers, who should use them.

In this chapter, the main aim of this work is described more detail. The next part
of the chapter is dedicated to tool design and its functions. In the last part, a description
of input and output files is mentioned.

5.1 Functionality requirements
The main goal of the proposed tool is to link the methods that use the already existing
tools, which are mentioned in the Chapter 4. Although the emperor allows the visualiza-
tion of the PCoA result, it cannot calculate the analysis itself. Contrariwise, the possibility
of PCA calculation and visualization is completely missing. On the other hand, the Ten-
sorFlow Embedding Projector can not only visualize the PCA, but it can also calculate
it. The disadvantage of this tool is that the possibility of calculation and visualization
of the PCoA is missing. TensorFlow Embedding Projector has the advantage over Emperor
in that it can render graphs in both 2D and 3D space (Emperor can only render them in 3D)
and is fully web-based - Emperor is a software tool that just generates HTML documents
with the final visualization. On the other hand, Emperor allows a larger number of input
file types, TensorFlow only accepts the very limited input format described in the subchap-
ter 4.2. Both of these tools allow to color data by only one metadata category; different
categories cannot be combined in non of them. There is also an absence of a graphical
interpretation of the percentage of variance in both tools. A comparison of these tools can
also be found in the Figure 5.1 The new proposed tool should eliminate the weaknesses
of these tools and get as close as possible to the needs of microbial research.

In the new tool, the user will be able to choose whether he wants to use princi-
pal component analysis or principal coordinates analysis to reduce the dimensionality
of the data. These methods were explained in more detail in the Chapter 3. Because
PCoA also uses a distance matrix for its calculation, the user is given a choice of several
metrics to calculate it. In the case of calculating the distance matrix, there is also the op-
tion of downloading it in several formats. The same download option applies to a file that
contains any number of first principal components that have been calculated using dimen-
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Figure 5.1: Comparison of the tools. The proposed tool is designed base on advan-
tages and disadvantages of existing tools and try to get as close as possible to the needs
of microbial research.

sionality reduction methods. The representation of the individual principal components
is also reflected in the bar graph. The result of reducing the dimensionality of the data
should be projected into both 2D and 3D space. For better clarity of this result, the user
can choose any combination of metadata according to which the result should be analyzed.
The graphs that will be the output of the analysis should allow basic work with them, such
as zoom in, zoom out, rotating, scrolling, or downloading them.

5.2 Basic tool design
The tool was originally designed as a simple desktop application in Python without any
database that the user will be able to install and use locally. The user interface, which
is shown in Figure 5.2, consisted of a canvas with a graph that represented the result
of the analysis and a form in which the user entered requests for analysis. Although
the tool designed in this way met the basic requirements for functionality, it was not so
easily accessible to the user. The solution was to modify the desktop application and create
a web tool.

The new design of the web tool consists of three parts. The first part is the user
interface, where the user enters the required parameters for the calculation into the form.
The result of the analysis is also plotted to the user interface. The second is the calculation
part, where the analysis and work with requests take place. The last part is the database
in which the calculated data are stored for later visualization or for downloading files
with transformed data or distance matrix.
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Figure 5.2: The tool was originally designed as a desktop application in Python, with which
the user can work locally on their computer.

5.3 Individual parts and their communication
The tool is based on sending various requests from the User Interface (UI) to the Appli-
cation Programming Interface (API). At the API level, based on the type of request, it
is decided which event will be executed. If it is necessary, the data is stored or retrieved
from the database using the API. After serving the API request, the response is sent back
to the user interface. Here the answer is processed and the result is interpreted to the user.
This communication is shown in Figure 5.3.

Figure 5.3: The tool consists of three parts that communicate with each other by sending
requests.

5.3.1 User interface

The user interface includes forms and a canvas into which the resulting graph is drawn.
In the forms, the design of which can be found in Figure 5.4, the user enters the param-

eters that are needed for the calculation. In the case of a PCA form, it includes information
about the dimensionality of the space into which the result should be presented - the choice
is 2D or 3D. Input data in the form of files are also necessary for the calculation. The first
part of input data is for the type of file and the file, which contains the data from which
the analysis will be calculated. The second part contains the metadata file and also its
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type. In the case of working with a biom-format file, the user enters only one file, which
contains all data for analysis and the necessary metadata too. The format of these files
is described in more detail in section 5.4. After loading the metadata file, the user will
see a list of categories from which he can choose the ones according to which he wants
to color the output. At the bottom is a button for confirming and sending data to the API.
In the case of the PCoA form, only the option of selecting the method of calculating
the distance matrix is added.

After the graph is drawn, new sections are added to the forms. In the case of PCA,
there is the option to enter the number of first X principal components and the type
of file in which these transformed data should be saved. In the case of PCoA, the option
of selecting the type of file in which the calculated distance matrix should be stored is also
added.

Figure 5.4: Design of forms for the user in the user interface. Data from these forms is sent
to the API, where it is further processed. The content of the section for download options
depends on the type of analysis. In the case of PCA, there is only the section for download
transformed data. In the case of PCoA, there is also the section for download distance
matrix.

The result of the analysis in the form of graphs is visualized on the canvas. The result
of the Percentage of Variance of maximal first fifty principal components is visualized
in a 2D bar graph. A maximum of fifty was chosen to keep the graph concise.

The result of the dimension reduction itself is plotted in a scatter 2D or 3D graph
according to the user’s choice. In this graph, for each plotted point, there is the name
of the sample and the name of the group to which it belongs according to the selected
metadata. The chart also includes a legend that can be hidden or shown at any time.

5.3.2 Application Programming Interface and database

At the API level, what should be done is selected based on the data received
from the user interface. It can be a request that will be served immediately, but it can
also be a more complex type of task that takes a long time to calculate. More complex
tasks, in this case, include those in which the calculation of a phylogenetic tree is necessary
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(for example, the calculation of the distance matrix using UniFrac). These jobs are queued
and waiting to be serviced.

The database stores information about individual requests that may still be needed
for further requests. One record in the database can contain a unique ID, a computed
matrix, transformed data, or an overall analysis result that is needed for visualization
on the user interface side. The proposal of the database is shown in the Figure 5.5.

Figure 5.5: To the database by ID, results of PCoA, distance matrices, or table of trans-
formed data can be saved.

5.3.3 User interface - Application Programming Interface communication

The UI sends an API request to the user based on filling the form. Each request has its
specific format and expects a specific response. A table of requests and responses to them
can be found in Figure 5.6.

When a PCA calculation or a PCoA calculation using the Bray-Curtis for distance
matrix calculation is requested, UI sends the parameters needed for these calculations.
The user interface expects a response with the data needed for plotting the graph
and a unique ID with which can be sent requests related o this session. In the case of PCoA
with matrix calculation using one of the UniFrac methods, the UI sends the user’s e-mail
together with the necessary parameters for analysis. Instead of the result, only the ID
under which the calculation takes place is sent in response. It is for the reason that the calcu-
lation can take a long time and wait for the result can be uncomfortable for the user. In this
case, after the calculation is completed, the user is notified by e-mail, in which he finds a link
to the output in the form of a graph.

The file save request contains only the file that the user wants to upload. The answer
is the path where the file is saved at the level of API.

In the case of a PCoA UniFrac request, the user interface receives in response the session
ID under which the calculation is registered. If the user chooses to wait despite a longer
calculation and does not close the web page, the UI uses this ID to create a new request every
5000 ms, asking if the calculation is already over. If the calculation has already finished,
the API returns a response with the data necessary for a plot of the graph and the UI
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Figure 5.6: Each request send from UI to API contains specific information.
According to the type of request, the response is created on API side and send back
to the user interface.

stops querying for the result. If the calculation has not yet been completed, the user
interface continues to query.

If the user does not want to wait for the PCoA result using UniFrac and closes the page,
after the calculation he will receive a notification e-mail with a link where he will find
the graphical output of his analysis. After opening the link, the UI sends a request for data
results with the given session ID to get important data for visualization. The required ID
is a part of the line found in the e-mail.

Another type of request is the storage of transformed data. In this case, the UI sends
a request with the ID that belongs to the given session, the number of the first X principal
components which transformed data should be downloaded, and the type of file in which
this data will be stored. The response to this request is a file of the requested type.

When requesting a file with a distance matrix, the request again contains the ID
of the current session and the type of file in which the matrix is to be stored.

Examples of individual communications can be found in Figure 5.7.

5.3.4 Application Programming Interface - Database communication

In the case of PCA, only the transformed data and the unique ID of the specific request
are stored in the database at the API level. In the case of PCoA, with the calculation
of the distance matrix using the Bray-Curtis method, the calculated distance matrix is
stored in the database together with the request ID and transformation data. In the case
of PCoA analysis, with the calculation of the distance matrix using one of the UniFrac
methods, the request ID, transformation data, the distance matrix, and also all the in-
formation that will be necessary for the visual representation of the result are stored
in the database.
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Figure 5.7: Examples of communication between the user interface and API for different
types of requests. The types of requests and the responses to them depend on the type
of used analysis.

When an API request is delivered with a specific ID to store a file with transformed
data, matrix, or return a PCoA result using UniFrac, a query is sent to the database
with that ID. The database returns all the information which are stored for this ID and this
information can be further processed.

Examples of API and database communication are shown in Figure 5.10.

5.4 File formats
In Subsection 5.3.1 was already mentioned that for the calculation of PCA or PCoA
with subsequent visualization of the result, two types of data are needed - data
for the calculation of principal components and metadata, according to which the anal-
ysis result will be colored. This data must be provided to the tool in one of the supported
file formats described in this chapter, which are text files, JSON, Excel, or biom-format
files. A small description of the file format will be also displayed in tooltips in input forms.

In the case of a metadata file, it is also necessary for the first column to contain
the names of each sample and for the header to include the names of the individual meta-
data categories. In the case of a file for the calculation of the principal components, the first
column must contain either the names of the samples in the same order as they were given
in the metadata file or the names of the individual sequences. If the first column contains
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sequence names, the header must contain the names of the samples. If the first column
contains the names of samples, the header must contain the names of the sequences.

In case the user requires PCA or PCoA calculation with distance matrix calculation
using Bray-Curtis, the individual sequences can be named arbitrarily. However, if he wants
to use a matrix calculation method that also requires the construction of a phylogenetic
tree, whole sequences must be used as sequence names. This means that, for example,
for PCA calculation, the sequence ACGTCTT can be stored in the table as a whole
sequence, but also under some abbreviation (e.g. OTU1). For PCoA calculation using
the UniFrac metric to calculate the distance matrix, the sequence can only be stored
as an ACGTCTT string so that the sequence can be used to create a phylogenetic tree.

When the user wants to download transformed data and distance matrix, there is also
a choice of three formats in which he can save the data. These formats are CSV, XLS,
JSON.

Text files

For this tool, files with the extension csv, data, tsv, txt fall into this category. When file
types are used, each column must be separated by typical delimiters such as a comma,
semicolon, or tab. If the user does not use a space in his data in another way as a column
separator (for example, in the name of individual samples or metadata categories), space
is also allowed as a separator.

JSON format

There are several ways to write JSON files. In the case of this tool, for clarity of the entry
was chosen the type, where the value that belongs to the given index is written as an object.
An example of this format is in Figure 5.8.

Figure 5.8: Example of JSON format. The key is the name of the sample and the value are
parameters. Values can be metadata attributes or n-dimensional coordinates.

Excel format

Files with extensions xlsx, xlsm, xltx, and xltm are supported. In this case, the general
rules concerning the first column and heading mentioned above apply.

Biom-format

If the user decides to use this type of file, a small change occurs. The data needed
for the calculation of the principal components and metadata are in one file. An example
of this is shown in Figure 5.9. After loading the file in biom format, the possibility to load
the file with metadata is hidden and immediately a list of categories according to which
the data can be colored displays. The above-mentioned requirements concerning the for-
mation of a phylogenetic tree apply in this case too.

29



Figure 5.9: Example of biom-format file. This type of file contains both data
for the calculation of principal components and also metadata. Another file is not needed.
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Figure 5.10: Examples of communication between the database and API for different types
of requests. To the database can be saved or from it can be got transformed data, distance
matrix or result of dimensionality reduction.
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Chapter 6

Implementation

This chapter will describe the implementation of the proposed tool according to the tool
design and functions, which were described in the previous chapters. The chapter will be
divided into four parts - Implementation of user interface and its functions, API implemen-
tation, Implementation of the database and Testing. In each of implementation sections,
the libraries and functions used by this tool will be explained in more detail. The source
code can also be found in Appendix A.

6.1 Implementation of user interface and its functions
The UI of the tool is implemented in JavaScript using the library React [49], which is used
to create graphical interfaces. Communication between the UI and the API is possible
by sending a request in JSON format. HTML, CSS, and set of react component libraries
React Suite [39] and package react-tooltip [51] are used to create individual components
of the graphical interface.

Redux [2], React Redux [1], and simple selector library for redux - reselect [36] are used
to manage store, which is a container status of variables. In the container, the status of all
global variables that are used across the entire application is stored.
In the case of this tool, the states of variables, which are used for subsequent plotting
of graphs or further communication with the API, are stored in this container. The initial-
ization of these variables can be found in Figure 6.1.

A small Formik library [12] is used to facilitate the creation of forms. The func-
tions pcaForm() and pcoaForm() are used to display forms, and the next custom function
resetAll() is used to set their default values.

The forms, among other components, also include input components of the type ”file“,
which are used to load the file from the user. The FileReader object [28] and its prop-
erties onloadend, onload and readAsText are used to open these files and load their con-
tent. The SheetJS js-xlsx package [41] is important for working with xlsx files. Cus-
tom functions onChangeDataFile and onChangeMetadataFile are also used during read-
ing files from the user. Arguments of these functions are the current download event
and the JSON, in which the data is stored for subsequent sending to the API. The file is
sent to the API by the POST method, where it is processed and the path, where the file was
stored on the server, is returned in the response. In the case of function onChangeDataFile,
also the other form components are shown or hidden according to the selected file type.
For this step, the function onSelectFileType is used. The tool also uses several other array
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Figure 6.1: Initial states of variables in container status of variables. Their state is changed
after the response from API is received and these variables are used for plotting the graph
or download matrix or transformed data.

functions, which are used to correctly process the file according to its type
and to obtain the header from the loaded metadata files. This tool uses FileSaver [17]
to save the file on the client-side.

After filling these forms, the data from them in JSON format are sent by the array
function using the POST method to the API. The content of sending JSON is set based
on which confirmation button is pressed. In the case that the ”Submit“ button is pressed,
the entire JSON, the initialization of which is shown in Figure 6.2, is sent to the API.
As a response, the data needed to plot graphs is returned. In the case of PCoA using
the UniFrac, the ID for further requesting is returned. In this case, also functions getMail()
and waitingForData(id) is used. The function getMail() is used to obtain and ver-
ify the email address from the user to send a link of the result of PCoA analysis using
the UniFrac method. The function waitingForData(id) provides regular requests by ID
of calculation using the POST method (in the interval of 5000 ms) to determine whether
the result is ready for plotting or the calculation is still in progress. If the result is
ready, the sending of requests is terminated and the result is visualized. If the down-
load button for transformed data is pressed, the JSON content is the ID of the calculation
to which the request relates, the type of file in which the data will be stored
and the number of principal components which will be included in the resulting file. If
the button for downloading the distance matrix is pressed, the contents of the JSON are
the ID of the calculation to which the request relates and the type of file in which the matrix
will be stored. When the button to download the matrix or download the transformed data
is pressed, the response is the file, which is then saved to the user’s computer.

After analyzing the javascript libraries that are used to work with graphs, the React
Plotly.js library [21] was chosen to represent the result of the analyzes. This library al-
lows the visualization of 2D and 3D scatter or bar graphs and using config provides all
the functions that are needed for the desired work with graphs such as zoom in, zoom out,
rotating, scrolling, or downloading them.

Some custom functions have been added to the functions of this library. The functions
hideLegendButton() and showLegendButton() provide hiding and showing the graph
legend. For preparing the result from analysis for plotting the graph is used function
prepareData(). The function pcxGraph() is used for the input data processing to display

33



Figure 6.2: Structure of JSON format, which is sent to API in case of a request for analysis
calculation. Default values are set according to the required analysis.

the percentage of variance bar graph and the function resultGraph() is used
for the preparing input dataset with results of the analysis for plotting the scatter graph.

If the tool is opened via a link, which is in the e-mail, a request is sent to the API using
the POST method. The content of the request is the ID by which the calculation of the given
analysis is registered. The expected answer is in JSON format. The content of this JSON
is the data needed for subsequent visualization. This data is stored in the variable state
container and has the same structure as the data in Figure 6.1.

6.2 API implementation
The API is programmed in Python version 3.8 using external programs MAFFT [24], Fast-
Tree [33] and several libraries such as numpy [19], pandas [35] or scikit-bio [40].

The API is called based on requests in JSON format that come from the user inter-
face. The Flask library [18] is used to receive these requests and send responses to them
(again in JSON format). Flask was chosen because of simple connection with JavaScript
and the possibility of working on the principle multiple clients - one server. Depending
on the type of request, it is either resolve immediately or queued for the worker and waits
until it can be served. Each request is specific and different commands are executed to pro-
cess it. This subchapter describes the procedures for processing these individual requests.

File save request

The file which should be saved and then used for the selected analysis is part of this type
of request. A special folder is created to store all these files. The file is stored by using
os.path [34] and the path to it is sent in a response to the request. This response is recorded
on the UI side to preserve information about where the file was stored.

Analysis calculation request

Part of the request is JSON, which content is all the data needed for the analysis.
The structure of this JSON is in the Figure 6.2. Initially, it is found whether the pur-
pose is PCA or PCoA and, in the case of PCoA, also by which method the distance matrix
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will be calculated. In the case of PCA or PCoA using Bray-Curtis, the request can be
processed directly and a JSON with the data important for plotting the graph is sent
in response. The example of JSON, which is contained in the response, is shown in Figure
6.3.

Figure 6.3: The example of JSON from the sending response. This JSON consists
of another JSON that expresses the names of final metadata categories (key category),
an array with the data for the percentage of variance plot (key colGraph), an array
with values that express the explained variability ratio for graph axes (key evr), ID
of calculation, array of arrays with names of samples for each final metadata category
(key indexes), name of metadata categories for a legend, number of principal components
in the result (key maxPCx) and arrays with resulting coordinates.

However, handling a request to calculate PCoA using the UniFrac method can take
several minutes because it requires calculating the phylogenetic tree and aligning the se-
quences, which is one of the NP-complete problems. Therefore, this type of request
is moved to the queue for the worker which uses threading [34], and only the ID un-
der which the calculation is registered is sent to the UI in response. If the UI is ac-
tive, it regularly uses this ID to send a request to know if the calculation is already
completed. When the worker completes the calculation of the request, the necessary
data is saved in the database, the request is marked as processed, and an e-mail (Fig-
ure 6.4) about the completion is sent to the user. For sending e-mail libraries smtplib [34]
and ssl [34] are used.

The first step of both PCA and PCoA calculation is to process the files that have
been uploaded using the form in the user interface. The content of these files is loaded
into the dataFrame using pandas [35]. The selected method for loading these files depends
on the file type. Subsequently, if it is necessary (for example, if the first column of meta-
data does not match the first column of data for the calculation of principal components),
the created DataFrame is transformed.

In the case of PCoA, it is also necessary to calculate the distance matrix from the data
for principal components calculation. For this calculation, the tool uses the skbio.diversity
library [40]. The phylogenetic tree is also part of the calculation of the distance matrix
by UniFrac methods. The calculation of the phylogenetic tree is provided by the external
program FastTree [33]. The input for it is aligned sequences stored in the Newick file
format. Sequence alignment is provided by an external MAFFT [24] program. The input
of this program is sequences read from a file, which is uploaded by the user to a form, saved
in fasta format. The output of the tool is a fasta file with aligned sequences. After creating
the phylogenetic tree, the distance matrix is calculated. In the case of PCA, the calculation
of the distance matrix is omitted.
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Figure 6.4: After completing the PCoA with the calculation of the distance matrix using
UniFrac methods, an e-mail is sent to the user. In the mail is a link under which the user
can open his visualization.

Then follows the calculation of PCA or PCoA and the division of data into groups
according to selected metadata categories. In the case of PCA, sklearn.decom- position [31]
is used, in the case of PCoA, skbio.stats.ordination [40] is used.

After the analysis calculation, the data is prepared for sending or storage in the database.
Based on the filtering, the calculated values are divided into groups according to metadata
and all data necessary for subsequent rendering on the user interface side are sent in JSON
format. This JSON is almost identical to the data structure in the store (Figure 6.2), only
the showLegend item is missing.

Result requirement for PCoA using Unifrac

If the user decides to wait for the PCoA result using UniFrac and does not close the tool
webpage, after receiving the ID under which the calculation is registered, the UI starts
sending requests whether the calculation is already completed or not at regular intervals
(5000 ms). The API then sends a query for the record with the given ID to the database.
If the calculation is still processed and the result is not yet in the database, the API
sends a response in JSON format with empty content. When the calculation is completed,
the important data for visualization is sent to the UI in JSON format.

Request to retrieve data based on email

If the user opens a link from the e-mail that was delivered to him, the opened UI sends
a request to obtain the result, which is registered under the ID in the database. This ID is
part of the sent link. The API receives the request and sends a query for a record with this
ID to the database. After receiving the response API sends it in the appropriate format
to the UI.
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Request to store matrix or transformed data

Part of this type of request is the ID under which the required data should be saved
in the database, the type of file in which they will be stored, and, in the case of trans-
formed data, the number of principal components that will be the content of the file.
After retrieving the data from the database, they are processed using pandas dataFrame
and stored in a file of the appropriate type. After saving and processing using codecs [34],
this file is in the form of a response to a JSON request sent to the UI. Files, created during
the process, that are no longer needed are deleted.

6.3 Implementation of the database
This tool uses library sqlite3 [20] for data storage. In the beginning, a connection
to the database then four tables are created. These tables contain the identifiers
of the individual calculations, the results of the PCoA analysis using UniFrac, the re-
sulting distance matrices, and the transformed data. Based on requests from the API,
data is inserted into or obtained from these tables. Several functions are created for these
operations.

∙ insertDBResult(item) - this function is used for storing the result from the vari-
able item in a table with the results of PCoA analysis using the UniFrac method.
The function is called after the end of the PCoA calculation using the UniFrac method.

∙ insertDBDistanceMatrix(item) - the function allows storing the data
about the distance matrix from the variable item in a table with the resulting distance
matrices. The function is called after the PCoA calculation is completed.

∙ insertDBTransformedData(item) - the function allows storing the result of the com-
putation of the principal components from the variable item into a table
with the resulting transformed data. The function is called after completing any
analysis.

∙ insertDBIdentificator(item) - this function is used for storing the calculation
identifier from the variable item in a table with calculation identifiers. The function
is called when a new request is accepted.

∙ getItemDBResult(idValue) - the function allows obtaining a record of the result
of PCoA analysis using UniFrac according to the corresponding value idValue.
The function is called upon a request from the UI to determine whether the PCoA
calculation using UniFrac is completed or not. If it is not completed, the database
returns a response in the form of an empty field. If the calculation has been com-
pleted, the database returns the appropriate record. The function is also called after
opening the line from the received email.

∙ getItemDBDistanceMatrix(idValue) - this function allows obtaining distance ma-
trix data using the ID from variable idValue. It is called when a request to store
a distance matrix arrives at the API.

∙ getItemDBTransformedData(idValue) - the function is used to retrieve transformed
data from a transformed data table using the idValue variable. It is called when
a request to store a distance matrix arrives at the API.
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∙ getItemDBIdentificator(idValue) - this function allows to find out whether
the generated ID from idValue is already in the database and a new one needs
to be generated or this ID can be used as an identifier of the new calculation. If
the ID is already in the table of calculation identifiers, it returns True, otherwise
False.
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Chapter 7

Evaluation

The tool has been tested on several data sets of different sizes and types. These datasets
have been specifically generated to resemble as closely as possible the data used
in the microbiome analysis. The goal of this testing was to observe whether the visual-
izations from this tool meet input data expectations. An example of specifically generated
input data is given in Appendix A and the example of the result is shown in Figure 7.3.
The tool was also tested on the existing Iris Data Set [11], which was subsequently modified
in several ways to verify the functionality of the tool.

The average calculations of the individual analyzes can be found in the graphs
in the Figure 7.1 and in Figure 7.2.

The dependence of time on the number of items in the dataset is linear. In the case
of the PCA or PCoA calculation using the Bray-Curtis method with the number of items
in the dataset up to 18000, the calculation takes only milliseconds. On the other hand,
the PCoA calculations using any UniFrac method can take a few seconds or minutes.
The PCoA calculation method using Bray-Curtis was evaluated as the fastest method
for reducing dimensionality based on testing. The PCoA method with the calculation
of the distance matrix using weighted UniFrac was evaluated as the most time-consuming.

39



Figure 7.1: The graph shows the average times in the calculation of PCA and PCoA using
Bray-Curtis in ms depending on the number of elements in the dataset with an abundance
of sequence variants.

Figure 7.2: The graph shows the average times in the calculation of PCoA using UniFrac
weighted and UniFrac unweighted in seconds depending on the number of elements
in the dataset with an abundance of sequence variants.
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Figure 7.3: The visualization of data, which are in Appendix A. The dataset was designed
that way, that the data should form four clusters. Each cluster should consist of three
samples.
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Chapter 8

Conclusion

The aim of this work was to analyze existing tools for visualization of microbial data
(Emperor) and for general multidimensional data visualization (TensorFlow Embedding
Projector). Based on the identified strengths and weaknesses, a new tool for visualiza-
tion of microbial data was designed. The proposed tool addresses some of the identified
shortcomings of existing tools.

The proposed tool meets the basic requirements that are necessary for microbial research
and tries to make the user’s work as easy as possible. It can be used to calculate and visualize
both PCA and PCoA. In the case of PCoA calculation, there are three methods to calculate
the distance matrix - Bray-Curtis, UniFrac weighted and UniFrac unweighted. The result
of the calculated matrix can be saved in CSV, JSON, or Excel format. The same option
to save the file also applies to the calculated values of principal components. The first values
of the percentage of variance are also plotted. The results of the analyzes can be visualized
in 2D or 3D space and colored based on any combination of metadata categories. Although
the tool is designed as a web tool, deployment on a server has not yet taken place.

The currently proposed tool as x, y, or z axes takes the first two or three principal
components, which have the highest value of explained variability ratio. In the future,
the user could be able to choose his own choice of principal components that would rep-
resent the x, y, and z axes. Other methods such as UMAP and t-SNE, which are part
of the Tensorflow Embedding Projector, could also be added to methods for dimension
reduction. The proposed tool currently expects two types of files - a file with metadata
and a file with an abundance of sequence variants. Another improvement of the tool could
be that it will also calculate the abundance of sequence variants itself. With the addition
of new functionalities, the user interface of the tool would also be modified.
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Appendix A

Contents of the Attached DVD

∙ doc/ - source files of this text

∙ Dockerfile - file for preparing Docker

∙ inputFiles/ - example of input files

∙ project.tar - source files of the implemented tool

∙ README.md

∙ start.sh - script to run a tool for Docker

∙ xmisak03.pdf - electronic version of this text
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