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#### Abstract

Abstrakt Tato práce studuje gramatické systémy, jejichž komponenty používají pravidla, která mají na levé straně ne jeden neterminál, ale řetězec neterminálů. Práce u těchto gramatických systémů zavádí tři omezení derivace. První vyžaduje, aby k derivaci v každé větné formě došlo v rámci prvních $l$ symbolů v prvním spojitém bloku neterminálů. Druhé omezení definuje derivaci pro větné formy, které obsahují nejvýše $m$ spojitých bloků neterminálů. Třetí omezení rozšiřuje druhé o podmínku, že každý takový blok mủže být nejvýše délky $h$. Hlavním výsledkem této práce jsou důkazy o zmenšení generativní síly gramatických systémů u dvou z těchto omezení.


## Klíčová slova

řízené gramatické systémy, omezení derivace, prefixové omezení, generativní síla


#### Abstract

This thesis studies grammar systems whose components use sequences of productions whose left-hand sides are formed by nonterminal strings, not just single nonterminals. It introduces three restrictions on the derivations in these grammar systems. The first restriction requires that all rewritten symbols occur within the first $l$ symbols of the first continuous block of nonterminals in the sentential form during every derivation step. The second restriction defines derivations over sentential forms containing no more than $m$ continuous blocks of nonterminals. The third restriction extends the second in the way that each sequence of nonterminals must be of length $h$ or less. As its main result, the thesis demonstrates that two of these restrictions decrease the generative power of grammar systems.
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## Chapter 1

## Introduction

Grammar systems which use type-0 components have the generative power of recursively enumerable languages. In this thesis, three closely related derivation restrictions of grammar systems are discussed. To explain these restrictions, let $l$ be a constant. The first restriction requires that all rewritten symbols occur within the first $l$ symbols of the first continuous block of nonterminals in the current sentential form during every derivation step. The second restriction defines derivations over sentential forms containing no more than $m$ continuous blocks of nonterminals. The third restriction extends the second in the way that each sequence of nonterminals must be of length $h$ or less.

As its main result, this thesis demonstrates that the first and the third restrictions decrease the generative power of grammar systems to the generative power of context-free grammars and state grammars, respectively.

This result concerning the derivation restrictions is of some interest when compared to analogical restrictions in terms of other grammars working in a context-sensitive way. Over its history, formal language theory has studied many restrictions placed on the way grammars derive sentential forms and on the forms of productions. In [9], Matthews studied derivations of grammars in the strictly leftmost (rightmost) way-that is, rewritten symbols are preceded (succeeded) only by terminals in the sentential form during the derivation. Later, in [10], he combined both approaches-leftmost and rightmost derivations-so that any sentential form during the derivation is of the form $x W y$, where $x$ and $y$ are terminal strings, $W$ is a nonterminal string, and a production is applicable only to a leftmost or rightmost substring of $W$. In both cases, these restrictions result into decreasing the generative power of type-0 grammars to the power of context-free grammars.

Whereas Matthews studied restrictions placed on the forms of derivations, other authors studied the forms of productions. In [2], Book proved that if the left-hand side of any non-context-free production contains besides exactly one nonterminal only terminals, then the generative power of type-0 grammars decreases to the power of context-free grammars. He also proved that if the left-hand side of any non-context-free production has as its left context a terminal string and the left context is at least as long as the right context, then the generative power of type- 0 grammars decreases to the power of context-free grammars, too. In [6], Ginsburg and Greibach proved that if the left-hand side of any production is a nonterminal string and the right-hand side contains at least one terminal, then the
generated language is context-free. Finally, in [1], Baker proved a stronger result. This result says that if any left-hand side of a production either has, besides terminals, only one nonterminal, or there is a terminal substring, $\beta$, on the right-hand side of the production such that the length of $\beta$ is greater than the length of any terminal substring of the lefthand side of the production, then the generative power of type-0 grammars decreases to the power of context-free grammars. For more details, see page 198 in [12] and the literature cited there.

This thesis is structured as follows. In the second chapter, we begin with definitions of concepts of formal languages theory. In the third chapter, we formally introduce derivation restrictions studied in the thesis. The fourth chapter deals with notions related to grammar systems. In chapter five, we present the main results of study of the generative power of restricted grammar systems. In chapter six, the thesis concludes by a discussion of its findings.

## Chapter 2

## Preliminaries

In this chapter, definitions of formal concepts which are used in subsequent chapters are given.

### 2.1 Formal Languages Theory

This section introduces basic notions of formal language theory. Definitions and the notation are based on [11] where more information can be found.

### 2.1.1 Basic Definitions

As the first concept, an alphabet is defined. Informally, it is a collection of symbols.
Definition 2.1. An alphabet is a finite, non-empty set of elements called symbols.

Cardinality of an alphabet denotes the number of elements in it.
Definition 2.2. For an alphabet, $\Sigma,|\Sigma|$ denotes the cardinality of $\Sigma$. The cardinality of an alphabet is the number of symbols in $\Sigma$.

A sequence of symbols forms a word. The empty word, denoted by $\varepsilon$, is the word that contains no symbols. The inductive definition of a word follows.

Definition 2.3. Let $\Sigma$ be an alphabet.

1. $\varepsilon$ is a word over $\Sigma$
2. if $x$ is a word over $\Sigma$ and $a \in \Sigma$, then $x a$ is a word over $\Sigma$

The length of a word is the number of all symbols in the word. Formal definition follows.
Definition 2.4. Let $x$ be a word over an alphabet $\Sigma$. The length of $x,|x|$, is defined as follows.

1. if $x=\varepsilon$ then $|x|=0$
2. if $x=a_{1} \ldots a_{n}$ for some $n \geq 1$, then $|x|=n$

The reversal of a word is a word written in the reverse order.
Definition 2.5. Let $x$ be a word over an alphabet $\Sigma$. The reversal of $x, x^{R}$, is defined as follows.

1. if $x=\varepsilon$ then $x^{R}=\varepsilon$
2. if $x=a_{1} \ldots a_{n}$ for some $n \geq 1$, then $x^{R}=a_{n} \ldots a_{1}$

Next, notions of prefix, suffix and subword are defined.
Definition 2.6. Let $x$ and $y$ be two words over an alphabet $\Sigma$. Then, $x$ is a prefix of $y$ if there exists a word, $z$, over $\Sigma$ such that $x z=y$. Moreover, if $x \notin\{\varepsilon, y\}$, then $x$ is a proper prefix of $y$. Analogically, $x$ is a suffix of $y$ if there exists a word, $z$, over $\Sigma$ such that $z x=y$. If $x \notin\{\varepsilon, y\}$, then $x$ is a proper suffix of $y$. Finally, $x$ is a subword of $y$ if there exist words, $z$ and $z^{\prime}$, over $\Sigma$ such that $z x z^{\prime}=y$. If $x \notin\{\varepsilon, y\}$, then $x$ is a proper subword of $y$.

Now, sets of all prefixes, suffixes and subwords of a given word are defined.
Definition 2.7. Let $y$ be a word. Then,

- $\operatorname{pref}(y)=\{x: x$ is a prefix of $y\}$
- $\operatorname{suf}(y)=\{x: x$ is a suffix of $y\}$
- $\operatorname{sub}(y)=\{x: x$ is a subword of $y\}$

Next, we define the occur function.
Definition 2.8. Let $\Sigma$ be an alphabet. For a string $w \in \Sigma^{*}$ and $W \subseteq \Sigma$,

- $\operatorname{occur}(w, W)$ denotes the number of occurrences of symbols from $W$ in $w$

As a next notion, a language is defined. For this purpose, the set of all words over an alphabet has to be defined. Informally, a language is an arbitrary set of words over a given alphabet.

Definition 2.9. For an alphabet, $\Sigma, \Sigma^{*}$ denotes the set of all words over $\Sigma$. Algebraically, $\Sigma^{*}$ represents the free monoid generated by $\Sigma$ under the operation of concatenation. The identity of $\Sigma^{*}$ is denoted by $\varepsilon$. Set $\Sigma^{+}=\Sigma^{*}-\{\varepsilon\}$. Algebraically, $\Sigma^{+}$is thus the free semigroup generated by $\Sigma$.

Definition 2.10. Let $\Sigma$ be an alphabet. Every subset $L \subseteq \Sigma^{*}$ is a language over $\Sigma$.

Next, basic operations on languages are defined, namely union, intersection, difference and complement.

Definition 2.11. Let $L_{1}$ and $L_{2}$ be languages. Then,

- $L_{1} \cup L_{2}=\left\{x: x \in L_{1}\right.$ or $\left.x \in L_{2}\right\}$
- $L_{1} \cap L_{2}=\left\{x: x \in L_{1}\right.$ and $\left.x \in L_{2}\right\}$
- $L_{1} \backslash L_{2}=\left\{x: x \in L_{1}\right.$ and $\left.x \notin L_{2}\right\}$

Definition 2.12. Let $L$ be a language over an alphabet $\Sigma$. Its complement, $\bar{L}$, is

- $\bar{L}=\Sigma^{*} \backslash L$

Now, we generalize notions of prefix, suffix and subword to languages:
Definition 2.13. Let $\Sigma$ be an alphabet. For $\Lambda \subseteq \Sigma^{*}$,

- $\operatorname{pref}(\Lambda)=\left\{w \in \operatorname{pref}\left(w^{\prime}\right): w^{\prime} \in \Lambda\right\}$
- $\operatorname{suf}(\Lambda)=\left\{w \in \operatorname{suf}\left(w^{\prime}\right): w^{\prime} \in \Lambda\right\}$
- $\operatorname{sub}(\Lambda)=\left\{w \in \operatorname{sub}\left(w^{\prime}\right): w^{\prime} \in \Lambda\right\}$


### 2.1.2 Chomsky Hierarchy

This section describes some models related to the most famous classification of languages, Chomsky hierarchy. All models that generate languages of Chomsky language classes and some models that recognize languages of Chomsky language classes are defined.

## Grammars of Chomsky Hierarchy

Firstly, definitions of a Chomsky grammar, a derivation relation and a language generated by a Chomsky grammar are given.

Definition 2.14. A Chomsky grammar is a quadruple $G=(N, T, S, P)$, where

- $N$ is an alphabet of nonterminals,
- $T$ is an alphabet of terminals such that $T \cap N=\emptyset$,
- $S \in N$ is the start nonterminal,
- $P \subseteq(N \cup T)^{+} \times(N \cup T)^{*}$ is a finite set of productions.

Usually, we write $\alpha \rightarrow \beta$ instead of $(\alpha, \beta) \in P$.
Definition 2.15. Let $G$ be a Chomsky grammar. If $\alpha \rightarrow \beta \in P, u=x_{0} \alpha x_{1}$, and $v=x_{0} \beta x_{1}$, where $x_{0}, x_{1} \in(N \cup T)^{*}$, then

$$
u \Rightarrow v[\alpha \rightarrow \beta]
$$

in $G$ or, simply, $u \Rightarrow v$. We say that $G$ makes a derivation step from $u$ to $v$.

Definition 2.16. Let $G$ be a Chomsky grammar. The language of $G$ is denoted by $\mathcal{L}(G)$ and defined as

$$
\mathcal{L}(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\}
$$

Chomsky grammars can be classified into four basic groups by restrictions placed on their productions:

- Any Chomsky grammar is a type-0 (or phrase-structure) grammar.
- A grammar is a type-1 (or context-sensitive) grammar if all its productions are of the form $\alpha \rightarrow \beta$ where $|\alpha| \geq|\beta|$; with the exception of a rule $S \rightarrow \varepsilon$, where $S$ does not appear on the right-hand side of any production.
- A grammar is a type- 2 (or context-free) grammar if all its productions are of the form $\alpha \rightarrow \beta$ where $\alpha \in N$.
- A grammar is a type-3 (or regular) grammar if all its productions are of the form $\alpha \rightarrow \beta$ where $\alpha \in N$ and $\beta \in T N \cup T \cup\{\varepsilon\}$.

Notions of recursively enumerable, context-sensitive, context-free and regular languages are presented in the following definition:

## Definition 2.17.

- A language, $\mathcal{L}$, is a recursively enumerable language if and only if $\mathcal{L}=\mathcal{L}(G)$, where $G$ is a phrase structure grammar. Let $\mathbf{R E}$ denote the family of recursively enumerable languages.
- A language, $\mathcal{L}$, is a context-sensitive language if and only if $\mathcal{L}=\mathcal{L}(G)$, where $G$ is a context-sensitive grammar. CS denote the family of context-sensitive languages.
- A language, $\mathcal{L}$, is a context-free language if and only if $\mathcal{L}=\mathcal{L}(G)$, where $G$ is a context-free grammar. CF denote the family of context-free languages.
- A language, $\mathcal{L}$, is a regular language if and only if $\mathcal{L}=\mathcal{L}(G)$, where $G$ is a regular grammar. REG denote the family of regular languages.

The following theorem shows inclusions among REG, CF, CS and RE language families. Proof can be found e.g. in [11].

## Theorem 2.18.

$$
\mathbf{R E G} \subset \mathbf{C F} \subset \mathbf{C S} \subset \mathbf{R E}
$$

This thesis deals with various restrictions which study derivations within continuous blocks of nonterminal symbols. For these purposes, we use a modified type of grammars, Ginsburg grammars, which have been proved to have the same generative power as phrase-structure grammars [5]. Formal definition of a Ginsburg grammar follows:

Definition 2.19. A Chomsky grammar is a Ginsburg grammar if each production $\alpha \rightarrow \beta$ satisfies $\alpha \in N^{+}$.

## Automata of Chomsky Hierarchy

Now, we present some models for recognition of words of a given language.

Firstly, a finite automaton, which is a recognizer of regular languages, is defined.
Definition 2.20. A finite automaton is a quintuple $M=\left(Q, \Sigma, \delta, q_{0}, F\right)$, where

- $Q$ is a finite set of states,
- $\Sigma$ is an alphabet,
- $q_{0} \in Q$ is the initial state,
- $\delta \subseteq Q \times \Sigma \cup\{\varepsilon\} \times Q$ is a finite set of rules,
- $F \subseteq Q$ is a set of final states.

Usually, we write $p a \rightarrow q \in \delta$ instead of $(p, a, q) \in \delta$.
Definition 2.21. Let $M$ be a finite automaton. A configuration of $M$ is any word from $Q \Sigma^{*}$. For any configuration qay, where $q \in Q, y \in \Sigma^{*}$ and any $q a \rightarrow p \in \delta, M$ makes a move from configuration qay to configuration $p y$ according to $q a \rightarrow p$, written as

$$
q a y \Rightarrow p y[q a \rightarrow p],
$$

or, simply, $q a y \Rightarrow p y$.
Definition 2.22. Let $M$ be a finite automaton. If $w \in \Sigma^{*}$ and $q_{0} w \Rightarrow^{*} f$, where $f \in F$, then $w$ is accepted by $M$, and $q_{0} w \Rightarrow^{*} f$ is an acceptance of $w$ in $M$. The language of $M$ is defined as

$$
\mathcal{L}(M)=\left\{w \in \Sigma^{*}: q_{0} w \Rightarrow^{*} f \text { is an acceptance of } w\right\} .
$$

Secondly, a pushdown automaton, which is a recognizer of context-free languages, is defined.
Definition 2.23. A pushdown automaton is a septuple $M=\left(Q, \Sigma, \Omega, \delta, q_{0}, Z_{0}, F\right)$, where

- $Q$ is a finite set of states,
- $\Sigma \subseteq \Omega$ is an alphabet,
- $\Omega$ is a pushdown alphabet,
- $\delta \subseteq \Omega \times Q \times \Sigma \cup\{\varepsilon\} \times \Omega^{*} \times Q$ is a finite set of rules,
- $q_{0} \in Q$ is the initial state,
- $Z_{0} \in \Omega$ is the initial pushdown symbol.
- $F \in Q$ is a set of final states,

Usually, we write $Z q a \rightarrow \gamma p$ instead of $(Z, q, a, \gamma, p) \in \delta$.

Definition 2.24. Let $M$ be a pushdown automaton. A configuration of $M$ is any word from $\Omega^{*} Q \Sigma^{*}$. For any configuration $x$ Aqay, where $x \in \Omega^{*}, y \in \Sigma^{*}, q \in Q$, and any $A q a \rightarrow \gamma p \in \delta$, $M$ makes a move from configuration $x$ Aqay to configuration $x \gamma p y$ according to $A q a \rightarrow \gamma p$, written as

$$
x A q a y \Rightarrow x \gamma p y[A q a \rightarrow \gamma p],
$$

or, simply, $x$ Aqay $\Rightarrow x \gamma p y$.
Definition 2.25. Let $M$ be a pushdown automaton. If $w \in \Sigma^{*}$ and $Z_{0} q_{0} w \Rightarrow^{*} f$, where $f \in F$, then $w$ is accepted by $M$, and $Z_{0} q_{0} w \Rightarrow^{*} f$ is an acceptance of $w$ in $M$. The language of $M$ is defined as

$$
\mathcal{L}(M)=\left\{w \in \Sigma^{*}: Z_{0} q_{0} w \Rightarrow^{*} f \text { is an acceptance of } w\right\} .
$$

Lastly, a Turing machine, which is a recognizer of recursively enumerable languages, is defined.

Definition 2.26. A Turing machine is $n$-tuple $M=(Q, \Sigma, \Gamma, R, s, F)$, where

- $Q$ is a finite set of states,
- $\Sigma \subseteq \Gamma$ is an input alphabet,
- $\Gamma$ is a tape alphabet; $\Delta \in \Gamma$,
- $R \subseteq Q \times \Gamma \times Q \times \Gamma$ is a relation of rules; $R=R_{s} \cup R_{r} \cup R_{l}$,
- $s \in Q$ is the start state,
- $F \subseteq Q$ is a set of final states.

Definition 2.27. Let $M$ be a Turing machine. A configuration of $M$ is any word $\chi$ satisfying

$$
\chi \in \Gamma^{*} Q \Gamma^{*} \Delta^{\omega}
$$

Next, let $\chi$ and $\chi^{\prime}$ be configurations of $M . M$ makes a move from $\chi$ to $\chi^{\prime}$ according to $r$, written as

$$
\chi \vdash \chi^{\prime}[r]
$$

if at least one of the following conditions holds:

- Stationary move

$$
\chi=x p U y \Delta^{\omega}, \chi^{\prime}=x q V y \Delta^{\omega}, \text { and } r:(p, U, q, V) \in R_{s}
$$

- Right move

$$
\chi=x p U y \Delta^{\omega}, \chi^{\prime}=x V q y \Delta^{\omega}, \text { and } r:(p, U, q, V) \in R_{r}
$$

- Left move

$$
\chi=x X p U y \Delta^{\omega}, \chi^{\prime}=x q X V y \Delta^{\omega}, \text { and } r:(p, U, q, V) \in R_{l}
$$

where $x, y \in \Gamma^{*}, U, V, X \in \Gamma, p, q \in Q$.
Definition 2.28. Let $M=(Q, \Sigma, \Gamma, R, s, F)$ be a Turing machine. $M$ accepts $w \in \Sigma^{*}$ if

$$
s w \Delta^{\omega} \vdash^{*} u f v \Delta^{\omega}
$$

in $M$, where $f \in F$ and $u, v \in \Gamma^{*}$.
The language accepted by $M$ is defined as

$$
\mathcal{L}(M)=\left\{w \in \Sigma^{*}: M \text { accepts } \mathrm{w}\right\}
$$

### 2.1.3 State Languages

In this section, the concept of a state grammar is described. Informally, a state grammar is a context-free grammar enriched by states which make its derivations more controllable than in the case of traditional context-free grammars. Therefore, the generative power of state grammars is greater.

Definition 2.29. A state grammar (see [8]) is a quintuple $G=(V, W, T, P, S)$, where

- $V$ is a total alphabet,
- $W$ is a finite set of states,
- $T \subseteq V$ is an alphabet of terminals,
- $S \in(V \backslash T)$ is the start symbol, and
- $P \subseteq W \times(V \backslash T) \times W \times V^{+}$is a finite set of productions.

Usually, we write $(q, A) \rightarrow(p, v) \in P$ instead of $(q, A, p, v) \in P$.
Definition 2.30. Let $G=(V, W, T, P, S)$ be a state grammar. For every $z \in V^{*}$, set ${ }_{G} \operatorname{states}(z)=\left\{q:(q, B) \rightarrow(p, v) \in P\right.$, where $\left.B \in(V \backslash T) \cap \operatorname{alph}(z), v \in V^{+}, q, p \in W\right\}$.

Informally, given a state grammar $G=(V, W, T, P, S),{ }_{G}$ states $(z)$ is a set of states. A state $q$ is in that set if there is a left hand-side of a rule for the state $q$ and some nonterminal symbol which is contained in a string $z$. The reason behind the definition of this set is following: if a state grammar $G$ wants to make a derivation step by rewriting some symbol in a prefix of a sentential form, $G$ has to be in some state which is an element of ${ }_{G} \operatorname{states}(z)$.

Definition 2.31. Let $G=(V, W, T, P, S)$ be a state grammar. If $(q, A) \rightarrow(p, v) \in P$, $x, y \in V^{*},{ }_{G}$ states $(x) \cap\{q\}=\emptyset$, then $G$ makes a derivation step from $(q, x A y)$ to $(p, x v y)$ in $G$, symbolically written as

$$
(q, x A y) \Rightarrow(p, x v y)[(q, X) \rightarrow(p, v)]
$$

In addition, if $k$ is a positive integer such that $\operatorname{occur}(x A y, V \backslash T) \leq k$, we say that $(q, x A y) \Rightarrow$ $(p, x v y)[(q, A) \rightarrow(p, v)]$ is of index $k$, symbolically written as

$$
(q, x A y)_{k} \Rightarrow(p, x v y)[(q, X) \rightarrow(p, v)]
$$

If $k$ is a positive integer such that $\operatorname{occur}(x A, V \backslash T) \leq k$, we say that $(q, x A y) \Rightarrow(p, x v y)$ $[(q, A) \rightarrow(p, v)]$ is of degree $k$, symbolically written as

$$
(q, x A y)^{k} \Rightarrow(p, x v y)[(q, X) \rightarrow(p, v)]
$$

To express that every derivation step in $v \Rightarrow^{m} \varpi\left(v \Rightarrow^{+} \varpi\right.$ or $\left.v \Rightarrow^{*} \varpi\right)$ is of index $k$, we write $v_{k} \Rightarrow^{m} \varpi\left(v_{k} \Rightarrow^{+} \varpi\right.$ or $\left.v_{k} \Rightarrow^{*} \varpi\right)$.
Analogically, to express that every derivation step in $v \Rightarrow^{m} \varpi\left(v \Rightarrow^{+} \varpi\right.$ or $\left.v \Rightarrow^{*} \varpi\right)$ is of degree $k$, we write $v^{k} \Rightarrow_{m} \varpi\left(v_{k} \Rightarrow^{+} \varpi\right.$ or $\left.v_{k} \Rightarrow^{*} \varpi\right)$.

Informally, each derivation step has to be leftmost applicable which means that if a nonterminal $A$ is rewritten (under a state $s$ ) in a sentential form, there is no other nonterminal $B$ on $A$ 's left which is rewritable under the state $s$, i.e. there is no rule with $(s, B)$ as a left hand-side for every $B$ on $A$ 's left. The set ${ }_{G} \operatorname{states}(z)$ perfectly suits for a definition of this restriction.

A derivation step must be made by rewriting a nonterminal which is the leftmost applicable but which does not have to be the very leftmost. The previous definition also defines a derivation relation of degree $k$. Informally, this means that a nonterminal being rewritten is at most $k$-th nonterminal from the left during every derivation step. We say that a derivation step is of index $k$ if the sentential form which is to be rewritten contains at most $k$ nonterminals. It clearly follows that if a derivation is of index $k$, it is also of degree $k$.

Next, a state language and a state grammar of index $k$ and of degree $k$ are defined.
Definition 2.32. Let $G=(V, W, T, P, S)$ be a state grammar. The set

$$
\mathcal{L}(G)=\left\{w \in T^{*}:(q, S) \Rightarrow^{*}(p, w), q, p \in W\right\}
$$

is called a state language. Furthermore, we define for every $k \geq 1$,

$$
\begin{gathered}
\mathcal{L}(G, \text { index } k)=\left\{w \in T^{*}:(q, S)_{k} \Rightarrow^{*}(p, w), q, p \in W\right\} \text { and } \\
\mathcal{L}(G, \text { degree } k)=\left\{w \in T^{*}:(q, S)^{k} \Rightarrow^{*}(p, w), q, p \in W\right\} .
\end{gathered}
$$

Definition 2.33. A state grammar $G$ is of index $k(k \geq 1)$ if

$$
\mathcal{L}(G)=\mathcal{L}(G, \text { index } k)
$$

A state grammar $G$ is of degree $k(k \geq 1)$ if

$$
\mathcal{L}(G)=\mathcal{L}(G, \text { degree } k)
$$

A state language $L$ is said to be of index $k$ if there is a state grammar $G$ of index $k$ such that $L=\mathcal{L}(G)$. A state language $L$ is said to be of degree $k$ if there is a state grammar $G$ of degree $k$ such that $L=\mathcal{L}(G)$.

## Families of State Grammars

Definition 2.34. Let $\mathbf{S G}$ denote the family of state languages. For all $k \geq 1, \mathbf{S G}_{k}$ denotes the family of state languages of index $k$ and $\mathbf{S G}^{k}$ denotes the family of state languages of degree $k$.

The generative power of any family of state languages of some degree is between families of context-free and context-sensitive languages. Moreover, the following inclusions among families of state languages has been established in [8].

## Theorem 2.35.

$$
\mathbf{C F}=\mathbf{S G}^{1} \subset \mathbf{S G}^{2} \subset \mathbf{S G}^{3} \subset \cdots \subset \mathbf{S G}^{\infty} \subset \mathbf{C S}
$$

The following inclusion is a corollary of theorem 2.35.

## Corollary 2.36.

$$
\mathbf{S G}_{1} \subset \mathbf{S G}_{2} \subset \mathbf{S G}_{3} \subset \cdots \subset \mathbf{S G}_{\infty} \subset \mathbf{C S}
$$

### 2.2 Selected Proof Techniques

This section contains descriptions of standard proof techniques which are relevant for the formal languages theory.

### 2.2.1 Mathematical Induction

Mathematical induction is one of the most common proof techniques. It is typically used to establish that a given statement is true for all non-negative integers or any infinite sequence starting with a number $n_{0} \in \mathbb{N} \cup\{0\}$ (therefore called induction on integers). Another type of induction is structural induction which can be performed on any recursively defined concepts such as trees [7].

## Standard Mathematical Induction

A proof by standard mathematical induction is done by proving that the first statement in the infinite sequence of statements is true, and then proving that if any one statement in that sequence is true, then so is the next one.

This can be expressed formally by the axiom of induction:

$$
\forall \text { predicates } P,\left(P\left(n_{0}\right) \wedge \forall m[P(m) \Rightarrow P(m+1)]\right) \Rightarrow \forall n P(n)
$$

where $P$ is the proposition in question and $n_{0}, m, n$ are numbers from the considered infinite sequence $\left\{n_{0}, n_{0}+1, n_{0}+2, \ldots\right\}$.

A proof by mathematical induction involves two steps:

- The basis-shows that $P\left(n_{0}\right)$ (the proposition is true for a particular integer $n_{0}$ ).
- Induction step - shows that if the proposition holds for $m$, then the same proposition also holds for $m+1$.

After performing these two steps, we can conclude that the proposition holds for the whole sequence.

## Complete Mathematical Induction

Complete induction (or strong induction) is a generalization of standard induction. It differs in the induction step-we may assume not only that the proposition holds for $m$ but also that it is true for all $m^{\prime} \leq m$.

### 2.2.2 Proving Sets Equivalences

In formal language theory, one frequently needs to prove that a theorem which says that the sets constructed in two different ways are the same sets [7]. If $S_{1}$ and $S_{2}$ are two
expressions representing sets, proving that these sets are same (showing that $s \in S_{1}$ if and only if $s \in S_{2}$, formally $s \in S_{1} \Leftrightarrow s \in S_{2}$ ), is equivalent to proving

- if $s \in S_{1}$, then $s \in S_{2}\left(s \in S_{1} \Rightarrow s \in S_{2}\right)$ and
- if $s \in S_{2}$, then $s \in S_{1}\left(s \in S_{2} \Rightarrow s \in S_{1}\right)$

In formal language theory, elements of $S_{1}$ and $S_{2}$ are often languages. Then, $S_{1}$ and $S_{2}$ are called families (or classes) of languages.

### 2.2.3 Proofs of Equal Descriptional Power

It the formal languages theory, one often needs to prove that two types of models (such as grammars, automata) are equivalent in terms of their descriptional power.

In terms of previous section, it is possible to perceive these models as expressions representing sets (sets of strings, languages). To prove that the set of languages described by the first type of model is the same as the set of languages described by second type of model (that families of languages of these two models are equivalent), a constructive proof in combination with mathematical induction may be used. This may be done in the following manner.

Firstly, one provides general rules for the construction of an instance of second model for an arbitrary instance of the first model. To show that the constructed instance has the same descriptional power, one needs to prove two things:

- that any derivation in the instance of the second model has its counterpart in the instance of the first model
- that any derivation in the instance of the first model has its counterpart in the instance of the second model

These two proofs may be done by using mathematical induction on the length of derivation.
Secondly, one has to provide a description of the construction of an instance of first model for any instance of a second model. This is done analogically.

## Chapter 3

## Derivation Restrictions of Ginsburg Grammars

Derivation restrictions studied in this thesis are placed on components of grammar systems which themselves are Ginsburg grammars. This chapter introduces these restrictions.

### 3.1 Prefix Restriction

This section introduces the prefix restriction which enforces each derivation step to be performed within the first $l$ symbols of the first continuous block of nonterminals in the sentential form. Definition of derivation relation $l_{l} \Leftrightarrow$ which reflects the prefix restriction is given next.

Definition 3.1. Let $G=(N, T, S, P)$ be a Ginsburg grammar. Let $V=N \cup T$ be the total alphabet of $G$ and let $l \geq 1$. If there is $\alpha \rightarrow \beta \in P, u=x_{0} \alpha x_{1}$, and $v=x_{0} \beta x_{1}$, where $x_{0} \in T^{*} N^{*}, x_{1} \in V^{*}$, and $\operatorname{occur}\left(x_{0} \alpha, N\right) \leq l$, then

$$
u_{l} \wp v[\alpha \rightarrow \beta]
$$

in $G$ or, simply, $u \Leftrightarrow$. Let $\Leftrightarrow \Rightarrow^{k}$ denote the $k$-fold product of $\Leftrightarrow \Rightarrow$, where $k \geq 0$. Furthermore, let $l^{\Omega} \Rightarrow^{*}$ denote the transitive-reflexive closure of $l \Longleftrightarrow$.

### 3.2 Restrictions on Number of Nonterminal Blocks

This section introduces another derivation restrictions. The second restriction ensures that each sentential form contains at most $m$ continuous blocks of nonterminals by defining the $m \Longrightarrow$ derivation relation. The third derivation restriction considered extends the second restriction by another requirement, namely that each continuous block of nonterminals must be of length $h$ or less. Derivation relation reflecting this restriction is denoted as ${ }_{m}^{h} \Leftrightarrow$.

Two sets used for the definition of restrictions are defined first.

Definition 3.2. Let $G=(N, T, S, P)$ be a Ginsburg grammar. Let $m, h \geq 1$. $W(m)$ denotes the set of all strings $x \in V^{*}$ satisfying 1 given next. $W(m, h)$ denotes the set of all strings $x \in V^{*}$ satisfying 1 and 2 given next.

1. $x \in\left(T^{*} N^{*}\right)^{m} T^{*}$;
2. $(y \in \operatorname{sub}(x)$ and $|y|>h)$ implies alph $(y) \cap T \neq \emptyset$.

Informally, the $W(m)$ set contains all potential sentential forms that satisfy the second restriction. The $W(m, h)$ set contains all potential sentential forms that satisfy the third restriction. The first condition ensures that a sentential form has at most $m$ continuous blocks of nonterminals. The second condition limits the length of each nonterminal block by saying that when we take any substring of a sentential form whose length is greater than $h$, then this substring contains some terminal symbol.

Now, both restrictions limiting number of nonterminal blocks are defined.
Definition 3.3. Let $G=(N, T, S, P)$ be a Ginsburg grammar. Let $u, v \in V^{*}$ and $u \Rightarrow v$.

$$
\begin{gathered}
u_{m}^{h} \propto v \text { if } u, v \in W(m, h), \text { and } \\
u_{m} \circ \Rightarrow v \text { if } u, v \in W(m) .
\end{gathered}
$$

Let ${ }_{m}^{h} \varrho \Rightarrow^{k}$ and ${ }_{m} \Rightarrow^{k}$ denote $k$-fold product of ${ }_{m}^{h} \Longrightarrow$ and $m$, respectively, where $k \geq 0$. Furthermore, let ${ }_{m}^{h} \Rightarrow^{*}$ and $m_{m} \Rightarrow^{*}$ denote the transitive-reflexive closure of ${ }_{m}^{h} \Longrightarrow$ and $m_{m} \Longrightarrow$, respectively.

Finally, an extension of the third restriction is defined. The extension consists in a requirement that each derivation is leftmost with respect to the set of productions currently used.

Definition 3.4. Let $G=(N, T, S, P)$ be a Ginsburg grammar. Let $x_{0}, x_{1} \in V^{*}$, and $\alpha \rightarrow \beta \in P$. Then, $x_{0} \alpha x_{1}{ }_{m}^{h} \Rightarrow x_{0} \beta x_{1}[\alpha \rightarrow \beta]$ is a left-most with respect to the set of productions $P^{\prime}$ if for each $\alpha^{\prime} \rightarrow \beta^{\prime} \in P^{\prime}, x_{0} \alpha x_{1}=x_{0}^{\prime} \alpha^{\prime} x_{1}^{\prime}$ implies $\left|x_{0}\right| \leq\left|x_{0}^{\prime}\right|$, where $x_{0}^{\prime}, x_{1}^{\prime} \in V^{*}$.

### 3.3 Further Definitions

This section contains further definitions that are used in proofs in following chapters.
Definition 3.5. Let $P$ be a set of productions of a grammar $G=(N, T, S, P)$. We define $N_{\text {left }}(P)=\left\{\alpha \in N^{+}: \alpha \rightarrow \beta \in P, \beta \in(N \cup T)^{*}\right\}$.

Informally, $N_{\text {left }}(P)$ is a set of all left-hand sides of rules in $P$.

## Chapter 4

## Grammar Systems

Informally, a grammar system is a set of grammars which work together in order to generate one language. Two types of grammar systems are distinguished:

- cooperating distributed (CD) grammar systems
- parallel communicating ( $P C$ ) grammar systems

The main difference between these two classes is that component grammars of a CD grammar system have a common sentential form, while in the case of PC grammar systems each component has its own sentential form. This thesis deals with CD grammar systems only and only this type is considered hereafter. Therefore, each use of the term grammar system will refer to CD grammar system hereafter. Definitions used in this chapter are based on those in [3] and [13].

### 4.1 Grammar Systems

Definition 4.1. A grammar system is a $(n+3)$-tuple $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$, where

- $N$ is an alphabet of nonterminal symbols,
- $T$ is an alphabet of terminal symbols such that $N \cap T=\emptyset ; V=N \cup T$
- $S \in N$ is the start nonterminal symbol,
- $G_{i}=\left(N, T, S, P_{i}\right), 1 \leq i \leq n$ is a Ginsburg grammar (called a component).

The following definition introduces derivation relations of grammar systems with respect to derivation restrictions which have been defined in the previous chapter.

Definition 4.2. Let $u, v \in V^{*}, k \geq 0$. Then, we write

$$
u_{l} \Leftrightarrow{ }_{P_{i}}^{k} v, u_{m}^{h} \Longrightarrow{ }_{P_{i}}^{k} v, \text { and } u_{m} \Longleftrightarrow{ }_{P_{i}}^{k} v
$$

to denote that

$$
u_{l} \wp \Rightarrow^{k} v, u_{m}^{h} \varrho \Rightarrow^{k} v, \text { and } u_{m} \Rightarrow^{k} v,
$$

respectively, was performed by $P_{i}$. Analogously, we write $u l_{l} \Rightarrow{ }_{P_{i}}^{*} v, u{ }_{m}^{h} \Rightarrow{ }_{P_{i}}^{*} v, u_{m} \varrho{ }_{P_{i}}^{*} v$, $u_{l} \Leftrightarrow{ }_{P_{i}}^{+} v, u_{m}^{h} \Rightarrow_{P_{i}}^{+} v$, and $u_{m} \Rightarrow_{P_{i}}^{+} v$.

As it has been already mentioned, components of a grammar system work together on a common sentential form and generate one language. A grammar system starts a derivation with the common start nonterminal $S$. At each moment, only one grammar is active and is the only one that is allowed to rewrite the current sentential form at that moment. It is necessary to specify two things:

- which component can become active at a given moment
- when an activated grammar becomes inactive

Firstly, we define various modes of derivation relation of a PC grammar system with respect to restricted derivations defined in previous chapter. These modes specify the latter-when an activated grammar becomes inactive. One of possible derivation modes, $k$-mode, has been already defined in the definition 4.2 and refers to a situation where a component has to perform exactly $k$ derivation steps. Following definition introduces another four derivation modes.

Definition 4.3. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ be a grammar system. For each $i \in\{1, \ldots, n\}$ derivation modes are defined:

1. $\left(\leq k\right.$-mode) $u_{l} \Leftrightarrow \frac{\leq k}{G_{i}} v \Longleftrightarrow u_{l} \triangleq{\underset{G}{i}}_{k_{i}^{\prime}}^{v}$ for some $k^{\prime} \leq k$
2. ( $\geq k$-mode) $u_{l} \Longleftrightarrow \frac{\geq k}{\bar{G}_{i}} v \Longleftrightarrow u_{l^{\circ}}^{\diamond}{\underset{G_{i}}{k^{\prime}} v \text { for some } k^{\prime} \geq k}^{2}$
3. (*-mode) $u_{l} \diamond{ }_{G_{i}}^{*} v \Longleftrightarrow u_{l} \Longleftrightarrow{ }_{G_{i}}^{k^{\prime}} v$ for some $k^{\prime} \geq 0$
4. ( $t$-mode) $u_{l} \Rightarrow{ }_{G_{i}}^{t} v \Longleftrightarrow u_{l} \Leftrightarrow \stackrel{\bar{G}_{i}}{\geq 1} v$ and there is no $w$ such that $v_{l} \diamond{ }_{G_{i}} w$

Informally, the $\leq k$-mode requires an active component to perform at most $k$ derivation steps. Similarly, the $\geq k$-mode requires an active component to perform at least $k$ derivation steps. The $*$-mode allows an active component to perform arbitrary number of derivation steps. The $t$-mode requires an active component to perform at least one derivation steps and also to work as long as it can-until no left-hand side of rules of the component is present in the sentential form.

Secondly, we deal with the first specification-which component can become active at a given moment. Either no limitation is given and then, we refer to such grammar systems as unregulated grammar systems. One can also decide to regulate an activation of components by a control language. Such grammar systems are called regulated grammar systems. These approaches are described in the two following sections.

### 4.2 Unregulated Grammar Systems

This section deals with unregulated grammar systems where no specification of which component may become active is given. Therefore, an arbitrary component can become active when an activation takes place.

The following definition of languages generated by unregulated grammar systems is generic (for an arbitrary derivation mode $f$ and a control language $L$ ).

Definition 4.4. Let $D=\{*, t\} \cup\{\leq k,=k, \geq k: k \geq 0\}$. For a grammar system $\Gamma=$ $\left(N, T, S, P_{1}, \ldots, P_{n}\right)$, derivation mode $f \in D$ and a control language $L$, we set

$$
\begin{aligned}
& \text { 1-left } \mathcal{L}_{f}^{L}(\Gamma)=\left\{w \in T^{*}: S l_{l} \Leftrightarrow{ }_{P_{i_{1}}}^{f} w_{1} \Longleftrightarrow{ }_{P_{i_{2}}}^{f} \cdots l^{\diamond}{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p\right\} \\
& \text { nonter } \mathcal{L}_{f}^{L}(\Gamma, m, h)=\left\{w \in T^{*}: S{ }_{m}^{h} \Leftrightarrow \stackrel{f}{P_{i_{1}}} w_{1}{ }_{m}^{h} \varrho \stackrel{p}{f}{ }_{P_{i_{2}}}^{f} \cdots{ }_{m}^{h} \Leftrightarrow{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p\right\} \\
& \text { nonter } \mathcal{L}_{f}^{L}(\Gamma, m)=\left\{w \in T^{*}: S_{m} \varrho{ }_{P_{i_{1}}}^{f} w_{1 m} \varrho{ }^{f}{ }_{P_{i_{2}}}^{f} \cdots{ }_{m} \varrho{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p\right\} .
\end{aligned}
$$

Additionally, we set

$$
\begin{aligned}
\underset{\text { nonter }}{\text { left-most }} \mathcal{L}_{f}^{L}(\Gamma, m, h)= & \left\{w \in T^{*}: S{ }_{m}^{h} \Leftrightarrow \stackrel{P_{i_{1}}}{f} w_{1}{ }_{m}^{h} \Leftrightarrow \stackrel{P_{i_{2}}}{f} \cdots{ }_{m}^{h} \Rightarrow{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p, \\
& \text { and all } \left.{ }_{m}^{h} \Rightarrow_{P_{i_{k}}} \text { are left-most wrt. } P_{i_{k}}\right\}
\end{aligned}
$$

### 4.3 Regulated Grammar Systems

This section deals with regulated grammar systems where an order of activated components is given by a control language. Informally, the control language is defined over an alphabet of grammatical components of a grammar system; then, the grammar system must activate its components in such way that the sequence of components (as they are activated) must belong into that control language.

The following definition of languages generated by regulated grammar systems is generic (for an arbitrary derivation mode $f$ and a control language $L$ ).

Definition 4.5. Let $D=\{*, t\} \cup\{\leq k,=k, \geq k: k \geq 1\}$. For a grammar system $\Gamma=$ $\left(N, T, S, P_{1}, \ldots, P_{n}\right)$, derivation mode $f \in D$ and a control language $L$, we set

$$
\begin{aligned}
& \text { l-left } \mathcal{L}_{f}^{L}(\Gamma)=\left\{w \in T^{*}: S_{l} \triangleq{ }_{P_{i_{1}}}^{f} w_{1} \Longleftrightarrow{ }_{P_{i_{2}}}^{f} \cdots l^{\diamond}{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p, i_{1} i_{2} \ldots i_{p} \in L\right\} \\
& \text { nonter } \mathcal{L}_{f}^{L}(\Gamma, m, h)=\left\{w \in T^{*}: S{ }_{m}^{h} \Longleftrightarrow{ }_{P_{i_{1}}}^{f} w_{1}{ }_{m}^{h} \Leftrightarrow{ }_{P_{i_{2}}}^{f} \ldots{ }_{m}^{h} \Longrightarrow{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p, i_{1} i_{2} \ldots i_{p} \in L\right\} \\
& \text { nonter } \mathcal{L}_{f}^{L}(\Gamma, m)=\left\{w \in T^{*}: S_{m} \circ{ }_{P_{i_{1}}}^{f} w_{1 m} \circ{ }_{P_{i_{2}}}^{f} \cdots m_{m} \circ{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& \left.p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p, i_{1} i_{2} \ldots i_{p} \in L\right\} .
\end{aligned}
$$

Additionally, we set

$$
\begin{aligned}
\underset{\text { notter }}{\text { left-most }} \mathcal{L}_{f}^{L}(\Gamma, m, h)= & \left\{w \in T^{*}: S_{m}^{h} \Leftrightarrow{ }_{P_{i_{1}}}^{f} w_{1}{ }_{m}^{h} \Leftrightarrow{ }_{P_{i_{2}}}^{f} \ldots{ }_{m}^{h} \Longrightarrow{ }_{P_{i_{p}}}^{f} w_{p}=w,\right. \\
& p \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq p, i_{1} i_{2} \ldots i_{p} \in L, \\
& \text { and all } \left.{ }_{m}^{h} \Rightarrow{ }_{P_{i_{k}}} \text { are left-most wrt. } P_{i_{k}}\right\}
\end{aligned}
$$

It is obvious that unregulated grammar systems are a special case of regulated grammar systems where a control language contains all strings over given alphabet.

### 4.4 Language Families

In this section, language families of grammar systems are defined. The definition is generic (for an arbitrary derivation mode $f$ and a family of control languages $X$ ).

Definition 4.6. Let GSs denote the family of all grammar systems. Let $l, m, h \geq 1$. Define the following language families:

$$
\begin{aligned}
& \text { 1-left } G S_{f}^{X}=\left\{1 \text {-left } \mathcal{L}_{f}^{L}(\Gamma): \Gamma \in \mathbf{G S s}, L \in X\right\} \\
& \text { nonter } G S_{f}^{X}(m, h)=\left\{\text { nonter } \mathcal{L}_{f}^{L}(\Gamma, m, h): \Gamma \in \mathbf{G S s}, L \in X\right\} \\
& \text { nonter } G S_{f}^{X}(m)=\left\{\text { nonter } \mathcal{L} \mathcal{L}_{f}^{L}(\Gamma, m): \Gamma \in \mathbf{G S s}, L \in X\right\} \\
& \text { left-most } \\
& \text { nonter }
\end{aligned} S_{f}^{X}(m, h)=\left\{\begin{array}{c}
\text { left-most } \\
\text { nonter }
\end{array} \mathcal{L}_{f}^{L}(\Gamma, m, h): \Gamma \in \mathbf{G S s}, L \in X\right\},
$$

## Chapter 5

## Results

This chapter presents the main results of this thesis - a study of the generative power of regulated grammar systems whose derivation relation is limited by restrictions introduced in previous chapters.

### 5.1 Prefix Restriction

In this section, we prove a theorem which says that the family of languages generated by grammar systems which have type- 0 components, are regulated by regular languages and their derivation is restricted by the prefix restriction, is equivalent to the family of context-free languages. The proof follows the pattern described in section 2.2.2.

This section begins with with a proof of generative power for the $t$-mode. In its end, it discusses other derivation modes.

### 5.1.1 Study of the $t$-mode

Firstly, we deal with the ${ }_{\text {-left }} G S_{t}^{\text {REG }} \subseteq \mathbf{C F}$ inclusion.

## Proof of $\mathbf{C F} \subseteq{ }_{\text {1-left }} G S_{t}^{\text {REG }}$

This inclusion is obvious. Every context-free language $\mathcal{L}$ can be modelled by a context-free grammar $G$. Clearly, $G$ is a grammar system with one component. Moreover, leftmost derivation doesn't change the generative power of context-free grammars. Leftmost derivation satisfies the prefix restriction. Let the control language be $\{1\}^{*}$. Then, the inclusion holds.

Now, the ${ }_{\text {1-left }} G S_{t}^{\mathbf{R E G}} \subseteq \mathbf{C F}$ inclusion is proved.

Proof of CF $\supseteq$ l-left $G S_{t}^{\text {REG }}$
This section proves the second inclusion, which is formulated through the following lemma.
Lemma 5.1. For every grammar system $\Gamma$, every finite automaton $\bar{M}$ and every $l \geq 1$, there is a pushdown automaton $M$, such that $\mathcal{L}(M)={ }_{\text {l-leff }} \mathcal{L}_{t}^{\mathcal{L}(\bar{M})}(\Gamma)$.

Proof. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right), \bar{M}=\left(\bar{Q}, \bar{\Sigma}, \bar{\delta}, \overline{s_{0}}, \bar{F}\right)$, and $l \geq 1$. Consider the following pushdown automaton $M=\left(\left\{s_{0}, f\right\} \cup\left\{[\gamma, s, \bar{s}, i]: \gamma \in N^{*},|\gamma| \leq l, s \in\{q, r, e\}, \bar{s} \in \bar{Q}, i \in\right.\right.$ $\left.\{1, \ldots, n\}\}, T, T \cup N \cup\{Z\}, \delta, s_{0}, Z,\{f\}\right)$, where $Z \notin T \cup N$ and $\delta$ contains rules of the following forms:

$$
\begin{array}{lll}
\text { 1. } & s_{0} \rightarrow\left[S, q, \overline{s_{0}}, i\right] & \\
\text { 2. } & {[\gamma, q, s, i] \rightarrow\left(\gamma^{\prime}\right)^{R}[\varepsilon, r, s, i]} & \text { if } \gamma \in N^{*},|\gamma| \leq l \text { s.t. } \gamma_{l} \Leftrightarrow \Rightarrow_{P_{i}}^{1} \gamma^{\prime} \\
\text { 3. } & a[\varepsilon, r, s, i] a \rightarrow[\varepsilon, r, s, i] & \\
\text { 4. } & Z[\varepsilon, r, s, i] \rightarrow f & \text { if } s i \rightarrow s^{\prime} \in \bar{\delta} \text { for some } s^{\prime} \in \bar{F} \\
\text { 5. } & A\left[A_{1} \ldots A_{o}, r, s, i\right] \rightarrow\left[A_{1} \ldots A_{o} A, r, s, i\right] & \text { if } A \in N, o<l \\
\text { 6. } & {\left[A_{1} \ldots A_{l}, r, s, i\right] \rightarrow\left[A_{1} \ldots A_{l}, e, s, i\right]} & \\
\text { 7. } & a\left[A_{1} \ldots A_{o}, r, s, i\right] \rightarrow\left[A_{1} \ldots A_{o}, e, s, i\right] & \text { if } o<l, a \in T \\
\text { 8. } & Z\left[A_{1} \ldots A_{o}, r, s, i\right] \rightarrow\left[A_{1} \ldots A_{o}, e, s, i\right] & \text { if } o<l \\
\text { 9. } & {[\gamma, e, s, i] \rightarrow\left[\gamma, q, s^{\prime}, i^{\prime}\right]} & \text { if } \operatorname{sub}(\gamma) \cap N_{\text {left }}\left(P_{i}\right)=\emptyset, \\
& & \operatorname{si\rightarrow s^{\prime }\in \overline {\delta }} \\
10 . & {[\gamma, e, s, i] \rightarrow[\gamma, q, s, i]} & \text { if } \operatorname{sub}(\gamma) \cap N_{\text {left }}\left(P_{i}\right) \neq \emptyset
\end{array}
$$

We prove that $\mathcal{L}(M)={ }_{1 \text {-left }} \mathcal{L}_{f}^{\mathcal{L}(\bar{M})}(\Gamma)$.
Proof idea. $M$ simulates $t$-mode derivations of $\Gamma$ regulated by $\bar{M}$ in its state which is composed of 4 elements. The first element contains first $l$ symbols from the first continuous block of nonterminals. Third and fourth elements store a state of $\bar{M}$ and an index of an active component of $\Gamma$ determined by $\bar{M}$. The second element describes a stage of a simulated derivation step; symbols in this element have the following meaning:

- $q-M$ is ready for an application of a production of the active component,
- $r$ - a production was applied and the first element of the state has to be updated,
- $e$ - the first element of the state is updated and a switch to a next component of $\Gamma$ can be made if the t-mode derivation of the active component is completed.

Rules of $M$ are constructed by rule patterns 1-10. The function of these patterns is following.
Pattern 1 creates rules of $M$ that initiate the simulation by setting the first element of state to the start nonterminal symbol, second to the stage $q$ (ready to make a derivation step), third to the initial state of the control automaton and the fourth to an arbitrary component index.

Pattern 2 generates rules which simulate derivation steps of the grammar system. So, for arbitrary values of the third and the fourth element, the pattern creates rules which alter
first element according to production set $P_{i}$. Given a string $w$ in the first element and a component index $i$ in the fourth element, a rule is created for each substring of $w$ which can be rewritten according to some production in $P_{i}$. After making a move according to one of the rules constructed in this step, third state element changes to $r$.

Pattern 3 generates standard popping rules of the pushdown automaton.
Pattern 4 creates rules which enable the automaton $M$ to enter the final state provided $M$ contains no symbols except for the special pushdown symbol $Z$-neither on the pushdown nor in the first state element - and provided the active component can be a suffix of a string accepted by the control automaton $\bar{M}$.

Pattern 5 generates rules which enable to load nonterminals (as many as it is possible when not exceeding the prefix limitation of $l$ symbols) to update the monitored nonterminal sequence.

Patterns 6, 7 and 8 generate rules which enable the automaton to get to the $e$-stage of the simulation. Pattern 6 generates rules which allow this switch of simulation stage when the monitored nonterminal sequence is full (of length $l$ ). Pattern 7 generates rules which allow this switch of simulation stage when a terminal symbol appears on the pushdown. Pattern 8 generates rules which allow this switch of simulation stage when a special symbol $Z$ appears on the pushdown.

Patterns 9 and 10 generate rules which allow the automaton to get to the $q$-stage of the simulation. Pattern 9 generates rules which allow this switch of simulation stage when an active component has completed the $t$-mode derivation. Rules of this type also set new active component. Pattern 10 generates rules which allow this switch of simulation stage when an active component has not completed the $t$-mode derivation yet. Therefore, such a component remains active.

Patterns 2 and 5 enforce the prefix restriction. The pattern 5 enables to load at most $l$ nonterminals to the first state element and the pattern 2 creates rules which simulate derivation steps based on the content of the first element.

By this construction, simulation stages (the second state element) of the constructed automaton $M$ can alter only in the following schematic way.

1. $M$ makes a move according to a rule of pattern $1 . M$ proceeds by step 2 .
2. $M$ makes a move according to a rule of pattern $2 . M$ proceeds by step 3 .
3. $M$ makes moves according to rules of patterns 3,4 and 5 as long as it can. If the last rule used was one constructed in 4 , the simulation terminates. Otherwise, $M$ proceeds by step 4 .
4. $M$ makes a move according to a rule of pattern 6,7 , or $8 . M$ proceeds by step 5 .
5. $M$ makes a move according to a rule of pattern 9 or $10 . M$ proceeds by step 2 .

This simulation process can be put in more descriptive words: $M$ monitors the first continuous block of nonterminals. If the block is longer than $l$ symbols, it monitors only $l$ leftmost symbols. After making a move that simulates an application of a production of a grammar
system, it has to update the monitored block. This is done by reading (popping) the terminal prefix of a string generated on the pushdown, then by adding nonterminals to the monitored prefix in the hope of extending it to the lenght $l$. The update ceases either when the monitored block if full (all $l$ nonterminals have been loaded), or when a terminal occurs on pushdown (a terminal that splits the nonterminal block), or when a special pushdown symbol $Z$ occurs. Then, when the update is finished, a possible switch in the activity of components of the grammar system is simulated. If all conditions necessary for a successful completion of the $t$-mode derivation are fulfilled, the switch is made. Otherwise, the activity is held by the same component.

In accordance with the section 2.2.2, it is requisite to show that the input model of the construction describe the same language as the output model. This includes showing that every derivation in an input model has its counterpart in an output model ( $\supseteq$ inclusion) and vice versa ( $\subseteq$ inclusion).
$(\subseteq:$ ) The inclusion is proved by two claims. First, we prove the following claim.
Claim 5.2. If $Z \delta^{R}\left[\gamma, q, s, i_{1}\right] w \Rightarrow^{*} f$ in $M$, then $\gamma \delta l_{l} \Leftrightarrow{ }_{P_{i_{1}}}^{t} w_{1} \triangleq \Rightarrow_{P_{i_{2}}}^{t} w_{2} \cdots l_{l}^{\Omega}{ }_{P_{i_{p}}}^{t} w_{p}=w$, $p \geq 0$ in $\Gamma$ and $i_{1} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$.

Proof. By induction on the number of rules constructed in 2 used in a sequence of moves.

Basis: Only one rule constructed in 2 is used. Then,

$$
\left.Z \delta^{R}\left[\gamma, q, s, i_{0}\right] w \Rightarrow Z\left(\gamma^{\prime} \delta\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w \Rightarrow\right|^{\left|\gamma^{\prime} \delta\right|} Z\left[\varepsilon, r, s, i_{0}\right] \Rightarrow f
$$

where $\gamma=\gamma_{0} \alpha \gamma_{1}, \gamma^{\prime}=\gamma_{0} \beta \gamma_{1}, \alpha \rightarrow \beta \in P_{i_{0}}, \gamma \in N^{+}, \gamma^{\prime} \delta \in T^{*}$. Therefore, $\gamma_{0}=\gamma_{1}=\varepsilon$, $\gamma^{\prime} \delta=w$. Then,

$$
\alpha \delta \delta_{l} \Leftrightarrow \Rightarrow_{P_{i_{0}}} w .
$$

By a rule constructed in $4 i_{0} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$ and the basis holds.

Induction hypothesis: Suppose that the claim holds for all sequences of moves containing no more than $j$ rules constructed in 2 .

Induction step: Consider a sequence of moves containing $j+1$ rules constructed in 2 :

$$
\begin{array}{lll} 
& Z \delta^{R}\left[\gamma, q, s, i_{0}\right] w & \\
\Rightarrow & Z\left(\gamma^{\prime} \delta\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w & \text { (by a prod. constructed in 2) } \\
\Rightarrow^{*} & Z\left(\delta^{\prime}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w^{\prime} & \text { (by prod. constructed in 3) } \\
\Rightarrow^{*} & Z\left(\delta^{\prime \prime}\right)^{R}\left[\gamma^{\prime \prime}, r, s, i_{0}\right] w^{\prime} & \text { (by prod. constructed in 5) } \\
\Rightarrow & Z\left(\delta^{\prime \prime}\right)^{R}\left[\gamma^{\prime \prime}, e, s, i_{0}\right] w^{\prime} & \text { (by a prod. constructed in 6, } 7 \text { or } 8 \text { ) } \\
\Rightarrow & Z\left(\delta^{\prime \prime}\right)^{R}\left[\gamma^{\prime \prime}, q, s^{\prime}, i_{1}\right] w^{\prime} & \text { (by a prod. constructed in 9 or 10) } \\
\Rightarrow & f &
\end{array}
$$

where $\gamma=\gamma_{0} \alpha \gamma_{1}, \gamma^{\prime}=\gamma_{0} \beta \gamma_{1}, \alpha \rightarrow \beta \in P_{i_{0}}, \delta^{\prime} \in N V^{*} \cup\{\varepsilon\}, v \in T^{*}, \gamma^{\prime} \delta=v \delta^{\prime}, v w^{\prime}=w$, $\delta^{\prime}=\gamma^{\prime \prime} \delta^{\prime \prime}$, either $s i \rightarrow s^{\prime}$ or $s=s^{\prime}$, and one of the following holds:

- $\left|\gamma^{\prime \prime}\right|=l$, or
- $\left|\gamma^{\prime \prime}\right|<l$ and $\delta^{\prime \prime} \in T V^{*} \cup\{\varepsilon\}$.

Then, by the rule $\alpha \rightarrow \beta$,

$$
\gamma_{0} \alpha \gamma_{1} \delta{ }_{l} \Leftrightarrow{ }_{P_{i_{0}}} \gamma_{0} \beta \gamma_{1} \delta,
$$

where $\left|\gamma_{0} \alpha \gamma_{1}\right| \leq l, \gamma_{0} \beta \gamma_{1} \delta=v \delta^{\prime}=v \gamma^{\prime \prime} \delta^{\prime \prime}$ and, by the induction hypothesis,

$$
\begin{gathered}
v \gamma^{\prime \prime} \delta^{\prime \prime}{ }_{l} \Leftrightarrow \Rightarrow_{P_{i_{1}}}^{t} v w_{1} l^{\diamond \Rightarrow}{ }_{P_{i_{2}}}^{t} v w_{2} \cdots l \diamond l_{P_{i_{p}}}^{t} v w_{p}=v w \text { and } \\
i_{1} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M})),
\end{gathered}
$$

where $p \geq 0$.

If a rule constructed in 9 was used, $\gamma_{0} \alpha \gamma_{1} \delta l_{l} \Leftrightarrow{ }_{P_{i_{0}}}^{t} \gamma_{0} \beta \gamma_{1} \delta$ is a t-mode derivation, $i_{0} i_{1} i_{2} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$ and the claim holds.

If a rule constructed in 10 was used, $i_{0}=i_{1}, \gamma_{0} \alpha \gamma_{1} \delta l_{l} \Rightarrow_{P_{i_{1}}}^{t} v w_{1}, i_{1} i_{2} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$ and the claim holds.

Now, based on the previous claim we show that the first inclusion holds.
Claim 5.3. If $Z s_{0} w \Rightarrow^{*} f$ in $M$, then $S_{l} \triangleq \Rightarrow_{P_{i_{1}}}^{t} w_{1} \Omega \Rightarrow_{P_{i_{2}}}^{t} w_{2} \cdots l^{\diamond \Rightarrow}{ }_{P_{i_{p}}}^{t} w_{p}=w, p \geq 0$ in $\Gamma$ and $i_{1} \ldots i_{p} \in \mathcal{L}(\bar{M})$.

Proof. Let $Z s_{0} w \Rightarrow Z\left[S, q, \overline{s_{0}}, i_{1}\right] w$, by a rule constructed in 1. By the previous claim, $Z\left[S, q, \overline{s_{0}}, i_{1}\right] w \Rightarrow^{*} f$ implies $S l_{l}^{\diamond}{ }_{P_{i_{1}}}^{t} w_{1} l_{l} \Rightarrow_{P_{i_{2}}}^{t} w_{2} \cdots l \diamond \Rightarrow_{P_{i_{p}}}^{t} w_{p}=w, p \geq 0$ in $\Gamma$ and $i_{1} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$. From the construction of $1, i_{1} \in \operatorname{pref}(\mathcal{L}(\bar{M}))$. As $i_{1} \in \operatorname{pref}(\mathcal{L}(\bar{M}))$ and $i_{1} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$ implies $i_{1} \ldots i_{p} \in \mathcal{L}(\bar{M})$, the claim holds. As a result, the inclusion holds.
( $\supseteq$ :) The inclusion is proved by two claims. First, we prove the following claim.
 $x_{0} \in T V^{*} \cup\{\varepsilon\}, w_{i} \in V^{*}, i \in\{1, \ldots, p-1\}, w_{p}, w \in T^{*}$ and $i_{1} \ldots i_{p} \in \operatorname{suf}(\mathcal{L}(\bar{M}))$, then $Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, q, s, i_{1}\right] w \Rightarrow^{*} f$, for some $s \in \bar{Q}$, where $\tau_{0}=\tau_{0}^{1} \tau_{0}^{2},\left|\tau_{0}\right| \leq l$ implies $\tau_{0}^{1}=\tau_{0}$, and $\left|\tau_{0}\right|>l$ implies $\left|\tau_{0}^{1}\right|=l$.

Proof. By induction on the length of derivations.
Basis: Let $\tau_{0} x_{0} \stackrel{\diamond}{l}{ }_{P_{i_{0}}} \tau_{0}^{\prime} x_{0}=w$, where $\tau_{0}^{1}=\gamma_{0} \alpha \gamma_{1}, \tau_{0}^{\prime}=\gamma_{0} \beta \gamma_{1} \tau_{0}^{2}, \alpha \rightarrow \beta \in P_{i_{0}}$, $\tau_{0}^{\prime} x_{0} \in{ }_{1 \text {-left }} \mathcal{L}_{f}^{\mathcal{L}(\bar{M})}(\Gamma)$. Therefore, $\gamma_{0}=\gamma_{1}=\tau_{0}^{2}=\varepsilon$. $M$ simulates this derivation step in the following way:

$$
\begin{array}{ll} 
& Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, q, s, i_{0}\right] w \\
\Rightarrow & Z\left(\tau_{0}^{\prime} x_{0}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w \\
\Rightarrow\left|\tau_{0}^{\prime} x_{0}\right| & Z\left[\varepsilon, r, s, i_{0}\right] \\
\Rightarrow & f
\end{array}
$$

(by prod. constructed in 3)
(by a prod. constructed in 4)
for some $s \in \bar{Q}$ (follows from construction of 4). Therefore, the basis holds.

Induction hypothesis: Suppose that the claim holds for all derivations of length $j$ or less.

Induction step: Consider a derivation of length $j+1$ :

$$
\tau_{0} x_{0} \diamond \Rightarrow_{P_{i_{0}}} \tau_{0}^{\prime} x_{0}=v_{1} \tau_{1} x_{1} \Longleftrightarrow \Rightarrow_{P_{i_{1}}}^{t} v_{1} w_{1} \diamond{ }_{P_{i_{2}}}^{t} w_{2} \cdots l \triangleq{ }_{P_{i_{p}}}^{t} w_{p}=w=v_{1} w^{\prime}
$$

where $p \geq 0, v_{1} \in T^{*}, \tau_{0}, \tau_{1} \in N^{+}, \tau_{0}^{\prime} \in V^{*}, x_{0}, x_{1} \in T V^{*} \cup\{\varepsilon\}, w_{i} \in V^{*}, i \in\{1, \ldots, p-1\}$, $w_{p}, w^{\prime} \in T^{*}$. Then, $M$ simulates this derivation as follows:

$$
\begin{array}{lll} 
& Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, q, s, i_{0}\right] w & \\
\Rightarrow & Z\left(\tau_{0}^{\prime} x_{0}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w & \text { (by a prod. constructed in 2) } \\
= & Z\left(v_{1} \tau_{1} x_{1}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] v_{1} w^{\prime} & \\
\left.\Rightarrow\right|^{\left|v_{1}\right|} & Z\left(\tau_{1} x_{1}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w^{\prime} & \text { (by prod. constructed in 3) } \\
\Rightarrow\left|\tau_{1}^{1}\right| & Z\left(\tau_{1}^{2} x_{1}\right)^{R}\left[\tau_{1}^{1}, r, s, i_{0}\right] w^{\prime} & \text { (by prod. constructed in 5) } \\
\Rightarrow & Z\left(\tau_{1}^{2} x_{1}\right)^{R}\left[\tau_{1}^{1}, e, s, i_{0}\right] w^{\prime} & \text { (by a prod. constructed in } 6,7, \text { or } 8 \text { ) } \\
\Rightarrow & Z\left(\tau_{1}^{2} x_{1}\right)^{R}\left[\tau_{1}^{1}, q, s^{\prime}, i_{1}\right] w^{\prime} & \text { (by a prod. constructed in 9 or 10) } \\
\Rightarrow & f & \text { (by the induction hypothesis) }
\end{array}
$$

If $\tau_{0} x_{0} l^{\diamond}{ }_{P_{i_{0}}} \tau_{0}^{\prime} x_{0}$ is a t-mode derivation, a rule of type 9 is used during the simulation. Otherwise, a rule of type 10 is used (and therefore $i_{0}=i_{1}$ ). Hence, the claim holds.

Now, based on the previous claim we show that the second inclusion holds. Validity of the lemma 5.1 is then a direct consequence.

Claim 5.5. If $S_{l} \diamond{ }_{P_{i_{0}}} u \tau_{0} x_{0} \diamond{ }_{P_{i_{1}}}^{t} u \varphi_{1} \cdots l^{\diamond}{ }_{P_{i_{p}}}^{t} u \varphi_{p}=u w$, where $p \geq 0, u, \varphi_{p}, w \in T^{*}$, $\tau_{0} \in N^{+} \cup\{\varepsilon\}, x_{0} \in T V^{*} \cup\{\varepsilon\}, \varphi_{i} \in V^{*}, i \in\{1, . . p-1\}$ in $\Gamma$ and $i_{1} \ldots i_{p} \in \mathcal{L}(\bar{M})$, then $Z s_{0} w \Rightarrow^{*} f$ in $M$.

Proof. If $u \tau_{0} x_{0} \notin T^{*}, M$ simulates this derivation in the following way:

$$
\begin{array}{lll} 
& Z s_{0} u w & \\
\Rightarrow & Z\left[S, q, s, i_{0}\right] & \text { (by a prod. constructed in 1) } \\
\Rightarrow & Z\left(u \tau_{0} x_{0}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] u w & \text { (by a prod. constructed in 2) } \\
\Rightarrow|u| & Z\left(\tau_{0} x_{0}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] w & \text { (by prod. constructed in 3) } \\
\left.\Rightarrow\right|_{0} ^{1} \mid & Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, r, s, i_{0}\right] w & \text { (by prod. constructed in 5) } \\
\Rightarrow & Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, e, s, i_{0}\right] w & \text { (by a prod. constructed in } 6,7, \text { or } 8 \text { ) } \\
\Rightarrow & Z\left(\tau_{0}^{2} x_{0}\right)^{R}\left[\tau_{0}^{1}, q, s^{\prime}, i_{1}\right] w & \text { (by a prod. constructed in 9 or 10) } \\
\Rightarrow & f & \text { (by the previous claim) }
\end{array}
$$

If $u \tau_{0} x_{0} \in T^{*}, M$ simulates this derivation in the following way:

$$
\begin{array}{lll} 
& Z s_{0} u w & \\
\Rightarrow & Z\left[S, q, s, i_{0}\right] & \text { (by a prod. constructed in 1) } \\
\Rightarrow & Z\left(u \tau_{0} x_{0}\right)^{R}\left[\varepsilon, r, s, i_{0}\right] u w & \text { (by a prod. constructed in 2) } \\
\Rightarrow & \left|u \tau_{0} x_{0}\right| & Z\left[\varepsilon, r, s, i_{0}\right] w \\
\Rightarrow & f & \text { (by prod. constructed in 3) } \\
\Rightarrow & \text { (by a prod. constructed in 4) }
\end{array}
$$

Hence, the claim holds. As a result, the inclusion holds.

From the previous claims, it follows that the lemma holds.

Theorem 5.6. Let $l$ be a positive integer. Then, $\mathbf{C F}=l_{l-l e f t} G S_{t}^{\text {REG }}$.
Proof. One inclusion follows from Lemma 5.1, the other is clear (the argument is given in section 5.1.1).

### 5.1.2 Study of Other Derivation Modes

This section concerns with a discussion of the generative power of regulated grammar systems with the prefix restriction on its derivation for the rest of possible modes of grammar system. Analogically to the discussion of $t$-mode, the rule patterns are given. Unlike the $t$-mode discussion, the full formal proof is omitted as it would be very similar to the $t$-mode proof. The reason for such a similarity is that only some rule patterns have to be altered. The semantics of rules is nearly the same, so the structure of the proof would also be the same. The following sections discuss rule patterns for various derivation modes briefly.

## Notes on $k$-mode

For the purposes of $k$-mode, the fifth element of a pushdown state must be added. Its task is to count number of simulated derivation steps performed by an active component (i.e. number of moves according to pattern 2). For clarity, the full list of rule patterns is given.

| 1. | $s_{0} \rightarrow\left[S, q, \overline{0_{0}}, i, 0\right]$ |  |
| :--- | :--- | :--- |
| 2. | $[\gamma, q, s, i, h] \rightarrow\left(\gamma^{\prime}\right)^{R}[\varepsilon, r, s, i, h+1]$ | if $\gamma \in N^{*},\|\gamma\| \leq l$ s.t. $\gamma_{l} \Leftrightarrow \Rightarrow_{P_{i}}^{1} \gamma^{\prime}$ |
| 3. | $a[\varepsilon, r, s, i, h] a \rightarrow[\varepsilon, r, s, i, h]$ |  |
| 4. | $Z[\varepsilon, r, s, i, h] \rightarrow f$ | if $s i \rightarrow s^{\prime} \in \bar{\delta}$ for some $s^{\prime} \in \bar{F}, h=k$ |
| 5. | $A\left[A_{1} \ldots A_{o}, r, s, i, h\right] \rightarrow\left[A_{1} \ldots A_{o} A, r, s, i, h\right]$ | if $A \in N, o<l$ |
| 6. | $\left[A_{1} \ldots A_{l}, r, s, i, h\right] \rightarrow\left[A_{1} \ldots A_{l}, e, s, i, h\right]$ |  |
| 7. | $a\left[A_{1} \ldots A_{o}, r, s, i, h\right] \rightarrow\left[A_{1} \ldots A_{o}, e, s, i, h\right]$ | if $o<l, a \in T$ |
| 8. | $Z\left[A_{1} \ldots A_{o}, r, s, i, h\right] \rightarrow\left[A_{1} \ldots A_{o}, e, s, i, h\right]$ | if $o<l$ |
| 9. | $[\gamma, e, s, i, h] \rightarrow\left[\gamma, q, s^{\prime}, i^{\prime}, 0\right]$ | if $\operatorname{sub}(\gamma) \cap N_{\text {left }}\left(P_{i}\right)=\emptyset$, |
|  |  | $s i \rightarrow s^{\prime} \in \bar{\delta}, h=k$ |
| 10. | $[\gamma, e, s, i, h] \rightarrow[\gamma, q, s, i, h]$ | if $s u b(\gamma) \cap N_{\text {left }}\left(P_{i}\right) \neq \emptyset$ and $h \neq k$ |

Only rules constructed in 1,2 and 9 alter the new element. Rules of pattern 1 initiate it to zero, rules of pattern 2 increment it by one, rules of pattern 9 reset it to zero. There are two moments when it is necessary to ensure that the mode is respected. First is when passing the activity from one component to another (rules of pattern 9 ), second when the simulation is about to terminate (rules of pattern 4).

## Notes on $\geq k$-mode

When dealing with the $\geq k$-mode, conditions on the fifth element used in rule patterns for the $k$-mode must be altered:

- pattern 4 - for $h \geq k$ instead of $h=k$
- pattern 9 - for $h \geq k$ instead of $h=k$
- pattern 10 - for arbitrary $h$ instead of $h \neq k$


## Notes on $\leq k$-mode

Similarly to the $\geq k$-mode, dealing with the $\leq k$-mode involves few alteration of conditions on the fifth element used in rule patterns:

- pattern 4 - for $h \leq k$ instead of $h=k$
- pattern 9 - for $h \leq k$ instead of $h=k$
- pattern 10 - for arbitrary $h$ instead of $h \neq k$


## Notes on $*$-mode

The $*$-mode, which is normally considered, does not make so much sense when considering grammar systems which are regulated. If this mode was applied to regulated grammar systems, components which were activated by a finite automaton could perform zero derivation steps and they would fulfill the definition of $*$-mode. As this would be slightly unusual way of understanding the work of an active component, this mode has not been considered. On the contrary, ${ }^{+}$-mode perfectly makes sense. ${ }^{+}$-mode is a special case of $\geq k$-mode (namely $\geq 1$-mode) which has been already described.

## Summary

We conclude this chapter by stating that when an prefix restriction is applied on regulated grammar systems, their generative power decreases to family of context-free languages for the following modes of derivation: $t$-mode, $k$-mode, $\geq k$-mode and $\leq k$-mode.

In brief, we can summarize these statements in one theorem.
Theorem 5.7. Let $l$ be a positive integer. Then, $\mathbf{C F}={ }_{\text {l-left }} G S_{f}^{\text {REG }}$ for all $f \in\{t\} \cup\{\leq$ $k,=k, \geq k: k \geq 1\}$.

### 5.2 Restriction on Number of Nonterminal Blocks

We show that the restriction studied in this section does not decrease the generative power of regulated grammar systems and so they are still able to generate all type-0 languages. The proof shows that every type-0 language can be generated by a grammar which ensures that each sentential form contains only one continuous nonterminal block and therefore it is a special case of a grammar system with restricted derivation which proves the first inclusion. The second inclusion-which states that a language generated by any regulated grammar is a type-0 language - is obvious and is omitted in the proof. Indeed, by the Church-Turing thesis, any regulated grammar system can be simulated by a Turing machine.

Theorem 5.8. $\mathbf{R E}={ }_{n o n t e r} G S_{t}^{\mathbf{R E G}}(1)$.

Proof. It is well-known (see [4]) that any recursively enumerable language $L$ is generated by a grammar $G$ in the Geffert normal form, i.e., by a grammar of the form

$$
G=(\{S, A, B, C\}, T, P \cup\{A B C \rightarrow \varepsilon\}, S),
$$

where $P$ contains context-free productions of the form

$$
\begin{aligned}
& S \rightarrow u S a \\
& S \rightarrow u S v \\
& S \rightarrow u v
\end{aligned}
$$

where $u \in\{A, A B\}^{*}, v \in\{B C, C\}^{*}$, and $a \in T$.
In addition, any terminal derivation in $G$ is of the form $S \Rightarrow^{*} w_{1} w_{2} w$ by productions from $P$, where $w_{1} \in\{A, A B\}^{*}, w_{2} \in\{B C, C\}^{*}, w \in T^{*}$, and $w_{1} w_{2} w \Rightarrow^{*} w$ is derived by $A B C \rightarrow \varepsilon$.

Clearly, $G$ is a grammar system with only one component. Set the control language to be $\{1\}^{*}$. Then, the theorem holds.

## Study of Other Derivation Modes

The situation is analogical when regarding other derivation modes. Similar argumentation could be used for all modes $f \in\{\leq k,=k, \geq k: k \geq 1\}$. Therefore, the following theorem holds.

Theorem 5.9. $\mathbf{R E}={ }_{\text {nonter }} G S_{f}^{\mathbf{R E G}}(1)$ for all $f \in\{t\} \cup\{\leq k,=k, \geq k: k \geq 1\}$.

### 5.3 Restriction on Number of Nonterminal Blocks of Limited Length

The following example shows that, in contrast with the prefix restriction, restriction studied in this section does not decrease the generative power of regulated grammar systems to the family of context-free languages.

Example 5.10. Consider a grammar system $\Gamma=\left(N, T, S, P_{1}, P_{2}, P_{3}, P_{4}\right)$, where

1. $N=\left\{S, A, A^{\prime}, B, B^{\prime}, C, C^{\prime}\right\}$,
2. $T=\{a, b, c\}$,
3. $P_{1}=\{S \rightarrow A B C\}$,
4. $P_{2}=\left\{A \rightarrow a A^{\prime}, B \rightarrow b B^{\prime}, C \rightarrow c C^{\prime}\right\}$,
5. $P_{3}=\left\{A^{\prime} \rightarrow A, B^{\prime} \rightarrow B, C^{\prime} \rightarrow C\right\}$, and
6. $P_{4}=\{A \rightarrow \varepsilon, B \rightarrow \varepsilon, C \rightarrow \varepsilon\}$.

Observe that for $C=\{1\}\{2,3\}^{*}\{4\}$, nonter $\mathcal{L}_{t}^{C}(\Gamma, 3,3)=\left\{a^{n} b^{n} c^{n}: n \geq 0\right\}$, which is not context-free.

We show that the family of languages generated by grammar systems, when a derivation restriction studied in this chapter is applied, is a subset of the family of state languages. More precisely, we show that any grammar system whose sentential forms are regulated by constant $m$ can be also generated by a state grammar of index $m$. This implies that such a state grammar is also of degree $m$. As a result, an infinite hierarchy of language families is established (follows from the theorem 2.36). The proof shows these facts by a chain of inclusions.

Firstly, we show that for any regulated grammar system which is limited by a constant $h$, we can construct a regulated grammar system which will generate the same language in the way that all sentential forms during derivation will contain nonterminal blocks of length one.

Next, as we are able to construct a grammar system which generates sentential forms where each nonterminal block is of length one, we can consider only derivations which are leftmost with respect to the set of productions currently used. This follows from the fact that components of a grammar system now contain only context-free productions and therefore, by analogy with context-free grammars, we can consider only left-most derivations without loss of generality.

Therefore, after showing these inclusions, we can prove the theorem by considering only grammar systems

- which generate sentential forms only with nonterminal blocks of length one and
- whose components perform only leftmost derivations

Lemma 5.11. Let $m$, $h$ be positive integers. Then,

$$
{ }_{n o n t e r} G S_{t}^{\mathbf{R E G}}(m, h)={ }_{n o n t e r} G S_{t}^{\mathbf{R E G}}(m, 1)
$$

Idea. All strings in the sequence of derivation steps contain only a finite number of blocks of nonterminals and these blocks are also of a finite length. Hence, it is possible to represent each possible block by a single nonterminal and create an equivalent grammar system, which contains only context-free productions.

Lemma 5.12. Let $m$ be a positive integer. Then,

$$
{ }_{\text {nonter }} G S_{t}^{\mathbf{R E G}}(m, 1)=\underset{\text { nonter }}{\text { left-most }} G S_{t}^{\mathbf{R E G}}(m, 1)
$$

Idea. A sequence of derivation steps in such a grammar system can be split into several subsequences, where each subsequence corresponds to a derivation using one component of the GS in the $t$-mode. The derivation steps are performed in the same manner as with an ordinary context-free grammar in each subsequence, so it is possible to take into account only the cases which consist exclusively of the left-most derivation.
Lemma 5.13. Let $m$ be positive integer. Then, $\begin{gathered}\text { left-most } \\ \text { nonter }\end{gathered} G S_{t}^{\mathbf{R E G}}(m, 1) \subseteq \mathbf{S G}_{m}$.

Proof. Let $\alpha=x_{0} A_{1} x_{1} \ldots A_{n} x_{n}$, where $x_{i} \in T^{*}$, for all $0 \leq i \leq n, A_{i} \in N$, for all $1 \leq i \leq n$. Define $f(\alpha)=A_{1} \ldots A_{n}$.

Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be grammar system, where $P_{i}$ contains only context-free productions for all $1 \leq i \leq n$, and $L_{c}=\mathcal{L}(M)$ be a control language, where $M=\left(Q, \Sigma, \delta, q_{0}, F\right)$ is a finite automaton. Introduce a state grammar $G_{s}=\left(N \cup T, W, T, P^{\prime}, s_{0}, S\right)$, where $W=\{[p, q, i, \alpha]: p \in\{\nabla, \triangle\}, q \in Q, i \in \Sigma \cup\{\varepsilon\}, \alpha \in$ $\left.N^{*}, 0 \leq|\alpha| \leq m\right\}$, and $s_{0}=\left[\triangle, q_{0}, \varepsilon, S\right]$. Then, $P^{\prime}$ is constructed as follows:

1. for each $u A v \in N^{+}$, where $1 \leq|u A v| \leq m$, and $\operatorname{occur}\left(u, N_{l e f t}\left(P_{i}\right)\right)=0$, for each $A \rightarrow \beta \in P_{i}$, and $p \in Q$, add

$$
\begin{aligned}
& {[\nabla, p, i, u A v] A \rightarrow[\triangle, p, i, u f(\beta) v] \beta} \\
& {[\triangle, p, i, u A v] A \rightarrow[\triangle, p, i, u f(\beta) v] \beta}
\end{aligned}
$$

to $P^{\prime}$, if the following conditions are met:
(a) $|u f(\beta) v| \leq m$
(b) $u f(\beta) v \neq \varepsilon$ or $p \in F$
2. for each state $[\triangle, p, i, u A v]\left(p \in Q, i \in \Sigma \cup\{\varepsilon\}, u A v \in V^{+}\right.$and $\left.1 \leq|u A v| \leq m\right)$ such that there is no rule generated by 1. with $[\triangle, p, i, u A v]$ on its left-hand side, for each $p i^{\prime} \rightarrow q \in \delta$, add:

$$
[\triangle, p, i, u A v] A \rightarrow\left[\nabla, q, i^{\prime}, u A v\right] A
$$

to $P^{\prime}$

First, we prove that $\mathcal{L}(\Gamma) \subseteq \mathcal{L}\left(G_{s}\right)$ by induction on the number of productions used in the derivation of the sentential form in $\Gamma$.

Claim 5.14. Let $S{ }_{m}^{1} \circ \Rightarrow^{t} \ldots{ }_{m}^{1} \circ{ }_{m}^{t}{ }_{m} \Rightarrow{ }_{G_{i}}^{*} \omega[\tau i]$ be a left-most derivation containing $k$ productions in $\Gamma$, where $\omega \in(N+T)^{*}$, $\tau i \in \Sigma^{*}, q_{0} \tau i \Rightarrow^{*} q$ in $M$. Then, $\left[\triangle, q_{0}, \varepsilon, S\right]{ }_{m} \Rightarrow^{*}$ $[\triangle, q, i, f(\omega)] \omega$ in $G_{s}$.

Proof. By induction on $k=0,1, \ldots$
Basis: Let $k=0$, so $S \underset{m}{1} \Rightarrow^{0} S$ in $\Gamma$ and $q_{0} \Rightarrow^{*} q_{0}$ in $M$. Then, $\left[\triangle, q_{0}, \varepsilon, S\right] S{ }_{m} \Rightarrow^{0}$ $\left[\triangle, q_{0}, \varepsilon, S\right] S$ in $G_{s}$.

Induction hypothesis: Suppose that the claim holds for all $0 \leq m \leq k$, where $k$ is a nonnegative integer.

Induction step: Let $S{ }_{m}^{1} \propto \Rightarrow^{t} \cdots{ }_{m}^{1} \Longrightarrow{ }^{t}{ }_{m}^{1} \Longrightarrow_{G_{i}}^{*} u A v{ }_{m}^{1} \Longrightarrow{ }_{G_{i^{\prime}}} u \beta v[\tau i j]$ (left-most) using $k+1$ productions in $\Gamma, q_{0} \tau i j \Rightarrow^{*} q j \Rightarrow^{*} r$ in $M$, and the last production applied during the derivation is $A \rightarrow \beta \in P_{i^{\prime}}$, where $u, v \in(N \cup T)^{*}$, occur $\left(u, N_{l e f t}\left(P_{i^{\prime}}\right)\right)=0$, and $\tau i j \in \Sigma^{*}$. By induction hypothesis,

$$
\left[\triangle, q_{0}, \varepsilon, S\right] S_{m} \Rightarrow^{k}[\triangle, q, i, f(u A v)] u A v
$$

If $i \neq i^{\prime}$, then, there exists

$$
[\triangle, q, i, f(u A v)] A \rightarrow\left[\nabla, r, i^{\prime}, f(u A v)\right] A
$$

introduced in 2. Hence,

$$
[\triangle, q, i, f(u A v)] u A v \Rightarrow\left[\nabla, r, i^{\prime}, f(u A v)\right] u A v
$$

Otherwise, $r=q$. Since $\operatorname{occur}\left(u, N_{l e f t}\left(P_{i^{\prime}}\right)\right)=0$, we can use the production

$$
\left[p, r, i^{\prime}, f(u A v)\right] A \rightarrow\left[\triangle, r, i^{\prime}, f(u \beta v)\right] \beta
$$

introduced in 1. $(p \in\{\nabla, \triangle\})$ to obtain

$$
\left[p, r, i^{\prime}, f(u A v)\right] u A v_{m} \Rightarrow\left[\triangle, r, i^{\prime}, f(u \beta v)\right] u \beta v
$$

Therefore,

$$
\left[\triangle, q_{0}, \varepsilon, S\right] S_{m} \Rightarrow^{k+1}\left[\triangle, r, i^{\prime}, f(u \beta v)\right] u \beta v
$$

which completes the induction step.

Now, we prove that $\mathcal{L}\left(G_{s}\right) \subseteq \mathcal{L}(\Gamma)$ by induction on the number of productions constructed in 1. used in the derivation of the sentential form in $G_{s}$.

Claim 5.15. Let $\left[\triangle, q_{0}, \varepsilon, S\right] S{ }_{m} \Rightarrow^{*}[\triangle, q, i, f(\omega)] \omega$ in $G_{s}$, where $\omega \in(N \cup T)^{*}$. Then, $S{ }_{m}^{1} \varrho{ }^{t} \ldots{ }_{m}^{1} \Longrightarrow{ }_{m}^{t}{ }_{m}^{1} \Rightarrow{ }_{G_{i}}^{*} \omega[\tau i]$ using $k$ productions in $\Gamma$, and $q_{0} \tau i \Rightarrow^{*} q$ in $M$, where $k \geq 0$.

Proof. By induction on $k=0,1, \ldots$
Basis: Let $k=0$, so $\left[\triangle, q_{0}, \varepsilon, S\right] S{ }_{m} \Rightarrow^{0}\left[\triangle, q_{0}, \varepsilon, S\right] S$ in $G_{s}$. Then $S{ }_{m}^{1} \Rightarrow^{0} S$ in $\Gamma$, and $q_{0} \Rightarrow^{*} q_{0}$ in $M$.

Induction hypothesis: Suppose that the claim holds for all derivation sequences containing no more than $k$ productions.

Induction step: Consider a derivation

$$
\left[\triangle, q_{0}, \varepsilon, S\right] S_{m} \Rightarrow^{k}[\triangle, q, i, f(u A v)] u A v_{m} \Rightarrow^{*}\left[\triangle, r, i^{\prime}, f(u \beta v)\right] u \beta v
$$

in $G_{s}$, and the last production used during the derivation is

$$
\left[\triangle, r, i^{\prime}, f(u A v)\right] A \rightarrow\left[\triangle, r, i^{\prime}, f(u \beta v)\right] \beta,
$$

where $u, v \in(N+T)^{*}$. By the induction hypothesis,

$$
S{ }_{m}^{1} \varrho \Rightarrow^{t} \cdots{ }_{m}^{1} \varrho{ }^{t}{ }_{m}^{1} \varrho{ }_{G_{i}}^{*} u A v\left[\tau^{\prime} i\right]
$$

using $k$ productions in $\Gamma$, and

$$
q_{0} \tau^{\prime} i \Rightarrow{ }^{*} q
$$

in $M$. There exists $A \rightarrow \beta \in P_{i^{\prime}}$ by 1. of the construction. Moreover, $\operatorname{occur}\left(u, N_{\text {left }}\left(P_{i^{\prime}}\right)\right)=$ 0 . Then,

$$
u A v{ }_{m}^{1} \Longrightarrow u \beta v
$$

in $\Gamma$ and

$$
q j \Rightarrow^{*} r
$$

in $M$, where $j \in \Sigma^{*}$. If the previous production was constructed in 1 ., then $i^{\prime}=i$ and $j=\varepsilon$, else $j=i^{\prime}$. In either case, $\tau^{\prime} i j=\tau i^{\prime}$, where $\tau \in \Sigma^{*}$. Therefore

$$
S{ }_{m}^{1} \varrho \Rightarrow^{t} \cdots{ }_{m}^{1} \varrho{ }_{m}^{t}{ }_{m}^{1} \Rightarrow^{*} u \beta v\left[\tau i^{\prime}\right]
$$

using $k+1$ productions in $\Gamma$ and

$$
q_{0} \tau i^{\prime} \Rightarrow{ }^{*} r
$$

in $M$, and the induction holds for $k+1$.
Now consider, that the terminal string can be generated by $G_{s}$ only in those cases, where $M$ reaches a final state in $\Gamma$. Then, as a result of the previous claims, the lemma 5.13 holds.

Theorem 5.16. Let $m, h$ be positive integers. Then, $\mathbf{S G}_{m} \supseteq$ nonter $G S_{t}^{\mathbf{R E G}}(m, h)$.
The theorem 5.16 is a direct consequence of the lemmata $5.11-5.13$.

## Study of Other Derivation Modes

Situation is analogical to prefix restriction regarding other derivation modes. Minor alterations of construction rules ensure correct simulation of restricted grammar system. Therefore, the following theorem holds.

Theorem 5.17. Let $m, h$ be positive integers. Then, $\mathbf{S G}_{m} \supseteq{ }_{\text {nonter }} G S_{f}^{\mathbf{R E G}}(m, h)$ for all $f \in\{t\} \cup\{\leq k,=k, \geq k: k \geq 1\}$.

## Chapter 6

## Conclusion

Three types of derivation restrictions of grammar systems have been studied in this thesis. We dealt with grammar systems whose components were type-0 grammars. Moreover, grammar systems were allowed to be regulated by regular languages. Such grammar systems can generate all type-0 languages. However, we proved that only one of these restrictions does not change the generative power at all, while the other two restrictions do.

The first restriction studied, which restricts derivations to finite prefix of the first continuous block of nonterminals, decreases the generative power to the power of context-free languages. A formal proof shows this by a construction of a pushdown automata which simulates a given grammar system restricted in that way.

Second restriction prevents the generation of sentential forms which would contain more than a given number of blocks of nonterminals. This restrictions does not decrease the generative power. This is proved by showing that each phrase-structure grammar can be transformed to a grammar that will never generate a sentential form which has more than one continuous block of nonterminals.

Last restriction forbids a generation of sentential forms which contain more than $m$ nonterminal blocks and where the length of each block is not greater than $h$. The proof shows that the generative power of grammar systems decreases when applying this kind of restriction, namely to the power which is no greater than the generative power of state languages. This is done by showing that we are able to construct a state grammar of index $m$ for any grammar system restricted in that way-by constants $m$ and $h$.

When considering practical issues, the third result is perhaps the most interesting. One of the main purposes for an introduction of new models and restrictions is to find a model which would make capturing of context properties of programming languages possible. Therefore, models whose generative power is between context-free and context-sensitive languages have been most desired. From this point of view, the third result is the most promising. The question what exactly the generative power of grammar systems with the third derivation restriction is remains an open problem.
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