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Abstract

There are several frauds against biometric sys{&8s) and several techniques exist to secure BSs
against these frauds. One of the techniques isda® detection. To fool fingerprint sensors, latent
fingerprints, dummy fingers and wafer-thin layetaahed to the finger are being used. Liveness
detection is being used also when scanning fingegrSeveral different characteristics of the live
finger can be used to detect liveness, for examplsat, conductivity etc. In this thesis, new apphoa

Is examined. It is based on the expandability effthger as an effect of heartbeats/pulsation.h&s t
skin is expanding, also the distances between lpapiines are expanding. Whole finger expands
approximately in range of 44/n the distance between two neighbor papillary lime3,4541m This
value collides with wavelength of blue and gregti The result from this work is following. The
resolution of the capturing device is not high egtoto capture the expandability on distance between
two neighbor papillary lines. Also, because of is@h with wavelength, the diffraction effect is

presented and the result images are influencediggtror.
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1 Introduction

Since the beginning of mankind, people try to prbtehat they possess, whether it is information or
property. Each protection system is secure onhafarhile, until it has been overrun. Therefore, the
levels of security have to be still developed asftauds and attackers are more sophisticated. One
way of increasing the system security is the entyaent of the existing mechanism. The other is
addition of some new security component, such esopal identification through its identity.

Identity is something, what we and only we havejéfines us; it is our human being. For
determination of someone’s identity, several bioioetystems are used. They are based on unique
physical or behavioral properties of human being.

Despite various biometric technologies exist, thaye very similar operating model. First, the
user has to enroll to the system, when the firshsneement is made. During this process, user is
registered and his biometric sample, known alsa amster template, is processed and stored. Once
the user’s template is stored, it could be useg@mpose of identification or verification.

During identification and verification, biometricygem (BS) measures and processes
a biometric sample to retrieve characteristics. Tharacteristics of the sample are then compared
with all master templates and one master templagpectively. The result of comparison process is
a matching score. This score is then threshold tardBS returns the final positive or negative
decision.

BSs are divided in two groups based on the useddirac characteristic. The first ones use the
physical characteristic, such as fingerprints, facdéand geometry, iris or retina pattern, DNA etc.
The second group consists of voice recognitionskele or signature dynamics. These are called
behavioral characteristics.

BSs are used in two main fields. First is the fefeand criminalistic area, where the biometric
sample helps to identify the persons and captugectiminals. The second, becoming still more
popular, is the security usage of BS. They are usedccess bank accounts (ATMs with retina
scanners in Japan), to login into computer (elgdiiprint scanner embedded in notebook) or
to access secret zones.

One way, how to get through these systems, is gefgrof someone’s identity. This is not
a new issue, stealing, replacing or faking identigre used by spies also in ancient times. However,
for a fraud of BS you need to use special techsigfad of course, you need to have some technique
in advanced to detect these frauds. This couldobe dsing liveness detection, especially when BS is
using physical characteristic. While the behaviatsracteristic assumes liveness to obtain sample,
physical characteristic is static, so it could begéd e.g. by static image. Therefore, some dynamic
attribute should extend the BS to prove livenesg.:(@vhile scanning retina, the iris reaction to

flashlight is measured).



1.1 Goals

The main goal of this thesis is to detect livengkBe scanning fingerprint on an optical sensorelkcv
some techniques already exist, new approach wiaenined in this thesis. The examined method is
based on detection of change of papillary linesnduseveral seconds of scanning. By comparing
several images from video sequence the pulsationldlive found.

This technique of liveness detection were previpesiamined by Peter Dragula in his work
[1], but due to the used device and processing edstthe results did not show satisfactory evidence
about liveness of the finger. Therefore, one ofgbals is to retrieve better results than was aekiie
in his work. This will be done by changing procagsmethods, which will be tested on his input
data. Also the new capturing device will be corddied and tested.

In addition, the pulse frequency interval could dstimated to detect, whether the scanned
person is calm or under pressure. Future secuifysscould be derived from this knowledge to
protect the system or the scanned person.

The result of work would contain the comparisomi@asurements of correct and forge finger.

1.2  Organization of the thesis

This thesis is divided into five chapters. Firsapter starts at page 3 and introduce the readethat
problem. Second starts at the page 5 and leadedder from the basic information about biometric
system (BSs) through the frauds of BSs to the #gsrdetection methods. In the chapter 3 (page 21)
the description of used method are presented amgdhnameters of optical sensor are calculated.
Chapter 4 on the page 35 describes the implementtdsks and presents and analyses the results.
The conclusions are summarized in chapter 5 opdige 49. Then follow the bibliography, list of

terms and the appendices.



2 Biometric concepts

2.1  Biometrics systems

2.1.1 Introduction

Biometrics is compound of two Greek wordps (live) andmetron(measurement). In Information
Technologies (IT) biometrics means recognition ebgle based on their characteristic anatomical
features (e.qg. face, fingertip, iris, retina) oacdcteristic behavioral (e.g. walk, signature).

Biometric systems (BSs) use biometric to provelgaize someone’s identity by comparing its
characteristic sample with other sample/s. Thised forverification andidentification respectively.

None of two samples could be the same at 100%, thvengh they belongs to the same person
and the biometric characteristic gsnstant(not changeable in time, such as fingerprint).réhere
mainly two reasons for this disproportion. Firgitne characteristics were changed a little bitnmeti
(e.g. face, signature) and second, conditions duhe measurement are not the same (e.g. different
light, humidity). Therefore théhresholdis taken in place to determine, whether the matriscore
retrieved by comparison of two samples represdrgssame person or not. This leads to several

errors, such as denying the genuine user or accgibte imposter user.

2.1.2 Model of BS

Most of the BS operates on a very similar princigahel mostly consists of components shown on the
Figure 2.1.

Before the process of identification or verificatistarts, the master template is created in the
stage calledenroliment First, the user's identity is verified (by photds, driver license,
passport, etc.). Then treapture deviceacquires biometric data. Next, tfeature extraction and
template constructionomponent processes the biometric data as a ¥salies the master template.
The master template is referenced against an faer@IN, name, user ID, etc.) and is stored ia th
storage(mainly some kind of database). The whole procesentrolled bycentral controlling unit.

Process during verification or identification isryesimilar to enrollment. However, there are
differences between verification and identificatid®hen verifying, user first presents his identity,
then the biometric sample is created viadhpture deviceNext, thecurrent templatas created from
this sample, which is compared to master templsirgiemplate matching algorithrand matching
score is retrieved. Based oamatching scoreandthresholdthe algorithm or central controlling unit

makes the final acceptance/rejection decision.



Process of identification is similar, however tharent template is compared to all master
templates in storage, because the system doeswit #re users identity at the beginning. Threshold
value is set also much lower than in case of ation, because identification systems are used
mainly to recognize people who wish not to be reaepd. Therefore, they change their biometric

characteristic and the matching score is lower.

[ i )

Capture Device |__, ~ — | Application
(Sensor) - | <*—| (Portal)

Central

. Feature

 Extraction { |_

' Template | <= Controlling

. Construction | .

Unit R
Template Matching|—,. | |—» | Master Template | i
Algorithm < \_ /| (Storage) /

Figure 2.1. The basic model of BS [4].

2.2  Security of BS

Several possible threads to BS are known. Each cpemg and process step of BS could be attacked.
An identification of some basic threats and progshsolutions are following:
1) Capture devicemay be fooled by being presented with a fake sanifiis can be in

the form of an impersonation with some incidentaloant of tampering with the
sensory device or process (i.e. an intruder presanpossible reproduction of a
biometric feature as an input to the system). Aeottorm is a replay attack by
tampering with the sensor (i.e. an intruder hadbypass the sensor and has to
resubmit the previously snooped biometric data).
Appropriate solutions that need to be implementedecure capturing device could
be: liveness testing, tamper resistance or supegvisf the system. In addition,
regular inspections should not be underestimatethd case of the protection against
replied attacks, modified challenge—response patdéoor data hiding are involved.

Sometimes the “exact match” approach is used.



2)

3)

4)

5)

Feature extraction and template constructionpart could be attacked bjrojan
Horses Such attacks will produce a pre-selected feaseteat some given time or
under some specific condition. Another way to comnise the BS is to associate the
identity with a poor biometric sample (i.e. “quiet’“noisy” master template).
Possible solutions to secure this threat are: ewgyhysical security (i.e. tamper
resistance, guards, inspections etc.), data encrny@nd access control to store
templates and biometric devices. Another, durirgyithitial capture process, adding
quality control of biometric characteristic helpsprotect against the threat of a poor
master template. On top of that, the enrollmentcgse should include a search
through existing master templates. This eliminaaegbody with multi-identities
property and people with very similar biometric &w@eristics from posing as the
others.

Template matching algorithm threat is dishonest manipulation with the score to
produce a very high or a very low match score, deraffecting the final
acceptance/rejection decision.

Possible solutions against this threat are: testiagfication and maintenance of the
matching device and its match score. Transmitté¢a stzould be encrypted, whenever
they leave a tamper-resistant or a human supenviigironment.

Master template (storage}hreat is unauthorized modification of one or maaster
templates in the database/portable device. Thiddctead to authorization of
a fraudulent individual, or at least to denial dietperson associated with the
corrupted template.

Possible solutions: master templates should bedtencrypted and digitally signed
in the central database on the server to proteat thitegrity and confidentiality. In
a case, when a portable medium is used to storegtes master template, digital
certificates are involved to ensure the templatetegrity and confidentiality.
Typically, during the enrollment phase, the matterplate is signed by a private key
of a digital certificate, which belongs to the Bis way the integrity of the master
template is assured. The private key used for sigeting in the system can maintain
only those parts of the BS, where the enrolimemisphwas executed. Next, to ensure
confidentiality, the signed template is enciphebbgdhe user’s public kegnd stored
in a portable device. This approach is suitableabse the security of the master
template is dependent upon both the user and thénBldition, the link between the
user and his master template is created.

Application (portal) threat means tampering with the channel betweereimplate
matching algorithm and the central controlling wamd the application, which access

is being required to. An intruder could also tamgieectly with the application (like



a gate at the entrance to the building) to gramtittess right (enter a building).
Possible solutions are the following: ensure tarmpsistance of the vulnerable parts
of the system and encrypt the unsecured data.

6) Central controlling unit threat is based on a possibility of overriding firel

acceptance/rejection decision by an attacker. &swthole process is controlled by
the central controlling unit, by tampering with ghpart, the imposter could cause
authorization of a fraudulent individual or deniaf service. In addition, the
communicatiorthreats should be included here, because the teom&olling unit
also manages communication between components. WieeBS is under constant
human supervision or its parts are maintained fanaper-resistant box, there is no
need to deal with communication threats. HowevemyrBSs are designed to remote
identification/verification purposes. In such casdbese threats have a high
probability.
Possible solutions: ensure physical security anmbssc control to stored data and
biometric devices. In addition, communication attaccould be prevented by
encrypting the communication channels, supplemenittdmandatory authentication
of participants-ensured (e.g. by challenge—-respgmsdocols). Monitoring and

auditing should not be underrated.

In this work, the fooling of BS related to the sengcapture device will be examined.
A capture device might be fooled by presenting ke faample. This could be obtained from the
regular user with or without his assistance. Ftist, biometric characteristic is stolen by theckitas
(or given, when the user is cooperating with thehflen the replica is created and presented to BS'’s
sensor. Another type of attack related with captyumlevice is the association of someone identity
with a false or poor quality biometric charactecisThis attack could be done during the enrollment
which could later lead to high matching score witiiny other templates.

Protection against these types of attacks is husuparvision over the BS or liveness testing of

biometric characteristic.

2.3  Fingerprints

The fingerprint is created by imprinting or scammppapillary lines of the fingertip. Papillary linase
the corrugation of top layer of skin (epidermishey are formed in human embryonic stage and
during the whole live the papillary lines drawirggunchanged (unless some physical damage is done
to dermal skin layer, such as cuts). This biomdé&ature (characteristic) ®nstantin time.

Papillary lines arainiquefor every individual. It means that there are twat people with the

same papillary texture on their fingerprints, hoarethis has not been proven (but it also has nem be



proved otherwise). Although, the one-embryo twirsven a different fingerprints. Therefore, the
biometric characteristic could be considered asdimentity.

The fingerprint texture consists frondges, valleysand sweat poresRidges, called also
papillary lines, are a small continuous regulas pitthen human skin. Valley, as the word itsejfssa
is a hollow between two ridges. On the ridges,taofesweat ducts ends and forms the sweat pores.
The valleys and rigdes creates the texture ofitigefprint. This is depended on papillae in dermis.
Therefore, a shallow cut that affects just the epids, does not have effect on the texture of fzapil
lines after healing the wound. Just a deep cutscaatches of dermis, which change the papillae,
effects the texture of papillary lines (Figure 2.2)

Fingerprints have been used in special area ofircalistics called dactyloscopy. They helped
to capture and identify criminals or victims. Latthis biometric characteristic found its usag®h
to verify people. At this time, over 50% of BS ising fingerprints [30]. The popularity is related t
the several factors. The characteristicdastantuniversaland cheap and the willingness of the users

to capture fingerprints is relatively high. We stidt the fingerprint has a mediwanceptancg9].

Figure 2.2. Vertical cut through skin displays gkl lines on the top of

epidermis. Several sweat pore spots are also ei$il#].



2.3.2 Sensors

Historically, the acquisition of fingerprint imagegs performed by using so-calletk-technique
Nowadays, there are many type of sensors, howewst of them belong to one of the tree families:
optical, solid-state and ultrasonic [5].

Frustrated Total Internal Reflectio(FTIR) belonging to optical sensor family is thielast
fingerprint acquisition technique. The process myithe capturing of the fingerprint is followedeth
finger touches the top-side of glass prism, butevfie ridges enter in contact with the prism stefa
the valleys remain at a certain distance (see Ei@uB); the left side of the prism is illuminated
through a diffused light. The light entering thdspr is reflected at the valleys, and randomly
absorbed at the ridges, therefore the ridges thpaaas dark and valleys appears light. The ligyd ra
exit from the right side of the prism and are famishrough a lens onto a CCD or CMOS image
sensor. Because of different light reflection odges and valleys, the papillary lines could be
discriminated on result image properly. According [5], these types of sensors require

three-dimensional surface to obtain image with papillamgs.

Acrylic Pane

Bafile

Figure 2.3. The principle of a FTIR sensor [21].

Another type of optical sensors @ectro-optical They consist from two layers. First is
sensitive to proper voltage of the skin and entits light. Second contains photodiode array and
produce an image. Papillary lines image has liglges (because the voltage in ridges emits thé)ligh

and dark valleys.
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Figure 2.4. The principle and the construction nfedectro-optical sensor [31].

Solid-statesensors convert the physical information into eleak signals. Four main effects
have been proposed: capacitive, thermal, eledtdlid &nd piezoelectric.

Capacitive sensors use the silicon-based two-dimensionalosesr®a with micro-capacitor
plates. The principle is based on measurement agftradal charges created between two plates.
Micro-capacitor plates are the first plate andgbeond plate is the finger itself (see Figure ZIGe
magnification of these electrical charges depemdthe distance between the fingerprint surface and
capacitive plates, which products different capeaeitpatterns on ridges and valleys. Capacitive
sensors could be deceived by stamp with three-diraeal texture of a fingerprint. Even the stamp’s
rubber is non-electrical material; with air-humydécts like second plate [10].

DIRECT CAPACITIVE MEASUREMENT \

- I
Frotective |
coating Response

signal

Figure 2.5. The principle of a capacitive sensaz][2

Ultrasonic sensoiis kind of echography It is based on sending acoustic signals towaed th
fingertip and capturing the echo signal. The echosed to compute the ridge and valleys structure.
This technology is resilient to dirt that may letmdlow-quality image when using other type of
sensor. According to [32], this technology coulstitiguish between real fingers and any imitations.

The initial impulse for creating the sensor wasittea of capturing (scanning) the fingerprint.

Later, some new approaches were examined, eithénémcial or security reasons. However, not all

11



methods of frauds could be premeditated. Therefammge frauds are successful against some sensors.
They are described in the next section (see 2.#4).th@ other hand, section 2.5 presents some

sophisticated methods of protection against thesals.

e

Figure 2.6. Schematic diagram of the device [32].

2.4 Frauds

To fool the sensor could be easier as anyone can #wnk. The simplest way is a reusing of the
fingerprint that was left on the sensor (latengérprint). There are possibilities, how to do it:

1. Breathing. It is quite enough to re-activate the latent fipgmt by gentle breath. The water
vapour contained in breath condenses on the suofabe sensor. Water with a combination
of the grease of the latent fingerprint changes dhpacitance of the surface, which is
recognized as a new touch of the sensor. The setets scanning “new’ fingerprint, but in
fact it scans the same one. This is very simplevéder, sensor produces fingerprints with
very low quality this way.

2. The bag of water The principle of this method is same as the previone. The only
difference is that water gets to the sensor froekthg. In addition, there is more water and
is placed uniformly. Therefore, the quality of dhtal fingerprints is higher than gained by
breathing method.

3. Graphite dust. Another possibility is to apply graphite dust o thtent fingerprint and than
cover it with adhesive tape. After that, impostexgs on the tape and the sensor accepts the
fingerprint without any problem. In that, this methhas 100% success. There is also
a possibility of modification of this method, whéme latent fingerprint is left somewhere
else, e.g. on a glass (of vine in restaurant). Wgdie graphite dust is applied on the latent
fingerprint, tape is placed over and that pulled/doDust that was attached to the sweat and
grease on the latent fingerprint is now on the tdeen, the tape is placed over the sensor

and pressed.
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These methods can be used just on those typesisdrsavhere the latent fingerprint could be
left. It means that contactless sensors (suchteessahic sensors) are resistant against these ofpes
attacks. Also compressive and electro-optical seosold be erased from the list of non-resistance
sensors, because, even if the latent fingerprintdcbe left on them, it cannot be reused, because
these types of sensors requires three-dimensiooaéinof finger.

Sprinkling with graphite dust might be used alséhwaptical sensor, however, the papillary
lines are displayed as white on optical sensor,thatlatent fingerprint with dark dust has the
papillary lines black. Therefore, the inversiorfin§erprint would have to be done.

It might look like, that all types of sensors amm&how resistant. However, these methods
were successfully tested on capacitive sensor.

2. Print/Photography of the finger. Even there is commonly known, that to fool thessgryou
can just print photography of your finger, theree aro researches that validate such
hypothesis. Therefore, this “knowledge” is probabhpng.

3. Stamp. By the research of Dana Lodrova [10], to creastaanp is quite easy (there exist
some stores that create any stamp you required)yandcan impose with type of fake
fingerprint optical, capacitive and thermal sensor.

4. Artificial (dummy) finger. There are two methods of creating the dummy fingéth and
without cooperation of the real owner of the biofiest When the owner cooperates with
attackers, he or she wittingly allows the attackersapture his fingerprint. Second methods
assumes, that the fingerprint is left somewheresliny material, such as glass. Then the
attackers capture the fingerprint from this surfadeis is non-invasive approach. Another,
invasive, and more drastic, is cutting the ownériger (such event really happened [11]).
There are several material used to create dumrgerfin

a. Silicon. This material was used in research of Ms Lisa Téiai19]. The form for
the silicon was created from the wax. The form wiasn filled with normally
available silicon. These dummy fingers were testedptical and thermal sensors.
The optical sensors from company Identix were fdolth 100 percent success.
Thermal was harder to fool, but the researchersjistdneed to learn how to do it.
Another researcher (Mr. Putte and Mr. Keunig [2@8re able to impose also
capacitive sensor, just the finger had to be wes#iva) before the scanning.

b. Gelatin. Research of these dummy fingers was done by mofédatsumoto and his
colleagues [29]. He created the dummies differeaytsmith cooperation and without
cooperation with the real owner of finger. When dlaener cooperated, he presses his
finger in material called Freeplastic. This impiesswvas used as a form for dummy
finger.

Without cooperation, the process was little bit ptinated. First, the visibility of the

latent fingerprint was increased by cyano-acryt@abhen the photography of it was
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taken. After editing in graphic editor, the latéingerprint was printed on transparent
foil. Then the foil was laid over photosensitiveyda Using UV light and followed
modifications the form.

The material used for filling the form was gelafline advantage of this material is a
bit funny. When the imposter is disclosed aftengghis gelatin dummy (“gummy”)
finger, he can eat it and destroy the evidencenpbsing.

Gelatin dummy fingers were successfully tested igroptical, four capacitive and
one electro-optical sensor.

c. PlayDohis another possibility of creating dummy fingerdieTadvantage of this
material is its higher humidity, therefore it caam successfully used to fool humidity-
sensitive sensor. This way, the optical, electribeap and capacitive sensors were
cheated.

5. Removed finger This is harder to detect, as the finger has pedirkigns of live finger (e.g.
color, temperature, fingerprint texture). Just tive signs are missing (e.g. pulse,
conductivity). Therefore, this “method” was sucdelg used to cheat capacitive, optical
and electro-optical sensors.

6. Wafer-thin fingerprint attached to the finger (see Figure 2.7) is thetmposblematic and
hard detectable fake technique. These wafer-thyigréaare made from the same material as
whole dummy fingers. They are so thin, that theriess detection methods detect the live
finger behind them.

In addition, the human or camera supervision ofsimesor has no significant effect, as this
layer could be easily unnoticed by human.

Figure 2.7. The wafer-thin dummy attached to adim{@].
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2.5 Liveness detection

To prevent against frauds during scanning, thenkgs detection is being added to the sensors.
Liveness detection method uses physical propestie®dy to detect, whether the presented finger is
dummy or real. During the detection, several prigeicould be used at once.

Someone could obtain, that the biometric measureitssif is liveness detection. That is true
in fact, however this measurement is weak, as cbaldeen from several successful frauds (section
2.4). The strongest biometric measurement contlisis some additional biometric measurement.
However, it is important, that the same part ofybisdmneasured. There is no reason to detect ligenes
from blinking the eye, when the fingerprint is takdn addition, the liveness detection has to be
detected during the biometric measurement. If itds done this way, the attacker could present an
artificial characteristic in step of capturing arehl characteristic in step of detecting livendsss
also important that this property is hard to sirteyjlar, better, could not be simulated (which iaict
not possible). At least, the property measuremeasttb be implementable (on the software or the
hardware level) as cheap as possible.

Human body offers us many properties, which coeldi®ed for purposes of liveness detection.
Just some of them are suitable for the fingerprifitese properties are described in the next sectio

Liveness could be disclosed by pulse detectiorthitn thesis is presented a new approach of

pulse detection based on changing the distancegbetthe papillary lines.

2.5.1 Useful properties

The properties, which are useful for detecting liheness while capturing the fingerprints on some
sensor, could be divided into three main groups:
1. Inner properties are properties of live human body. For the fingetprapturing could be
used properties of several skin layers, fiberstardbody parts hidden under skin.

a. Physical/mechanicalThis category contains density or elasticity of k. The
elasticity of the skin is required nearly in alpgs of sensors, when the person has
to press the finger on the sensor. Than, in faggnks to elasticity, the
transformation from 3D finger to 2D finger happeBg.increasing the pressure on
the sensor the changing of width of papillary limesild be observed. This could
be used to implement a software solution basedhencomparing the width of
papillary lines before and after stronger pressiitee finger on the sensor.

b. Electrical properties consists of the skin capacitance, impaslaresistance,
conductance or dielectrically constant. These pt@gseare used in capacitance or
E-Field sensor, however, not for liveness detectint for the capturing of the
fingerprints. Human skin has different propertiean other materials, which could

be in liveness testing.
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Conductance (or conductibility) of the skin is deged on the environmental
conditions (e.g. air humidity), on the climate astdracter of the skin (means wet
or dry fingers). As the result, the interval of eptance values is very wide, which
could be exploited.

The dielectrically constant is depended on the saamgitions as conductance.
The gummy fingertip wet in dilution of water anctathol is enough to fool this
type of liveness detection [10].

Visual. Here belongs the color of the skin or the trangpayef the skin. There is
no significance to test the color of the skin fts@lt present time, an artificial
finger could be easily created with the color af #kin. However, when you press
the finger, it changes the color to the white. Tdffects the reflectivity of the skin,
especially the green and blue parts of visible tspat

Spectral. The ability to absorb, leak or reflect electro-metigal waves of various
wavelengths comes under this category. Thanks i& the could distinguish
between many materials, which could be used foaterg a dummy finger. Also
the dead fibers have different abilities than the.|

Other possibility of using this property is detentiof change of light absorption
during the pulsation or (similar to visual propesd light reflectance change
invoked by pressing the finger.

Also the characteristic of the reflection of th&ragonic waves is different for live
and dummy or dead finger. This change is very &gmit.

Body liquids.Here belongs several components of the blood, axggéuration of
blood, DNA, etc. To process the DNA takes about &alhour. This is too long for
accessing system. And, in fact, DNA itself could bsed for identification,
therefore capturing of the fingerprint would haweraason.

The oxygen saturation of blood could be used feerless testing. It requires
hardware implementation based on pulse oxymeteichMis commonly used in
medicine, nowadays. The functionality of this devie based on the fact, that light
absorption is depended on the density liquid. Tleasured liquid is saturated and
non-saturated hemoglobin. Also, thanks to pulsatio@ amount of hemoglobin is
changing.

The oxygen saturation has also disadvantages.ttieigsime needed for scanning
(approximately around 5 seconds — several pulseesvaave to be captured) and
the ability of fooling the liveness detection. Tleisuld be reached by moving the
dummy finger or adding blinking light diode into ttummy finger. Also to very

thin wafer-thin dummy (Figure 2.7) with fake fingeint could impose this method
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(it would be so thin, that the saturation of blaufdreal finger would be detected
without any significant change).
2. Generated signalslt means the signals, which are unwittingly geregtdby live human
being.

a. Pulse(see section 3.1.1) is very important propertyied human being. In fact
pulse means the live. It have to be taken into idenation, that the pulse differs a
lot, depending on the person, its physical and aldrgalth, previous activity (e.g.
calm walk to the sensor, or fast run). The senamdased on pulse oxymeter (see
body liquids (1.e) above).

b. Temperature is not very helpful property. Normally, skin tempere on the end
of finger moves between 26 and 30 degrees if Celsilowever, there are some
people, that have a bad circulation of blood inHbads, so they fingers are nearly
cold. Those people would be rejected by the sys@mthe other side, wafer-thin
dummy could reach the finger temperature quite lquao there will be no
protection against this type of attack.

c. Sweat.Liveness testing of fingerprints based on detgctire sweating has been
already implemented. The research is lead by psofeShuchers from the
laboratory BioSAL at Clarkson University and at W¥&rginia University [15].
This property and its usage are better describéallowing section (2.5.2).

3. Stimulus reaction.The sensor creates some kind of signal and meatheeeaction in the
scanned area. Reaction are divided into:

a. Voluntary (behavioral). These types of reaction are influenceable by middch
means the person is asked to do something, and theemositive reaction is
measured. There is no sense to detect visual eidssignals, person have to react
through the touch. Through the touch, we can djsish temperature, shapes or
roughness of the surface. However, we can notmeterthe temperature exactly,
just relatively. So, we can say, that the sensateps cold or hot. There is the same
problem with roughness. Either the surface is smootrough. And if you are not
blind, your shape detection is also not so develofgo, the only possible
interaction with the person, that could system @ewased on this properties, are:
“If the sensor plate is cold, press once, if hogsp twice.” or “If you feel some
pressure in top of the finger, roll left, otherwisd your finger right.”

Therefore, these reactions are not helpful at all.

b. Involuntary (reflexive) reactions are done spontaneously by body. We have n
control over them (e.g. reaction of the iris onlight).

At the finger, we can detect the reaction on thengimg of the temperature. When

the sensor heat the plate, the fingers blood-vessqlanded and more blood runs
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through the finger (this could be detectable again oxymeter). The opposite
reaction comes after cooling down the plate’s tewipee. The advantage of this
method lies in fact, that the temperature changsessary to detect the vessel
reaction is so low, that human senses do not rézegn

Another approach is the detection of the reactiva emall charge of amperage.

252 Sweat

Liveness testing research based on the detectitireckin sweating was performed at the laboratory
BioSAL, led by professor Shuckers ([16], [17] aritB]). The advantage of this method (sweat
detection) is clearly software solution, which meamo additional hardware is required, so the
existing sensors could be used. The method wagssftdly tested on capacitive, optical and electro-
optical sensors.
Sweat comes out from sweat pores, which are otoghef the papillary lines in distance about

0,5 mm Their positions are constant during the live. rEhare about 90 sweat pores on quadric
centimeter (about 600 on quadric inch). Betweendityeand wet (sweat) parts of the skin is big
difference in electrical conductance and dieleatrmonstant, which is used to create the model of

skin.

Time

Figure 2.8. Change of fingerprints in time of capig [10].

The method of professor Shuckers is based on tieetdmn of a changing of the humidity (sweat) in
time (see Figure 2.8). The sweat does not existummy or dead (removed) fingers, therefore it
could be used as a property for liveness deteébiotine fingerprints.

The method requires capturing the fingerprint twigst at the moment of attaching the finger
to the sensor, and second after 5 second. Whil&rtepicture is wet only around sweat pores, the
second contains sweat also in part, that were &efor. It happens due to the fact that sweat spread
along the papillary lines. This can not happen wlitihnmy or dead finger (however, | could imagine
the sophisticated artificial finger that would slgvieak some salt liquid, which would simulate the

sweating).

18



Even the description of the method look simple {thea is simple), the implementation of the
algorithm is not so easy. First, the picture halsd@re-processed to increase its quality. The anedi
filter is used to remove the noise and then thelevimage is fixed by histogram equivalence.

In the second step, the two-dimensional fingergarttansformed on signal, which represents
gray-level in input picture. This signal is caldeld for both captured pictures. After that, ondista
and one dynamic measurement is done. The statisureraent calculates the distance between sweat
pores and uses Fourier transformation. The dynaneasurement compares both pictures (both
signals are displayed on Tab. 2.1). The total gnefghe second signal is higher than the totatgne
of the first one. At the first signal could be sdmgher differences between the maximums and
minimums.

Third step makes the acceptance/rejection decigi@mt means, whether the finger is live or
not). For this purpose, a neural network was cteatel learned by several measurements. The inputs
of this network are the results of static and dyicameasurements. The result is 1 when accepted, -1
when rejected.

For the testing of this method the dummy fingers Wwevented and created. They were made
from PlayDoh and clay, which are both materialshwitgh humidity. This was important, because
the method is based on the sweating. The testingps¢ains 18*3 samples (1/3 live, 1/3 dummy, 1/3
dead). For the training of the neural network Z/3amples were used. The rest was then recognized

with 100% success.

0.3

0.25 -

0.2

0.15

0.1

3300 3310 3320 3330 3340 3350 3360 3370 3380

Tab. 2.1. These signals represent the amount aitswérst and second

picture. It shows the spreading and leaking of sW&a].
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Later, some other static and dynamic measuremenidded, also the set of the samples were
larger. However, the method haven't been testedependence with weather circumstances, it was
tested just on the one sensor of each type (capgoiptical, electro-optical). To fool the sensors
just the simple dummy fingers were created.

As could be seen, one task is to invent and imphnmethod; another is to test it for several
real live possibilities. My thesis consists jusirfrinventing and implementing methods, testingehes

methods on input samples (my fingers and fake fipry& printed on foil) and evaluating the results
(see chapter 4).
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3 Fingerprint liveness detection based

on papillary lines

3.1 Used methods

Two methods of fingerprint liveness detection Wil discussed and examined in this thesis. Both are
based on change of papillary lines depended orpth®ation. Because the pulsation is dynamic
effect, | will need sequence of fingerprint imagesrecognize the pulse. The parameters of sensor
and camera are discussed in 3.2 and 3.3.3. Theehtself is hard to capture, therefore the camera
should have high resolution and the sensor shaat@ high optical magnification. The requirements
will be discussed in section 3.1.1.

First method will focus on detection of edge of ipagy lines in video snapshot. It will take
into concern the measurement of expandability. Suetthod will not be so easy to implement,
because the papillary lines have to be, first &f détected and after that the distance between
neighbor flow lines is measured.

Second method will work with picture itself. Thee@is following: the light absorption of
finger-skin is different insystole and diastole Therefore, we can try several image-processing

methods (average gray level value, amount of pieés some threshold value) to detect liveness.

3.1.1 Heart, heart beat, pulsation and papillary Ine properties

Cardiac muscle (heart) is the pump, which distebuhe blood to the whole body with heartbeats.
The contraction of heartbeat is callggstole the relaxatiordiastole During the systole, the blood
pressure is rising and a pulse wave is spreadimgigih arteries to the body. Higher blood pressure
determinates the extension of the arteries, whicmeéasured as pulsation. Pulse wave is detectable
even in capillaries in the end of fingers, whichuldobe observed as the expandability of the skin.
According to the [7], the skin on the finger expsrxy 13/m in diameter (6,/m in finger radius)
between the systole and diastole stage.

The measurement was done on a special device by. [ake result was displayed on the
diagram, where the maximal amplitude was deducted {Figure 3.2).

According to precise measurements of the ridgesvatidys distances and proportions [23],
the maximal distance between two neighboring papillines is 0,ihim The research was trying to
answer, how often the inter-papillary lines occwetween papillary lines. The scientists also
quantified the distances between papillary linas thie proportion (width and height) of the papilar
and inter-papillary lines. All the values are deggd in the following table (Tab. 3.1).
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N Measured distance Average Deviation | Minimum Maximum
value (zm) (um) (um) (um)

1 Inter-papillary ridge height 24,9 +/- 10,0 14,9 4,38

2 Papillary ridge height 59,0 +/- 19,2 39,8 78,2

3 Inter-papillary ridge width 194,8 +/- 65,1 129,7 259,9

4 Papillary ridge width 4355 +/- 57,4 378,1 492.9

Papillary ridges distance (with
5 inter-papillary ridge between 610,5 +/- 78,9 531,6 689,4
them)
5 Papillary ridges distance (without 484.9 706 4143 555.5
inter-papillary ridge)

Tab. 3.1. Distances of ridges and valleys of papjllines.
e
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Figure 3.1. The scheme of the distances from Tab[33)].

It is visible that the inter-papillary ridges arggrsficantly lower than papillary ridges.
Therefore, their appearance on the fingerprint entdken by optical sensor depends on the angle of
illumination of the finger. With some lower valuthey might be hidden in the shadow of the
papillary edge.

As was written earlier, the change of width of fhreyer during the pulsation is very small.

I would like to detect the change of the distanbesveen the papillary lines (ridges). For this
purpose, | need just a cut of fingerprint with aneole papillary line and one beginning edge of the
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neighbor papillary line. As the method cannot regmmeone just for his large fingers and papillary
ridges distances, | have to calculate with the makipossible value. Therefore, | assume the
papillary ridges distance to be the distance batvee neighbor valleys. In addition, | supposef tha
the valley could contain inter-papillary line (at Figure 3.1). Therefore, | consider the distaioc

successful measurement to be the maximum distagteesbn two papillary. It is 68%#n ~ 700um

= 0,7mm
#MEMORY= :frig:: REP Ll LEY  =2.0m¥ 3 |
S00ms @ x1: csr: OFF : : -
ljr o p
hl"ff :
| .........
I
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Figure 3.2. The diagram with the result of measwenof finger width in
time [7].

The pulsation frequency is the amount of heartbeetsninute. A healthy human being has a
pulsation frequency between 60 and 90 per minukegtwrises during mental or physical stress or
activity up to 120 heartbeats per minute. This neindould be higher, when the person is non-trained
or in abad physical condition. It could reach 22€artbeats per second (which in fact is the
maximum, after that the heart stops and the huries) f4].

3.2 Sensor

The sensor consists from the high definition cameita CCD or CMOS chip, and some optical
macro zoom lenses. Lenses are connected to canifrastandard screw thread. There are many
types of threads, each manufacturer creates itsstavidard. These types are being used: T mouth, D
mount, several Canon, Minolta or Nikon mounts follssand C mouth, CS mouth or front-plate
mount for industrial usage. These standard tydew aifferent manufactures to connect their lenses
with cameras from other manufacturer. Each typmaidint defines its owflange back lengthwhich

is the distance between the end of lens laack focal plangS on Figure 3.4). Because we are

looking for industrial solution, C mount and CS mbwould be examined in detail.
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Both C and CS mount have the same type of scrancf{ix 32 threads per inch) and they are
used for the same camera typeri®movie or CCTV)[27]. They differ just iflange back length
which is 17,526nmand 12,52nm [6], respectively. There is also a possibilitycannect C mount
lens with CS mount camera, just ther addition ring have to be put between lens and carfie
enlargeflange back lengtfrom 12,52mmto 17,52mn). Addition ring could also be used to increase
magnification. Calculations will be explained ircgen 3.3.3.

Next part of the sensor is camera. As mentionatheca should have C mount or CS mount
screw thread. Widely used cameras have 1/2 inct'®dinch CCD/CMOS chip. These chips have
a size of cells 4,65 x 4,62m or 3,75 x 3,75um, respectively.

The detailed structure of sensor could be seeh@FRigure 3.3.

Objective-lens Additionalrings Camera

Figure 3.3. The scheme of the sensor.

3.3  Optical macro zoom lens

3.3.1 Scheme of optical lens system

Camera object lens (lens) is aptical lens systerfcompound of several lenses) (see Figure 3.4). The
optical lens system captures the object (oistancea from the first main plane of lens systeyns
height of the object) and produces the image (distancea’ from the second main plane of lens
system;y’ is height of the image). The frohtand back focal lengtf are usually not the same size.
Usually, the back focal length is fixed and thenfris changing as the object-lens is being focused
a different distance. The distance between frooalfplane and object plane, and back focal plane
and image plane is markedz’' respectively.

If we take in concern one ideal thin lens, therk @ just one main plane, which will be also
the front and back plane of lens. However, reas leams some width. Therefore, we have to calculate
with some distance between front and back lensisgt. The distance between last lens (the end of

optical lens system, begging of the screw) and lbackl plane is- and between first lens and front
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focal planes:. We have to realise, that the focal lenfjtikan not be measured from the end of lens
system.
There is a notation, that distances belonging tgabbhas a minus value (-) and image

distances have an apostrophe (‘).

. -$ RO B
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-a a'
I
Figure 3.4. Scheme of the optical system. On theitde of the scheme is object

plane; on the right side is image plane. The cotigaradds the minus

mark to all object distances (except of the objexz v).

3.3.2 Assumptions for the calculation

First, we need to realize, that the expandabilitthe papillary lines must be capture at leastre o
pixel of scanned image. Therefore, the size of ghdmas to be evaluated. We know that the finger
changes 13m during the pulse. Then realize that the fingerasplanar. In fact, mathematically, it
is some kind of deformed cylinder. If you placegién on a horizontal plate and make a virtual
vertical cut, you will receive an ellipse. Ellipseuld be simplified to circle. Circumference of the
circle (0) is 2*z*r, wherer is diameter of the circle. Half of Circumferent¢w)(is thenz*r. As the
top of the skin expands = 6,5um (half of 13um), the circumference is expanding also. The change
of circumference (cc) divided by the amount of fapi lines (N) gives as a change per one papillary
line (x).

We could estimate the number of papillary lines thiay. We know the sum of distance
between two papillary lines and width if line ifsdt is | = 70Qum = 0,7mm This way the estimation
of number of papillary lines could be done. Negt's consider, that the width of the finger (no

thumb) is 20hm which is 1@nmfor radiusr.
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o=2*n*r =

ho=rm*r

ho'=7r* (r +4)
cc=ho-ho=m*(r+A-r)=m*A

N

N=D9

(3.1)
r 010mm=21000Qum

d = 65um
| =700um

ho'=3143635um

cc=2042um

N =44780145

X = 0.4541m

From the previous calculation (above), | obtaineel thange of expansion of the skin (which

happens due to the pulsation wave) per one paplife. The value is 0,454m, which is very small
value. In fact, this value, that should be measuisedo small, that collides with the wavelength of
visible light (0,3@m —0,7um). This could lead to blur problem during measunetsie Another

problem rises from the circle of confusion.

Chromatic aberration

Figure 3.5. The scheme of an example of chroméaticration [25].

None of the lenses produced precisely sharp imaten you are capturing a small point of
light in infinite distance (assume very long dist@nwith nearly none diameter, the point displayed
on the image plane will have some (even very snaifijneter. This diameter is called circle of
confusion (CoC) and the effect (due this happehsstaalledaberration [13]. Usually, the CoC is
being estimated as 1/1000 of focal length of tms keystem, or from Zeiss formula as 1/1730 of the
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diameter of the chip [24]. However, the origin bétformula itself is being questioned [24]. There
also could be problem with effect calledromatic aberratiorf25]. The wavelength of the white light
are in interval from 0,3@m to 0,7zm. Chromatic aberration phenomenon occurs, when tHe re
parallel rays from object plane intersects in dedént point in image plane than blue parallel rays
(see Figure 3.5). The solution for this problem Idobe either using monochromatic light to
illuminate the finger, adding photo-filter or sotive processing of the scanned image.

If these estimations are correct also for profesditndustrial lenses, | will need either lenses
with focal length about 0,48m (which is nearly impossible), or camera with chijih diagonal
0,78nm(which is really impossible). Let’s just hope tlila¢ estimations are not correct and the CoC

would be small enough not to blur the result image.

3.3.3 Equations in objective-lens system

In this section, the equation used to compute sévemoperties of object-lens system will be
examined. Further, the equations will be used toutate the values, which will be necessary to
proper set up of the whole system (objective |easnera). Nearly all formulas where taken from
scripts from University of Defense [26], the rasih Wikipedia [14].

There are two main forms valid in optical systenau€sian equation and Newton equation,

respectively:

f_l+i:1 (3.2)
a

Q

_y_ fa
m_;__f_'a (3.3)

wheremis magnification (in Czech literature marked3as
From Eq.(3.2) and Eq.(3.3) are derived:

f:ia:a=m—_lf (3.4)
m-1 m

a=(l-mf'= f'=—2_ (3.5)

From Eq.(3.2)aanda’ could be derived as:

o= f'a 36
a_ T (3.6)
a= fa 3.7
a-f' (3.7)

Sometimes the magnification of the lens systenoissnough. To increase it, addition rings are
inserted between objective lens and camera. Emsator calculating the additional ring size can be

derived from the Figure 3.6.
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Figure 3.6. The scheme of changing the image sideohject position by adding

addition ring with size of .

First of all, the known parameters have to be ew@drket's assume, that we know the desired
image size and we do not know the desired magtiicaand we would like to know the working
position and the width of additional ring. So, weolvy, a, ', z’, ' and we want to calculagg,,
dv'.

The computation starts with substituting with my, a with ay andy’ with yy'. The focal

distanced andf do not change. Then, the Eq.(3.2) is writtennag =Yw and Eq.(3.5) can be
y

written asa,,'= L—m,,) f'. Therefore

a
fr=——"M— 3.8
@-my,) ©9
Then comparing Eq.(3.5) with Eq.(3.8) we obtain:
| [— aMl — al
f'= =
1-m, 1-m (3.9

From Figure 3.6 we writa' = f' + z' anday' = + z' + d \'. After substituting these variables
into Eq.(3.9) we obtain:
(f+z)A-m,) = (f'+z+d, " )1-m) (3.10)
Which is solved as:
dy'= f'(-m, +m) (3.11)
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From Eq.(3.11) we can exprasg as:
(3.12)

Using the same consecution as was used to expge&d, we can obtain from Eq.(3.4):

m
' Wm—laM “m-1 (313)

where theay, is calculated from:
m —
= a my ~1
m-1 m,

Next, let's assume that we already have an obgdtins system. That means, we know the

ay, (3.14)

chip size (horizontal H, vertical V, diameter Dtdisce and cell size), we know the parameters of the
objective-lens (working distance, focal length amdgnification).We know the object size, that
means we also know the desired magnificatigp We need to compute aga#y, anddy’. To

evaluate these variables could be used Eq.(3.HLEgn(3.14), respectively.

3.3.4 Choosing the objective lens and camera

From the previous formulas, the parameters of @ptigstem and objective lens will be calculated.
There are many types of objective lenses. By theevaf focal length, they are divided into three
groups: telephoto lens, normal lens and wide-ategis. For our purpose, first two groups are not
appropriate, because both of them have a focathdandigh to construct a small device. Technigally
they could be used, however the sensor than wik lextremely high sizes.

Another lens parameter is the magnification. Lenadsch are parameterized with this value,
are industrially specialized. Therefore, the deswobjective lens should be chosen either by front a
back focal length values or by magnification andkimy distances.

To compute the focal lengths, the desired magrifinehas to be known. When using the 1/2”
CCD chip, one pixel has sizg’ = -4,65um (the minus is there because of notation, see Eigut).
Let’'s assume to display the expandability of papyllliney = 0,454um onto one pixel. From Eq.(3.3)
my=m is -10,24 If we use 1/3” CCD chip, the magnification woulde different, because
yo'=-3,75um. Thereforem, is -8,26.

The objective lens should be chosen in dependingesired size of whole device. Let's
assume, that the finger will be captured froenbdistancea = 50 mm From Eq.(3.4) the front focal

length is calculated, both fon, andm:

) - 1024 om= 455mm
~1024-1

L =——826 5omm=446mm
- 826-1
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The back focal length also depends on “space” tthatwhole device provides. The working
distance in the image plane is calculated from Eg)( These values are not mandatory, as the
distance between objective-lens and camera coukhlzeged by additional rings. It is just good to
know, what will be the total length of the senstw,a;,’ = 9,24 f anda,’ = 7,26 f'.

Therefore, either we can look for lens with focstahce around 4bm or we choose from the
range of magnification.

Becausam, is smaller thamy, the preferable chip size would be 1/3”. Howeubg influence
of thermal noise (and other types of noises) dse®avith chip size. Therefore, 1/2” chip would be
better due to image quality.

At last, the video capturing speed has to be cafedl Let's assume, that human could have
maximum 220 heart beats (pulses) per minute ([MMich is nearly four beats per second. Each
pulse should be quantified at least by three imaigeavoid capturing images only in time between
systole and diastole. That could lead to sequericEnages without any significant change of
papillary lines. Therefore, the chip with the alilto capture at least 12 frames per second is

necessary.

3.4 Available sensor

Our laboratory sensor (Figure 3.7) consists froom@atar MLH-10X Macro Zoom Lens [8] and
industrial camera Sony XCD-SX910CR [34].
Lamp Place for
finger
Computar Objective Lens '

Sony Camera .

‘Ramp for moving the
camera system -
-

Figure 3.7. Our laboratory sensor.
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Computar Zoom Lens has a minimal working distantehs lensa = 152,4mm At this
distance, the magnification is between 0.084 (wie) 0.84 (tele) [28]. The back focal length is
f = 23,29nm that means the finger will be placed in distabh&emin front of the lens and the image
is created 2@mn behind image primary plane. The real distance ftbhenback of the objective is
calledflange back lengtland is not the same as back focal length. The hassa standard type of
mounting camera, the C-mount. Therefdlage back lengtFor this type of mounting is 17,586n

Sony camera does not have the desired parametdrsugh it is able to capture 15 frames per
second in this resolution and the output is 25¢gpale monochromatic image, the frame resolution
IS just 1280 (H) x 960 (V) (even there is high d&fon 1/2” CCD chip with resolution 1392 x 1040).
As we need to capture the change (O.4®4at least at one pixel and we need to capturep@pillary
lines on the image (distance between two papiliags was estimated as timh =700.m), we need
700/0,454 = 1541 pixels. Because we do not knowotfentation of papillary lines in advance, this

value should be the smaller one, which means abrtic

3.4.2 Set up the sensor

As was calculated previously, the desired magrtificais my = -10,24. The lens itself can set up the
magnification only to -0,84. Therefore, some addiéil ring is needed. To compute its length, | use
the Eq.(3.11):
d,'= f'(-m, +m)
= 2329(1024- 084)
= 218926mm
0 219mm

Calculated ring size is about 281 however the lens has jushiring included (because the
screw are the same for C and CS camera, we caredisetion ring as additional ring). Let’s calculate
what magnification we can get from using thisirb ring. To this purpose we will modify the
Eq.(3.11):
dy,'—f'm

— f '
f'm-d,,’
£
2329* (-084) -5

2329
0 -1055
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Now, new working length, the distance between kms finger, has to be calculated. We use
the equation (3.13):

m -1
ay = a M
m-1
- 084 -1055-1
= —’8_(_152’4)_1’—
-084-1 -1055
= -=13552mm
0 136mm
At least, just calculate how mugimwe can scan at one pixel at this magnification (&8)):
' ' - 465
m= l => V= l =— =4
y m  —1055
1 Without ring 5,535714 5,535714 -4,65 -4,65 -0,84 -0,84
2 1*2x ring 2,767857 2,767857 -4,65 -4,65 -1,68 -1,68
3 2*2X rings 1,383929 1,383929 -4,65 -4,65 -3,36 -3,36
4 3*2x rings 0,691964 0,691964 -4,65 -4,65 -6,72 -6,72
5 4*2x rings 0,345982 0,345982 -4,65 -4,65 -13,44| -13,44
6 Only d y’ 5,535714 0,454 -4,65 | -56,6857 -0,84| -10,24
7 1*2x + dy’ rings 2,767857 0,454 -4,65 | -28,3429 -1,68| -10,24
8 2*2x + dy’' rings 1,383929 0,454 -4,65 | -14,1714 -3,36| -10,24
9 3*2x +dy’' rings 0,691964 0,454 -4,65 | -7,08571 -6,72| -10,24
10 4*2x + dy' rings 0,345982 0,454 -4,65 | -3,54286 -13,44| -10,24
11 3*2x + 5mm rings 0,691964 0,670542 -4,65 | -4,79855 -6,72 | -6,93468
12 5mm + 3*2x rings 0,551115 0,551115 -4,65 -4,65| -8,43744|-8,43744

Tab. 3.2. Several possible settings (attached yinfjthe capturing device. The

real and desired high of the object and magnifimats displayed.

1 152,6 152,6 23,29 0 1280/169| 7085/933 960/127 5315/700
2 152,6 152,6 23,29 0 1280/338 | 3542/933 960/253 2658/700
3 152,6 152,6 23,29 0 1280/675| 1771/933 960/506 1329/700
4| 152,6 152,6 23,29 0| 1280/1349 885/933| 960/1012 665/700
5 152,6 152,6 23,29 0| 1280/2698 442/933| 960/2024 333/700
6 152,6| 76,46846 23,29| 218,926| 1280/2056 581/933| 960/1542 436/700
7 152,6| 105,0015 23,29 | 199,3624 | 1280/2056 581/933 | 960/1542 436/700
8 152,6| 129,0844| 23,29|160,2352| 1280/2056 581/933| 960/1542 436/700
9 1526 145,8051 23,29| 81,9808| 1280/2056 581/933| 960/1542 436/700
10 152,6| 155,9025 23,29| -74,528| 1280/2056 581/933| 960/1542 436/700
11 152,6| 151,9881 23,29 5| 1280/1392 858/933 960/1044 644/700
12 135,7 135,7 23,29 0| 1280/1694 705/933| 960/1271 530/700
Tab. 3.3. Several possible settings (attached yinfjthe capturing device. The

working distances, focal distance, ring size anig glarameters are shown.

At this point is clear, that the small 5mm addidbming is useless without some other

adjustments. So, two rings, each with magnificataaror 2x are used. If only the multiplicativegs
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are used, the working distance is not changing.réfbee, when one ring will be used, the
magnification is 2*(-0,84)=-1,68. If two will be ad, the magnification is 2*2*(-0,84)=-3,32. There
is also a possibility of a combination of multigteon rings and mmring. The results are shown in
table above (Tab. 3.2 and Tab. 3.3). Values foedadis bold are calculated from the other values in
the row.

Tab. 3.2 and Tab. 3.3 desire an explanation. Birstl, it is one big table divided into two,
because there was not enough space to place a#isvaito one table. Follows the description of the
columns of Tab. 3.2:

- description  tells us, how many and what type of rings wetachied.

-y is the high of object displayed on one pixel of g without attachingl,’

additional ring behind the lens or last 2x ring.

- Ym if the value is not formatted bold, it is desiregue of high of the object;

otherwise, when the displayed value is formatteld,bib is the object high

after attachingly’ additional ring.

-y is constant and represents the size of chip ¢&lt (heans the high of image).

- Yum' tells us, how high is the image @f when the magnification of the optical
system isny.

-m represents the magnification of lenses (when mimggis attached, it is -0,84;

when one 2x ring, it is -1,68; whembnring is attached before three 2x ring,
itis -8,4; etc.).

- My stands for a magnification after attaching thditamhal ring of sizedy’. This
value is either calculated frody’, or is set and then effect thg’.

On the Tab. 3.3 the result of magnifications argpldiyed. Description of the columns is

following:

-a has a constant value, that represents the wodistgnce without additional
ring (2x rings are not mend to be additional ringse).

- ay Is a working distance, that should be set, wherntiaddl rings (with total
size ofdy' — 8" column) will be attached between lens and camera.

- f represents the focal distance in image plane sti@atld not change

- dy’ is the total size of addition rings, that are dtetbetween lens and camera to
achieve magnificatiom,,. The other values in the table are depended @n thi
value.

- H(px) represents the couples of value, which are depeodét{mm) andyy. First
value is the horizontal size of a chip of Sony ceandhe second is the
amount of pixels in horizontal direction, which arsed to display 93&n.

- H(mm) represents the couples of value, which are depeodédd{px)) andyy. First

value is the horizontal size of the whole objedtjch is displayed at 1280px.
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The second is the minimal size in micrometers faptaring the distance
between two papillary lines on one image (horizbtdavertical is 4:3, the
distance 70@min vertical direction means 93 in horizontal direction).

- V(px), V(mm) the same abl(px) andH(mm), just for vertical direction

Let's explain the numbers in the table-rows. Fifste rows (1-5) are using just 2x
multiplication rings (or none). The sizes of adutitl rings are set to 0 (the size of the multipica
ring should not be taken into consideration). Tfeeee the magnifications and object sizes are the
same. The interesting values are in last four cobjmvhich describe the chip sizes. For example,
from the first row we see, that when we use the ghith resolution 1280x960, the object has a size
of 7,085x5,315hm So, one papillary line of size 706 (which is also the distance between two
neighbor papillary lines) is displayed on 127 pexel

Next five rows (6-10) calculate with some additibnags attached. This value is however
calculated from the desired magnification and dbjsize, which is -10,24x and 0,45
respectively. That means that the size of Q4bis displayed on one pixel. However, the amount of
pixels is not high enough to capture whole widtlpapillary line (the object size is just 581x4i34).

To capture whole 933x7@@nthe chip with resolution of 2056x1542 pixels is @sxary. In the row
10, the additional ring size has a negative valtlés means, that the magnification obtained by
attaching four 2x multiplication rings is higheathnecessary.

Next two rows (11 and 12) stand separately. Fingt displays the parameters of device, when
5mm additional ring is used after three 2x multiplioatrings. The second setting places therb
ring before three multiplication rings. Therefohe ta andm have a different values.

The conclusion from these tables is following. Hest settings for purpose of this work is the
setting 4, because the result object size, whenguskisting laboratory camera (with chip of
resolution 1280x960) is nearly as big as desirdijle€ size displayed on the chip is 885xG6tand
the desired is just a little bit higher, 933xp@@ For the experimental input data this should be

enough.
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4 Implementation and results

In this chapter, the choosing of implementatiorgleage is discussed, the implementation tasks and
solution is examined and at least the result isgored. The comparison with previous work (done by

Peter Dragula in 2007) is examined.

4.1 Requirements

Mainly, the implementation task consists from imagecessing. For this purpose, the best solution is
to use some MATLAB, because it allows easy workhwitultimedia data. Also we do not need any
GUI, as the result could be presented as a chagr@in).

4.2  Input data

Because this work follows the work by Peter Draguldh a goal of reaching better results, first his
testing data are being used. An image from hisesgzpiis shown on Figure 4.1. His sequence has 37
images with resolution 740x287 pixels. The dataewtaken from the different device than is
described in this thesis in section 3.2.

Figure 4.1. Example from sequenced of images ug&eter Dragula. There are
three papillary lines [1]. The dark borders are arpof the input data.

Then | made my sequences of pictures. First, | madseveral sequences with printed
fingerprint, to find out, how the device will beémised and to determine the size of noise in the
signal. The printed image was still and stable, én@v | simulate some effects of environment and
possible frauds by vibrating the table and ecligshe source of light. Then | made several sequgence

on a live finger.
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| have to used the settings 1 from Tab. 3.2, wkieeemagnification is just 0,84x. The reason,

why the recommended settings 4 can not be usadies The delivery from the manufacturer of

multiplication rings is delayed.

Figure 4.2. The example from my sequences. Orthelit of the printed

fingerprint image, and on the right, cut from tinesige of live finger.

The sequences of pictures required some preprogedsirst sets were captured as GBR24
RAW image format, where each part of the color (&)Brequires one pixel in output image.
Therefore the resolution of the images were redbogl in horizontal and vertical dimension by two.
Next sets have maximal possible resolution antheeputput format to Y800 RAW, where one color
channel is missing. This is not a big problem, lieeathe light reflected from the finger is mainly
around red spectrum of the colors. In fact, theegrand blue parts of the white light are paucity
presented. Then, for some measurements, the invegrescut, so just two or three papillary lines
were on them. Full resolution of the images comstaibout 15 papillary lines. This happens because
the settings 1 from Tab. 3.2 were used. Additigndle sequences of the fake fingerprint should be
inverted (white to black and vice versa), becaus¢he printed image the edges were black, however
on the live they are white. This was done to tbst algorithm and the methods, not to fool the

liveness detection.

4.3 Implementation tasks

The input data is a set of sequenced pictureskof BMP format. Pictures are gray-scaled with 256
colors. Whole set could be loaded to the field hg command. First of all, images have to overlay
themselves that way, which the papillary lines né omage are above papillary lines of another’s
images and valley overlays the valleys. For thepsa sweat pore is very helpful, because it is the
darkest place on the image. However, just one ghmeipresented at each one.
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At this point, sequence of images is pre-prepacedséveral methods of liveness detection.
Each will produce a diagram, where the values balldisplayed. Each image from the sequence is
represented by one value. The value could be:

1) Average gray value in image

Because the amount of light reflected by the skichianging during the pulsation, brighter
and darker images should uniformly switch in theusmce. Even the difference between
the brighter and darker images can not be seenyby ie could be determine as a
difference between average gray values in folloviingges.

2) Sum of values of the image after threshold

Threshold image contains only two values: O reprsséhe valleys and 1 represents to
papillary lines (ridges). Again, the principle dfanging light reflection is used. However,
now the ones are counted (sum of all values). Valige is calculated for each image, the
higher difference between two following images e tsequence could represent the
pulsation.

3) Average width of the papillary line.

The expandability of the skin during the pulsatistiaken place also in this method, just
now the changes of width of one papillary line isasured. Again, for each image as
much as possible measurement is done and thendhaga value is computed.

4) Average distance between two neighbor papillarines.

As the skin is expanding during the pulsation, plapillary lines changing their relative

distance. Because the image of papillary linesugntified to pixels and threshold, the
distance should not be calculated just from onesmesent. Therefore, as much as
possible measurements are taken and then the aveahg is calculated.

5) One width of the papillary line

Same as 3, but just one width of each image ofst#tpience is obtained. This method
cannot adapt to slight movement of finger duringnsgng. It is used only to calculate the
amount of noise in image sequence during captahi@grinted fingerprint.

6) One distance between two neighbor papillary lines

Same as 4, but just one width is obtained, notatregage value of all them. This method
cannot adapt to slight movement of finger duringnging. It is used only to calculate the

amount of noise in image sequence during captahiegrinted fingerprint.

4.3.1 Adaptive threshold

One of the implementation tasks was the threshélthe image. When | was processing Peter
Dragula’s data, at the beginning | used fixed valewever, later | found out that this approachsdoe

not lead to good results. Therefore, | implemeatataptive threshold.
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Normally, adaptive threshold is being set for whiokege. For better results, | decided to go
further and | divided the image into several unigired areas. Then, for each one | set the adaptive
threshold separately. To set up the threshold yallstogram was created (histogram is a grayscale
function, which represents the amount of each gadgsin the image). When the histogram values
were calculated, they were smooth by floating wimdo suppress local extremes. The adaptive
threshold was set from the smoothed histogram. iBecdhe papillary lines were represented by
values in upper quarter of grayscale (190..25%),ttineshold is set at the place of minimum of the
histogram function after the value 190. When thagdm is threshold, there are just two values
presented (0 and 1).

It is ridiculous, but the best threshold for my sewces is a fixed value, which is a little about
the average gray value of the image. The reasoy, mh data does not need so time consuming
method as the adaptive threshold (over gridded énag quite simple. | used different angle in
incoming rays. Peter Dragula used direct light frtwva top. However, | used front-top-left direction.
Simple table lamp was used to illuminate the findethink that slightly better results could be
achieved by using narrower beam of light, such&bB Hiode.

Later, another method to threshold the image wead.uscalled it adaptive fixed threshold. As
adaptive threshold, | divide the image into sevarijue-sized areas. Inside each of this areathset
threshold separately. First | calculate the avegagg value inside the area. Then | set the thtdsho
value to be greater by 20 than the average valhis. fhethod is useful mainly for those images,

which shades to the dark from the center to thddyaof the image.

4.3.2 The distance between two papillary lines

Another, more complicated task was the calculatbrlistance between two papillary lines. The
main problem is that the papillary lines could biemted by any angle in the image. Someone could
says, that the rotation would be good idea. Howewith the rotation of the image comes the loss of
the information. Therefore, it is better to caltalthe orientation (direction of the papillary [jremd
then calculate the normal. A normal is the dirattid shortest distance to another papillary line.
The calculation of the orientation was pretty hatdff. Several possibilities were examined,
and at the end, as a best solution, the follownoggss was chosen:
1) The image is divided into squares of size 8k& ($ize was set during testing)
2) Those squares, which contain at least 25% ofespapillary line and maximum 75% of
some papillary lines, are used for further progcessAnother description could be: those
squares, which average value is between 0,25 &ad 0,
3) The orientation in chosen squares is calculated.

4) Average value of orientation is calculated fritv@ chosen squares.
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: . : : 1 .
The relation between the normal) (and orientationk) is k = ——. The average distance
n

between papillary lines is then calculated this way
1) Several lines are created in direction of norrak interval of starting points of the lines
is set on axig(it is depended on the normal value). Let's madsix
2) For eaclsxis create a virtual line, that goes through po[rta*x]. Then two situations
may happen:
a. If [sx n] is O, then the line starts in valley and the atise is calculated as the
distance between two entering edges (a place, kete n*(x+1)] — [x; n*x] = 1)
b. If [sx n] is O, then the line starts in valley and the atise is calculated as the
distance between two leaving edges (a place, wkele n*(x+1)] — [x; n*x] = -1)

3) The distances of lines are averaged.

During this process also the average width of papilines are calculated, because each line at
least one cross whole papillary line.

4.4 Results

4.4.1 Sequence by Peter Dragula

From all of my methods | obtain better results thaere achieved by Peter Dragula. His result is
shown on the Figure 4.3.

Recognition - C:\fit\DP\fotky\20070418\16242518 tf =gl

Datei | Ediberen Moglichkeiten Urheberrecht Peter Dragula
Gashife SR Positionen der Merkmale
Laplace Ctri+l
Canny Cri+A
Sobel Cii+s
Gausshiter Chi+G

¥ Vergrofierung 100% Chi+M
Keep aspect Cti+P

Pixel Informationen CtriH

£ analysiere die Purktendistanz Ctri+D .
§\\\\\§ Punkte 01 zeigen Ctrl+1
N Punkte 02 zeigen Ciri+2

v Distanz der Punkte zeicen Chi+3

Distanz des markierten Punktes

+ t t + + t
4 5 10 15 20 25 30 35

Abtvechen | Verheriges | Nachetes Bitd | [TTaden ] Sosichem Sequenznummer
Coordinates not found for fle: C\t\DPNiotko 20070415\ 16244746.¢ b
Figure 4.3. Results by Peter Dragula (the diagramttee right side of the
image) [1].

My results are shown on the following images (Fegdr4, Figure 4.5, Figure 4.6, Figure 4.7).

First one displays the average gray value in tigeiesgce of images, second the sum of values of the

39



image after threshold, third the average distaretsvden two papillary lines and fourth one the

average width of one papillary line.

Average gray value in image
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Figure 4.4. Average gray value in the sequencenafes.
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Figure 4.5. The sum of the image after the thrathol
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Average distance between two neighbor papillary lines
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Figure 4.6. The average distance between two neigpapillary lines.

Average width of the papillary line
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Figure 4.7. The average width of the papillary line

4.4.2  Conclusions from Dragula’s sequence

From all the images could be seen, that some #gnif change occurs at"1and 2%' picture of the
sequence. Similar change, however not so significanild be seen on Peter Dragula’s results. As the
distance between changes is 10 pictures, they dlomelr also on theé"™sand 3% picture. In fact, all
diagrams except of Figure 4.7 shows there somgriiigiant change.

Let's assume that the change represents the puisdtinfortunately, | do not know the

capturing frame-rate of the sequence. Thereforearinot estimate the hearth-beat frequency.
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However, from the average frequency, which is al8@uhearth-beats per minute (HBpM), could be
estimated the approximately capturing frame-rate. 8HBpM multiplied by 10images gives 800
images per minute, which is 13,3 images per sec®hts could be, depending on the camera
properties, 12,5 or 15 frames per second.

One other interesting knowledge could be deductad the Figure 4.7. The width of papillary
line is not expanding at the pulsation, but trumgatLet's estimate the changepm.

Peter Dragula estimates 1px of the image of hisessee to Bm Let’s focus on the images 22
and 25 on the Figure 4.7. The width of papillanelis about 64pixels at image 22 and 60 pixels at
image 25 of the sequence, which is 320and 30Qum respectively. This is out of tolerance 43%,5
57,41m (given by Tab. 3.1). This could be done, howevey,threshold of the image or by
illumination of the finger. Therefore, the width pépillary line calculated from picture is narrower
than proposed by Tab. 3.1. The contractility ofilley line is about 2Q0m

To test, if the diagram displays the correct distah have to use the Figure 4.6. The distance is
calculated between two entering or two leaving sdggapillary lines. The threshold or illumination
has the same influence on both edges, so it smmtldffect the distance between them. On the image
22, the distance is about 75pixels, which isfBA50n the image 25, the distance is about 90 pixels,
which is 45um The expandability calculated from these valueg&ism The distances between two
papillary lines are somewhere around minimal alldwalue from the Tab. 3.1 (4{i4).

The expandability between two papillary lines wakcglated from the equations to be about
0,7um. On the other hand, from the sequence of imagés d@bout 7fm. Therefore, either the
assumption of the expandability of the skin was emtect, which | think it is not possible, or the
changes on the diagrams regarded to be effectlshgmun have some other causation. It could be
caused, for example, by the movement of the fimlygng the scanning or by some oscillations of
some device, for example the scanning system.iisefs assume the magnification 10x and working
distance 2thm the change 1&m on image plane represents the movement of therfibgvards
camera in about 3Q0n(see section 4.4.2.2). This value is much highen tine expandability of the
finger, but still small enough not to be noticedhoenan eye. Therefore, | assume that the changes in
the sequence have some other reason than pulsdtibe human body. | think there were some
vibrations presented in the lab during the measantnor, even simpler, the finger was not still and

stable.
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moving of finger towards the camera

effect of the moving finger on
image plane (chip)

> .

| T~

.
1 A
papillary lines positions lens chip of the camera
top of the finger skin
Figure 4.8. Diagram, which shows the effect of muomet of the finger

on the image plane.

My assumption could be proven by the fact, that rigmolution of the image was not high
enough to even capture the significant evidendb@txpandability of the skin.

The conclusion is following. The assumption, the thange on the diagrams is an effect of
pulsation, was probably wrong. There is probablyenadence of pulsation captured on the Peter
Dragula’s sequences.

The comparison with dummy finger should be done,tts® difference between results

measured on the live finger and forge finger cdaddgresented.
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4.4.2.2 The calculation of the effect of moving fiper towards the camera

al-a?
at y2 -yt
al
P1 P2 Y
\Fl i |\
xi\‘ﬁ ‘ Y
Y2 /
¥ at al? f iy
Figure 4.9. The diagram displayed on Figure 4.8&wntarkings of the sizes
y,'= 75px*5um =375um
y,'= 90px*5um =450um
M= 10| 4.1)
y= y'/m =375um
_ Y. _
m,= == =12
y
a, =2cm=20mm=2000Qum
v
tana, = XY = 4125 _ 4050605 4.2)
a, 20000

From the Figure 4.9 we know the sizes of the imafesm these values the magnification
and object size is calculated (Eqg. (4.1)). To dakeuthe size of change (motion of the finger) we u
the similarity of triangles. First we calculate theglea;, which the papillary line is seen in one
position (Eq. (4.2)). Then the angtgof second position is calculated. From this antdie,distance
from the camera, is obtained. Once we know both distance valagsaf), we know the size of
motion.

The exact mathematical calculation is done on #wrience of equations at (4.3) and (4.4).

The description of operations is following: the gant value of angle; is very small, therefore
tana, Ua,. The same is valid fat,. Thea, is calculated from the triangle¥Y ; and thex, from

the triangle RPYY,. The anglesy; and a.are also in triangles FQYand FOY, respectively. These
triangles have the same sifjeso thea,.can be expressed ly. Once we know the angle in¥Y ,,

we can calculate,. Now we know both position of finger during the vement, so we can calculate
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the value of this small motion. Vice versa, whenkmew the size of motion, we know the effect on

the chip.
a, U tana, =0,020625
tana, = i = f=a*y'
Yi
f
tana, = — f=a,*y,
2 v, = 2" Y2 4.3)
he L =0, = yzlil.
a a, Y1
a, = 450* 0020625 _ 0,02475
375
Y
tana, =Yz =
a2
+ 1
a= Y+y, _ 37’5+450219697,um (4.4)
tana, 0,02475
a, —a, =303um

4.4.3 Sequences from Sony camera

First of all | test whether my calculations arereot. A made a snapshot of a ruler, which has prove
my assumptions. The values of optical lens systerampeters were nearly the same as on first row of
Tab. 3.2 and Tab. 3.3. They were not exactly timeesdnowever, the technique of measurement (just
a simple ruler was used) could not retrieve betsults. From this row we know, that one pixel is
about 5,am.

I made several sequences from fake and real fingerBoth were done in resolution
1280x960 pixels, however, first sets were in GBRR4W format, which leads to reduction of
effective pixels to half (640x480). The images akd fingerprint are used to show the amount of
noise (disproportions) in still and stable fingémprThis is done to test, whether the device is &b
capture liveness, or it will be lost in noise sigftae changes in noise signal will be strongenttiee
changes invoked by liveness property). The fakgefiprint is a fingerprint image printed on a foil.
Because the background was transparent, white pegemput under the foil. Just a one sample of
fake fingerprint was used. The live samples wettainbd from my thumb and index finger. Because
the thumb is much wider then index finger, the [banyi line proportions are wider as well.

First, | present the results from sequences of fiagerprint. On the first set of images (Figure
5.1) is one threshold image from the sequence dirction line (red) and normal line (green).
Direction line represents average direction ofpalpillary lines in the image and normal line is the
direction of the shortest way between two neigtgapillary lines. From the other diagrams just some

important are presented in this work, the restviailable on the DVD. The Figure 5.3 shows the
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dependency between small (top set of charts) agat ¢ipottom set of charts) changes of average gray
value and the distance between two papillary lité® estimation of noise is done from Figure 5.4,
Figure 5.5 and Figure 5.6. On these diagrams doeilseen, that the results of average distances and
width of papillary lines are changing a little, gut any significant influence from the environment
Therefore, this signal is called noise. The sizepl#ude) of noise is important to estimate, beeats

can nullify the effects of liveness.

The first and the second set of chart of Figurer&psesent the live finger, the third chart a fake
finger. First chart is produced from images camtuaeresolution 1px = 11um, second at resolution
1px = 5,5um and third again at 1px = 11pm. The fiakgerprint was not still, but was slightly
moving as real finger, which leads to change ofraye width of 5pixels, that means 55um. This is
less than in case of live finger, where the valwege 10px = 110um and 8px=44um, respectively.
The average distances between two papillary limes58px, 80px and 40px (560, 44Qum and
44Qum, respectively).

Next, on the diagrams Figure 5.2 samples from #dgpeances of live fingerprint images are

presented. Again, the direction line and normad kne displayed.

4.4.4  Conclusions from my sequences

First, before the final conclusion of the livenestection method is done, we need to eliminate the
mistakes during the processing of the images. Rhediagrams of fake fingerprint images could be
seen, that the estimation (calculation) of directime and normal line is precise (Figure 5.1).sThi
step is done well. The next step is the threshstidnation. As could be seen on first image of (Fegu
5.3), the amount of white pixels after threshold ha effect on the distances in the image. Even the
measurement algorithm of distances depends onualiygof the image after threshold, there is no
direct dependence between small changes of thokstmal distances between papillary lines. That
means that some possible mistakes of thresholeh&tstin have no direct effect to distances between
papillary lines. (However, greater changes averagg value effects the amount of white pixels and
also the width of papillary line). So, the last gibte mistake of the algorithm could be in caldolat

of the distances. This could happen just on theawamaged distances, because the calculation of
average distance has a valid range of distancechwiliiminates the noise of the picture after
threshold. Therefore, we can say that the procgsgsfithe image is correct and we can focus on the
results.

First the calculation of the distances will be doteprove that the measurement is correct.
From the images on Figure 5.1 and Figure 5.2 cbeldeen, that the edges are narrower than valleys,
which does not represent the reality. This happmtsause of illumination angle and threshold. So,
just the distances between papillary lines willygréhe correctness of measurement. From the Figure
5.3, Figure 5.4 and Figure 5.6 we obtained thedcs#s 418m, 44Q:m and 50@m. All these values
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are in valid range of width of papillary lines (@isce between two papillary lines) as is predittgd
Tab. 3.1. Other way to test the correctness of oreagent is to count the width of papillary lines
from the image from the sequence in pixels. FroenRigure 4.10 we obtained the value 107 pixels.
The settings 1 from Tab. 3.3 predicted the widtlpaillary line to be displayed on 127 pixels. The
lower value probably means, that the papillary lisenarrower than the maximal value (@yy,
which was used calculations. Therefore we canlsatythe measurement was correct.

The most important is the estimation of noise amg@é in the sequence of images. As was
written earlier, if this value will be too high, ritullifies the effect of liveness. From the Fig&rd,
Figure 5.5 and Figure 5.6 we can deduct the angdito be 1,Am, 5,5¢m and higher. This is more
than the change of distance between two papiliagslduring the pulsation (0,4&#). Therefore,
the liveness could not be detected from the imagegsy this method. However, this does not mean
that the method is wrong, just the size of changewant to capture is so small, that any other
influence of the environment has a stronger effectthe final result. Further, to prove this
assumption, | might add, that the 0,4B6%is a wavelength of blue light, which is less thad light
wavelength. The red is the main color that is #fld by the illuminated finger. To successful cagptu
of any object, at least the wavelength of half siz¢he object is required. Therefore, to captine t
effect of liveness on the finger, we have to uskglt of wavelength 0,24m. This wavelength
belongs to ultraviolet light. There will be probglrione reflection at all for this wavelength, ostju
very poor. Also, the acceptance of UV light willopably very low. The conclusion is straight. The
liveness detection could not be detected on thegihg of distances between two papillary lines.

Figure 4.10. The distance between two papillargdiithe width of one papillary

line) on one image from sequence of live finger.

However, there is no problem with wavelength whea distances will be measured between
more (for example six) papillary lines. On the othand, the problem with noise still persists.
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As was written in introduction, also the livenesstedtion method based on reflecting a
different amount of light was tested on input ddthe reflection of light affects the average gray
value in the sequence of image. This should leadidaificant change of output signal at each
pulsation. My pulsation frequency at time of captgrcould be between 80 to 120 pulsations per
minute. This is 1,5 to 2 pulsations per seconda Atame-rate of 15 frames per second, the effect of
pulsation should occur in interval between 10 ajadimages. However, no such periodic change was
found on results of live fingerprint sequence (F&g.6). Therefore, also this method does notlead

liveness detection.
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5 Summary

The background about the fingerprint recognition éimeness detection methods was studied and
described in chapter 2. The parameters of theapgéns system and macro-objective were calculated
in chapter 3 and several possible settings of drameters were presented (section 3.4.2, Tab. 3.2
and Tab. 3.3). Then the several sequences of thgeisnof fake and live fingerprint were taken
(Figure 4.2) in high resolution, even not in theided. This happens because some parts of capturing
device were missing at the time of writing thisdiise The problem was not on our side, because we
can not hurry the delivery from the provider ofiogt system components. Algorithm for analyzing
the sequences was presented and tested also ofratatarevious work by Peter Dragula (Figure
4.1). The results were better and from the firsiwithe effect of liveness was disclosed. However,
after further analysis, this effect was ascribethioomovement of the finger (section 4.4.2). THen t
algorithm for processing the sequences was run gninput data. First on a fake fingerprint
sequences. It was proven that the results of measunt are correct. From these results the amplitude
of noise was estimated. It was proven that thisevad higher than the change of distances between
two papillary lines due to effect of pulsation, aiimeans the noise nullifies the effect of pulsatio
on the result images. There was also presentedtattiat the change is so small, that collides with
wavelength of blue light, which lead to diffractiohthe light and incorrect measurements. Also the
changes in amount of light reflected by the skinrduthe pulsation did not discover the liveness of
finger (4.4.4).

The conclusion from these results is following. Téandability can not be measured just
between two papillary lines. At least four papildines should be scanned to avoid diffractionhaf t
red light, which is the main part of light refledtby the finger. Further, unless the finger willfbed
tightly, which eliminates the noise created by th@vement of the finger to the sides or towards the
camera, there is no chance to capture such snailgehas the expandability of the finger during the
pulsation is. However the tightly fixing of the §ier is questionable, because it could lead to stgpp
or slowing the circulation of the blood inside tight part, which would have a negative effect loa t
expandability. | also think that the resolutiontloé camera is not enough and higher should be used.

This work proposed the parameters of optical leystesn that is necessary to capture the
expandability of finger during pulsation. It wassal proven, that with present device and
measurement conditions the liveness could not bectdand that it might not be detectable at alt. Fo
future research in this area | advice to use a camviéh higher resolution (at least 3,1Mpx) and to

enhance the whole device, especially the placeenerfinger is scanned.
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51 The calculation of recommended camera

resolution

Now we know, that to avoid the diffraction of tredrlight, we need to capture the object of size two
times higher than red light wavelength. The topugabf red light wavelength is 766 = 0,7um
Above this value the spectrum comes to infra-rgttli Therefore, the object should have at least
1,4um Let's assume that the object is represented lgymxrel on the image. We know that the
change per one papillary line is 0,484 So, the change from two, three and four papillargs is
0,908m 1,3621mand 1,81Am respectively. Only the last value is higher thadum, so the object
size, that will be displayed on pixel, is 1,88 The image should then contain four papillarydiie
vertical direction, which is 4*7Q0m =280Qum This leads to 2800/1,816 = 1542 pixels in veltica
direction and 2056 pixel in horizontal directiohtfie rate horizontal to vertical is 4 to 3). THere,

the chip resolution should be 2056x1542 = 31703%€l® which is about 3,1 Mpx. Maybe a higher
resolution should be recommended, because thiglattin assumes the displaying of the object (the
expandability of four papillary lines) to one pixef the image. This is, however, influenced by
maghnification, which is influenced by additionahgisize and multiplication rings. And any size of
additional rings can not be guaranteed to buy osfract.

Therefore, let's assume we have only multiplicationgs, so we can the set up the
maghnification only by multiplying the range provitlby the lens. The desired magnification for 1/2”
chip with 4,65.umcell size is 4,6pn'1,811m= 2,56x. This, divided by 4, is 0,64x. This valgadn
range of possible magnifications of Computar 1&8w.we can use already bought lens, attach two 2x

multiplication rings and buy a new camera with heson 3,1 Mpx.

5.2 Future work

With a camera of higher resolution, the images wehessary four papillary lines could be captured.
Then, after enhancing the fixing of the finger, erhiwould lead to reducing of the noise, new
sequences of images could be scanned. In thesesntlg effect of expandability of the skin might
be determined. However, this research requirestiaddl finances and a successful result is

questionable.
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List of terms

Avrtificial
BioSAL

BS
CCD

CMOS

CoC

Dactyloscopy

Dermis

Epidermis
Fiber

Imposter

Liveness detection

Pulse oxymeter

- fake, fraudulent

- Biomedical Signal Analysis Laboratory at Clarksomiwérsity a West
Virginia University in USA

-Biometric System

- Charge-Coupled Device — device used to capturgesjausually used in
cameras.

- Complementary Metal Oxid Semiconductor — deviceduso capture
images (as CCD). CMOS is newer technology than @8 produces better
images.

- Circle of Confusion

- knowledge about papillary lines. It is being usedcriminalistics for
identification of persons.

- the skin layer under epidermis. Contains papiNagch effect the creation
of papillary lines in epidermis.

- the top layer of skin; layer with the papillargéis.

- a group of connected cells in an organism with ghene function (e.g.
muscle fiber)

- attacker (of the BS)

used in Biometric terminology, means detectiobaifg live, real.

-a common medical device used to measure body gdrdsgiency and
saturation of blood with oxygen. The measuremertbken usually at the

finger.
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List of appendices

Appendix 1: Results

Appendix 2: DVD with source codes, all results diloma thesis in electronic format.
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Appendix 1 — Results

Figure 5.1. Display of direction line (red) and moal line (green) on a sample

from several sequences of a fake fingerprint images

Figure 5.2. Display of direction line (red) and moal line (green) on a sample

from several sequences of a live fingerprint images
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Figure 5.3. Diagrams show the dependency betweanges (small and great) to

the average gray value and the sum of white pakés threshold.
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On the first chart of the diagram thase is presented. The maximal
value of the noise is 0,4 pixels, which is 4,4utmggolution 1px = 11um).

The average distance between two papillary lined8fsx, which is 41a8n.
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Average width of the pagpillary line
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Figure 5.5. The diagram shows, that there are needeences between small

changes of the average width of the papillary liaed the amount of white

pixels after threshold or average gray value initnage. (1px=11um).
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Average distance hetween two neighbor papillary lines
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Average distance between two neighbor papillary lines
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Figure 5.6. Three diagrams to compare the averdgadce between two

neighbor papillary lines.
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