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Abstract

This paper studies the implementation of six défgruser interfaces that helps to the user to
solve 6 differents problems, explained in more itkdafurther, using genetic algorithms. These 6
problems are: “Greatest binary number” : finding treatest binary number of a given length;“TSP*:
Travelling Salesman Problem;“Greatest sin in argfi interval“: finding the element with the
biggest sin value;*Most ones followed by one zeffiriding the binary number with more couples
"10";“Greatest real number” : finding the biggestir number between 0 and 100;“Greatest binary
real number*: finding the biggest real number sfyauj total and real lengths.
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1

Introduction and objectives

In this chapter we expose the initial ideas thatehleen the base or reason to develop the

present project. At the end of this chapter we makslight description about the structure and
contents of the different chapters that compos@tbgent memory.

Objectives

The actual project is included inside the invesiagaof the department of Intelligent Systems

of Brno University of Technology.

In this case, the project is based in the books thrdrest of references specified in the

bibliography of this memory, but very specially edsn:

>

Aliev R.A., Aliev R.R., Soft Computing and its afations, World Scientific Co. Pte. Ltd.,
2001, pages 251-283.

Munakata Toshinori, Fundamentals of the New Aiitifidntelligence, Springer, 1998, pages
65-101.

Having this knowledge base, the marked objectigeshis project are:

Develop a genetic algorithm as it is described he teferences indicated previously,
interpreting and resolving the gaps and incoheretita appear in them.

The implementation of that algorithm will be realizusing the programming language called
Java.

The previous objectives implies the knowledge oftena as:
0 Simple structures like List, arrays, Strings, etc.

0 General programming structure in Java.

0 User interface programming aspects in Java.

o Knowing a development toolkit to develop the souwrade. In our case, it has been used
JBuilder 2005.

Application of the developed system to 6 differgmoblems: "Greatest binary number",

“Most ones followed by one cero”, "TSP", "Greatsistin a defined interval", “Greatest real
number” and "Greatest binary real number", explhiager.

Showing over the interface the most important testihat show the evolution of the
algorithm in the different problems specified iistmemory.

Memory organization

This memory is organized in 6 chapters, liif@iography and 2 appendices. Next a little

summary of every one of them is made:



Chapter lintroduction and objectivesn this chapter the initial ideas that have bdmnbase
or reason to develop the present project are erpose

Chapter 2Theorical fundamentaldn this chapter the necessary theorical aspedi® table
to understand the developed application will beangho

Chapter 3Environments and programming languagksthis chapter the software tools used
to develop the present project will be exposed.

Chapter 4:Developed applicatianin this chapter it will be described the struetwf the
developed application and a summary of the behavifuthe system to make the
understanding of the application easier.

Chapter 5:Experiments In this chapter the results obtained of the ettecuof the
implemented application are exposed.

Chapter 6:Conclusions In this chapter the results obtained from theliegfion of the
genetic algorithm to 6 different problems are exbs

Bibliography In this part of the project, there will be expod®oks and several web pages
used to develop it.

Appendix A: User’'s guide.In this appendix it is exposed to the reader howse the
application that has been implemented.

Appendix B:CD content In this other appendix it is shown the contenthef CD that is
delivered with the memory.






2 Theorical fundamentals

In this chapter we are going to specify some tlwabidoncepts that will let us understand the
behaviour of the system to implement.

2.1 The softcomputing paradigm

In [7] it is said that a computer can work in a ‘m@efficient” way than a human being can
when the work implies intensive processing, like itversion of a matrix of big dimensions. On the
other hand, if the task requires any kind of cagaiperception or ability, the VonNeumann machine
is very far from the humans. For example, the peamn recognize forms of different sizes,
orientations, and things like these more succdgshan a VonNeumann machine can.

Therefore, a VonNeumann machine is suitable fordgetsuctured problems, while the
human brain is better to solve vague formulatedbleras of the real life. To try to break the
limitations of the traditional computation, theesdific has been looking for new computational ways
that can imitate the human process of thinking #redoperation of the brain, and be able to solve
problems of the real world efficiently. As a congence of those researches several computational
areas have arised, some of them are known toga$tsioft computing”.

In [5], it is said that in the traditional “hardroputing”, the main objectives are accuracy,
certainty and rigor. However, in “soft computindfetmain idea is that accuracy and certainty entalil
a cost; in soft computing the idea is to exploé thlerance for imprecision, uncertainty and ttet re
of characteristic of the real world to obtain adebje (“not necessarily perfect”) solutions of low
cost. This leads to remark the important humaditguat making rational decisions in an
environment of uncertainty and imprecision, ldeing a vehicle in dense traffic.

The processing of the information in a naturaliemment is a natural phenomenon that let
us survive making duties as making predictionspqlag, and act in consequence. The processing of
the human type information means logic-level antliiive-level processing. The conventional
computers are good in the first task, but in theosd one are not as good as humans. The first
request that a computer has to make intuitive [%ing, a computer has to be enough flexible to
show the next characteristics: generality, to leist, tolerance y real-time processing.

» Generality of a system is his skill to adapt taabée to face changes of the real world.
» With “be robust” it is referred to the stability tife system.

» Its tolerance to face incomplete or imprecise imfation.
>

Real-time processing implies that the computer tbaanswer to an event in a reasonable
time.

The information systems that have the former 4 attaristics are called “Real World
Computing” (RWC). “Soft computing” can be seentas key ingredient of the systems RWC.

2.1.1 Main Components of Soft computing

» Fuzzy logic FL provides a simple way to treat elements tlat be vague, ambiguous,
imprecise, noisy, or presents missed input infornatFor example, in the reality the water
doesn’t have only two different states, “cold” @ot”, like the boolean logic would say. The
water can be frozen, cold, warm, hot, boiling. FLa problem-solving control system
methodology that can implement systems from singitgll, embedded micro-controllers to



large, networked, multi-channel PC or workstatiasdd data acquisition and control
systems. It can be implemented in hardware, sofiw@ra combination of both.

Neural Computing [WP6]: Artificial Neuronal Networks use a paralleistributed and
adaptive style to be able to learn from examplégs€ systems imitate hardware structure of
the human brain to try to simulate some of itslskithat's the reason of its nhame). These
networks consist of an interconnected group ofiedl neurons and processes information
using a connectionist approach to computation. distnsases an ANN is an adaptive system
that changes its structure based on external ernak information that flows through the
network during the learning phase. They must badtawith a suitable number of examples.

Evolutionary computation [WP7]: it is subfield of artificial intelligencedosn in 1993 that
gets concepts about evolution and genetics to solmly optimization problems. It uses
iterative progress, such as growth or developmerd population. This population is then
selected in a guided random search using paraltbelegsing to achieve the desired end. The
main components of this soft computing techniqee ar

o Evolutionary algorithms:

* Genetic algorithms: It will be explained in the chapter 2.2.

< Evolutionary programming: its basis is ideas of #dwelution proposed by Gregor
Charles Darwin and the discoverers realized by @r&tendel in genetics. Members
of the population are viewed as part of a spesiiecies rather than members of the
same species therefore each parent generatesspmiregf using ay( + p) survivor
selection.

« Evolution strategy: It was created by Ingo Recheylzand Hans-Paul Schwefel en
the 1970s. Its main objective was to resolve probleelationated with optimization
of parameters.

* Genetic programming: methodology inspired by biaaf evolution to find
computer programs that perform a user-defined ta$&.a specialization of genetic
algorithms where each individual is a computer oy

e Learning classifier systems: is a machine learnsiygtem with close links to
reinforcement learning and genetic algorithms

o Swarm intelligence: is artificial intelligence bdsen the collective behaviour of
decentralized, self-organized systems. The exmmessas introduced by Gerardo Beni
and Jing Wang in 1989, in the context of cellulalbatic systems. These systems are
typically composed of a population of simple agentsracting locally with one another
and with their environment. Although the agentdofel very simple rules, the local
interactions between such agents lead to the emezgef complex global behaviour. Its
most important components are:

* Ant colony optimization.
¢ Particle swarm optimization.
0 Other components as:

* Self-organization techniques.



» Avrtificial life.

e Harmony search algorithm.
« Artificial immune systems.
* Learnable Evolution Model.

» Probabilistic reasoning The theory of probability is a theory developediescribe random
event. In this section, Bayesian networks are tbstimportant element [WP3, 2]:

0 A Bayesian network[WP1] has two components:

« The first of them, more qualitative, is represerdasd directed acyclic graph G = (V,
E) where the nodes (finite set V) are the randonmfées of the problem, and the

edgesE UV XV show relations between variables.

» The second of them, quantitative, is probabilitstidlbution set (one per node) where
the distribution in every node depends on all g@escombinations of parental
values.

In conclusion, it is a probabilistic model thatogls the relation between a set of
random variables with a directed graph, that shexydicitly the influence of cause. Thanks
to the continue update rule of probabilities, Baggde, Bayesian networks are an extremely
useful tool in the probabilities estimate with nfaets.

» Chaotic theory [8]: is the popular denomination of the part of hahatics and physics that
describes dynamics or random answers of certaitineam dynamical systems. Examples of
this behaviour can be systems as the atmosphéae sgstem or the population growth.

A very important characteristic of Soft computisghat its members complement each other,
rather than compete (in the next section it willdbedied some combinations between them). The
combination of several of these components worksebé¢han the components separated of the
combination, because the weaknesses of one of étfeodplogies are covered by other methodology
that is in the combination.

Finally, it is important to say that neuronal ahdzy technology are being used very
frequently to solve tasks relationated with sigpedcessing, pattern recognition and control.. For
example, neuronal networks are being used to ditmirecho in telephone signals of very big
distance, characters optical recognition, predictbbanking crisis or help to pilot aeroplanesthe
other hand, the fuzzy systems drive metropolitaing; stabilize image of video cameras or control
the most modern washing machines [3].

2.1.2 Alternatives in soft computing

As it was said in the previous section, betteultssare obtained making use of combination
of some of the methodologies exposed than usinglume, because the defects or weaknesses of one
of the methodologies can be corrected by other reemmethodology of that combination. In [1] are
explained some of the possible combinations thateaused:

» Neuro-FuzzyNeuro computing + Fuzzy Logic):

Neural networks have a problem: its lack of intet@bility. Fuzzy systems have another
one: poor learning capability. The combination othbtries to solve both problems, due to

8



the learning capability of neural networks and ititerpretability property of fuzzy systems.
The essence of this approach is incorporate nenesvorks in fuzzy systems for
fuzzification, construction of fuzzy rules, optiration and adaptation of fuzzy knowledge
base, implementation of fuzzy reasoning and finaéfuzzification.

» Fuzzy-Geneti¢Fuzzy logic + genetic algorithms) :

This combination enables creation of effective, usiband adaptive systems. The
combination between FL and GA allows optimizatidrfuzzy knowledge base by defining
optimal number of rules and optimal values for eentand shapes of membership functions.
In the combination between FL and GA, theory ofzfugystems can be used for improvising
the behaviour of genetic operators or genetic #lyos on whole.

» Fuzzy-Chaos
This combination is very useful to build systenmtwaotic behaviour into rule structure.

» Neural-Genetic:

One of the main problems in development of artfigieural systems is selection of a
suitable learning method for tuning the parametéra neural network (weights, thresholds
and structure). The most known algorithm is thed'eback propagation” algorithm, but this
has some problems:

o First: the quality of the learning depends on ahitiveights, which are generated
randomly.

0 Second: the algorithm doesn’t avoid local minima.

o Finally: if the learning rate is too slow, finditagsolution requires too much time.
When the error back propagation fail, the appl@atf genetic algorithms is a very good
idea.

> Neural-Chaos
This combination is very can be very helpful foegiction and control.

» Fuzzy-Probabilistic
It is a very useful tool for modelling and reasapimder conditions of uncertainty, very
typical in real-world problems.

» Other combinations very used are:
0 Fuzzy-Neural-Genetic

0 Neural-Fuzzy-Genetic

2.2 Genetic algorithms

2.2.1 Genetics in real life

In [4] it is said that before beginning to expléiow a genetic algorithm works, | am going to
review in a brief way how genetics works in refd.liEvery living being consist of cells, and eael ¢
contains the same set of one or mohheomosomes strings of DNA, that serve as a "blueprint” for
the organism. A chromosome can be divided ganes each of which encodes a particular protein.
A gene can be thought as encoding a trait, sudyasolour. The different possible "settings" for a



trait (e.g., blue, green, brown) are calllbles Each gene is in a particularcus (position) on the
chromosome.

Many organisms have multiple chromosomes in eadh A# the chromosomes of the
organism, the complete collection of genetic mateform the organismigenome The particular set
of genes contained in a genome is cafledotype Two individuals have the same genotype if they
have identical genomes. The genotype gives righagmrganism'henotype | mean, the physical
and mental characteristics of the organism, sudyagolour, height, brain size, and intelligence.

In [5] it is explained too that if a pair of chrosmmes for the child is looked closely, there
are thousands or even millions of genes on eaatmaisome. It depends on the kind of organism of
the owner of the chromosomes. In the case of thaahs, the life of the body starts at fertilizatimin
an egg by a sperm. Before conception, there agh&8nosomes in an egg, and 23 in a sperm (a total
of 46). In a diploid organism, for example a humawg chromosomes of the same number, one from
egg and the other from the sperm, make a pair afnobsomes for the child (e.g., chromosomes
mother No. 1 and father No. 1 make child pair No. 1

As an illustration of all the previous paragraphghis section 2.2.1, it is going to be exposed
the case of the child’s blood type. This blood barone of the next possible types: O, A, B, or.AB.
Each gene for blood type can have a value of Oprl2, calledalleles Possible gene-pair
combinations, callegenotypes and their correspondinghenotypesare shown in Table 1:

Genotype | Phenotype
00 ©)
10o0r1l | A

20 or 22 B

21 AB

Table 1: possible genotypes and phenotypes fai’sthlood.

For example, if the gene value from mother is 1faowh father is 0, the child’s genotype will
be 10 and the phenotype will be blood type A. Nibiat the order of gene values in real life is
immaterial (e.g., 10=01). Alleles differ for diffamt kinds of genes (e.g., a specific gene may have
either 0 or 1, another gene may have 0, 1, 2, an@.so on).

In biology, those individuals of any specie whot&etdapt to the environment have higher
probabilities for survival. The individuals with m® probability to survive will have higher
probabilities for producing their offsprin@@eproduction) too. Over the different generations this
process is repeated, and the result is that thodiwiduals and genes that better adapt to the
environment tend to remain, while those that dadapt to the environment tend to disappeat, i.e.,
become extinct. This theory of a natural screepigess is calle(Darwinian) evolution.

2.2.2 A brief history about genetic algorithms

In [1] it is explained that during the last threscddes the interest in algorithms which rely on
analogies to natural processes has grown. Theegthigs have obtained a practical interest because
of the emergence of massively parallel computesmeSof the algorithms that can be named in this
group are evolutionary programming, genetic alpong, evolution strategies, simulated annealing,
etc.

It can be said that in the early 1950s genetic ridlgus begin to appear when several
biologists used computers for simulations of biatay systems. However, the works done in late
1960s and early 1970s at the University of Michigarder the direction of John Holland led to
genetic algorithms, as they are known today. ]nt[# said that Holland's original goal was not t
design algorithms to solve specific problems, intcast with evolution strategies and evolutionary
programming, but rather to formally study the psscef adaptation as it occurs in nature and to

10



develop different ways in which the mechanisms afural adaptation may be imported into
computer systems.

Holland presented in 1975 the genetic algorithnth@ book “Adaptation in Natural and
Artificial Systems” as an abstraction of biologi@lolution and gave a theoretical framework for
adaptation under the GA. Holland's GA is a methmdreate a new population of "chromosomes”
(e.g., strings of ones and zeros, or "bits") framother population of the same type using a kind of
"natural selection" together with the genetics-iregpoperators of crossover, mutation, and inversio
As it has been said in the section 2.2.1, eachnabsome consists of "genes" (e.g., bits), each gene
being an instance of a particular "allele" (e.g.001). The_selection operatmhooses those
chromosomes in the population that will be allowed reproduce, and on average the fitter
chromosomes produce more offspring than the lesséis (this is the main idea of Darwin evolution,
see last paragraph of section 2.2.1). Crossexehanges subparts of two chromosomes, roughly
mimicking biological recombination between two dexghromosome ("haploid”) organisms;
mutationrandomly changes the allele values of some logstio the chromosome; and inversion
reverses the order of a contiguous section of thensosome, thus rearranging the order in which
genes are arrayed. (Here, as in most of the Gratiiee, "crossover" and "recombination” will mean
the same thing.) .

Holland's introduction of a population-based altjoni with crossover, inversion, and
mutation was a major innovation. Moreover, Hollamds the first to attempt to put computational
evolution on a firm theoretical footing (see Hollab975). Until recently this theoretical foundation
based on the notion of "schemas," was the basataist all subsequent theoretical work on genetic
algorithms

In the last several years several researchersadng in group studying various evolutionary
computation methods, and the boundaries between, G&slution strategies, evolutionary
programming, and other evolutionary approaches Hhanaken down to some extent. Today,
researchers often use the term "genetic algoritondescribe something very different of the origina
conception created by Holland.

2.2.3 Basic steps of a genetic algorithm
In [5], the mentioned steps of a genetic algoriimnthe next:

» STEP 0: Initialization of the population.
Create a set of solutions randomly. These solutiwitls be different depending the
problem that is being solved.

» Repeat the following three steps until a terminahdition is satisfied. This condition
depending what the user of the algorithms wante &mample of terminal condition can be
“when the best solution of all the iterations dows improve over a certain number of
iterations (e.g., 10), we terminate the iterations”

0 STEP 1: Reproduction. The sub-steps to follow aeenext:

» Determine the fitness values (that will be différdepending on the problem) and
their corresponding probabilities for all the s@us in the population.

e Create a mating pool. This pool is created selga@mdomly solutions weighted by
the fitness.

It is clear that solutions with the higher fithesg more likely to be picked out than
the unfit ones and tend to survive into the nextegation. Here we see the influence of

11



the Darwinian evolution theory: the evolution copicbased on the principle of natural
selection.

0o STEP 2: Crossover (or recombination) breediigpe sub-steps to carry out are the
following:

« Take two solutions randomly at a time. After tivigth a fixed crossover probability
pc (e.g., pc = 0.7), randomly determine whethessower takes places.

v If crossover does take place, go to the next sy st

v' Otherwise, form two offsprings that are exact cepid the two solutions
(parents), and go to STEP 3.

* Select randomly internal points (crossing sitesjhef solutions, and then swap the
solution parts that follow these points. The numiifecrossing sites and the kind of
crossover will depend on the implementation ofatg®rithm done.

Perform this step 2 for all solutions obtained a1, randomly selecting a pair at a
time.

What is the importance of this skeparts of each solution may contain notions of
importance or relevance. A genetic algorithm expléhis information by reproducing
high quality notions, then crossing over theseamstiamong high performers.

0 STEP 3: Random mutation (called simply mutatior).too

With a certain fixed small mutation probability, geg., pm = 0.001 or the humber
of bits/1000) randomly select a small portion of golutions and artificially change it
(e.g.,abitof 1to 0 or0to 1).

The change produce by the mutation depends of itite & problem to be solved.
For example, if the value of a gene of a chromosoamebe 0O, 1 or 1, change 1 by 0 and
vice versa is not enough. A possible mutation seheam be: change 0 by 1, 1 by 2 and 2
by 0 (new value of gene can be the rest of thesdinibetween “(previous value of gene
+1)” and “2” (the maximum value of the gene)).

What is the importance of this step®ith this step, it can be created a new breed
what would not be possible from the ordinary repiitbn and crossover breeding
processes. After a certain number of iterationgneiones most solutions in the
population become alike so that no further sigaificchanges occur, yet they are far
from original The parts changed by mutation often shake thefsalutions out of such
a static configuration (imagine that we are findihg global maximum of a function and
we are “trapped” in the zone of a local maximurnueal

2.2.4 Peculiarities

In [1], it is specified that Genetic algorithms (GBave a number of specific peculiarities by
which they differ from the other methods of optiatinn. These are the following ones:

» GA employ only the objective function, not the date oneor some other information on the
object. It is very convenient in case that the fiomcis neither differentiable nor discrete.

12



» GA employ a parallel multipoint search stratdmy maintaining a population of potential
solutions, which provides wide information on thendtion behaviour and exclude the
possibility of sticking in local extreme of the fttron. The traditional search methods, such
as gradient, can not cope with this problem.

» GA use probabilitwransitive rules instead deterministic ones. Besi@®A is very simpldor
computer implementation.

2.2.5 Advantages
Taking information of [WP2, WP4], the main advaragbtained are:

» The power of GAs comes from the fact that the tephais robust and can deal successfully
with a wide range of difficult problems.

» GAs are not guaranteed to find the global optimwtut®n to a problem, but they are
generally good at finding "acceptably good" solasidacceptably quickly".

» Even where existing techniques work well, the carabon with GA improves the results.

» The basic mechanism of a GA is so robust that,iwftirly wide margins, parameter settings
are not critical.

» Genetic algorithmare intrinsically parallel. Most other algorithms are serial: this means
that can only explore the solution space in onle afirection at a time. That has a
consequence: if the solution they discover turristode suboptimal, they have to abandon
all work completed and start over.

However GAs can explore the solution space in pleltdirections at once (because they
have several individuals in every iteration). Ifeopath turns out to be a dead end (its fitnes®tis n
good), they can easily eliminate it and continugknvon more promising avenuegiving them a
greater chance each run of finding the optimal solion.

However, the advantage of parallelism goes beybisd Consider the following: All the 8-
digit binary strings (strings of 0's and 1's) faarsearch space, which can be represented as *******
(where the * stands for "either 0 or 1"). The gjr#1101010 is one member of this space. However, it
is also a member of other spaces, like the spate*®* or the space 01****** By evaluating the
fitness of this one particular string, a genetgoathm would be sampling each of these many spaces
to which it belongs. Therefore, a GA that explici#valuates a small number of individuals is
implicitly evaluating a much larger group of indivals (because evaluating a member, you are
evaluating the different spaces that this membkmige to). It is just as a pollster who asks quoesti
of a certain member of an ethnic, religious or abgroup hopes to learn something about the
opinions of all members of that group, and thee=foan reliably predict national opinion while
sampling only a small percentage of the populatiorthe same way, the GA can "home in" on the
space with the highest-fitness individuals and fimel overall best one from that group.

In the context of evolutionary algorithms, thiskisown as the Schema Theorem, and is the
"central advantage" of a GA over other problem-isgvmethods (Holland 1992, p. 68; Mitchell
1996, p.28-29; Goldberg 1989, p.20).

» Due to the parallelism, genetic algorithms areipaldrly well-suited to solving problems
where the space of all potential solutions is truljhuge - too big to make an exhaustive
search within a reasonable time. Most problems thihtinto this category are known as
"nonlinear".
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In a linear problem, the fitness of each componenhdependent. This makes that an
improvement to any one part will produce an improgat in the system as a whole.
The main problem is that the most part of the vealld problems aren't like this. Normally
the problems are “nonlinear” problems and this kofdproblems is not so simple. For
example, a change in one component may have m@bfaets on the entire system, or multiple
changes that individually are detrimental may leadnuch greater improvements in fitness
when they are combined.

Besides, nonlinearity results in a combinatorigplesion of possibilities inside the
space: for example, a problem of 1,000-digit birgtrings:

o Ifitislinear, can be exhaustively searched bgleating only 2,000 possibilities.

0 Whereas if it is nonlinear, an exhaustive searguires evaluating 21000 possibilities - a
number that would take over 300 digits to write ioufull.

Fortunately, the implicit parallelism of a GA allewit to overcome this problem
successfully finding optimal or very good resultsa short period of time after directly
sampling only small regions of the enormous spéselations.

» Another notable strength of genetic algorithmshiat they perform well in problems for
which the fitness landscape is complexones where the fitness function is discontinuous,
noisy, changes over time, or has many local optim&/lost practical problems have a vast
solution space, impossible to search exhaustithb/challenge then is to have an algorithm
that avoids the optimum locals. Many search algorit can't assure this and can become
trapped by local optima. Making a “geographicalimgarison, it is like sometimes they reach
the top of a hill on the fitness landscape, they/mdt discover better solutions near the actual
one and they will conclude that they have reaclhedbiest one, even though higher peaks
exist in other part of the map.

Evolutionary algorithms, on the other hand, are dyascaping local optima and
discovering the global optimum, even in a very clamgditness “landscape”. All four of a
GA's major components - parallelism, selection,atioh, and crossover - work together to

accomplish this

0 The first thing that a GA makes is to generatevarde initial population, casting a "net"
over the fitness landscape.

0 Selection focuses progress, selection the besvithdils, making us “climb” in the
“fitness landscape”.

0 Small mutations enable each individual to expltsénnmediate neighbourhood.

0 However, crossover is the key element that distsiggs genetic algorithms from other
methods such as hill-climbers and simulated anmgaliVithout crossover, each
individual solution is on its own, exploring theaseh space in its immediate vicinity
without reference to what other individuals may énaliscovered. However, due to
crossover process, there is a transfer of infonatietween successful candidates -
individuals can benefit from what others have ledtrand schemata can be mixed and
combined, with the potential to produce an offsprthat has the strengths of both its
parents and the weaknesses of neither.

» Another area in which genetic algorithms excel heirt ability to manipulate many
parameters simultaneously Many real-world problems cannot be stated in seofna single
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value, they must be expressed in terms of multpjectives, usually with tradeoffs involved
between them. GAs are very good at solving sucld kihproblems because their use of
parallelism enables them to produce multiple eguadlod solutions to the same problem,
possibly with one candidate solution optimizing oparameter and another candidate
optimizing a different on€dHaupt and Haupt 1998, p.17), and a human oversaerthen
select onef these candidates to use.

» Finally, one of the characteristics that in a fivedw can be a weakness it is one of the
strengths of GasGAs know nothing about the problems they are deplad to solve they
make random changes to their candidate solutiomsthen use the fithess function to
determine whether those changes produce an impenter8ince its decisions are based on
randomnessall possible search pathways are theoretically opeto a GA; by contrast, the
strategies that use prior knowledge can’t assuee they rule out many pathways a priori,
therefore missing any novel solutions that may  texis there.
Similarly, any technique that relies on prior knedde will break down when such
knowledge is not available, but again, GAs areauviersely affected by ignorance. Finally, it
is important to say that this prior knowledge it Basy to obtain in some occasions.

2.2.6 Disadvantages

In [WP2] is explained that although genetic alduris are a good strategy for solving one
kind of problems, it is clear that they are notamgcea. GAs do have certain limitations; however, i
will be shown that all of these can be overcome ok of them bear on the validity of biological
evolution.

> The first difficulty is defining a representation for the problem The language used to
specify candidate solutions must be robust; itemust be able to tolerate random changes
such that fatal errors.

This problem does not arise in nature, becausenibthod of representation used by
evolution, namely the genetic code, is inherertdlyust: there is no such thing as a sequence
of DNA bases that cannot be translated into a proféherefore, virtually any change to an
individual's genes will still produce an intelliggbresult. This is in contrast to human-created
languages such as English, where the number ofingfahwords is small compared to the
total number of ways one can combine letters ofthhabet, and as a result of a mutation we
can obtain a nonsense result.

> Other difficult to have in mind iBow to write the fitness function: if this part is not made
well, chosen the fitness function poorly or defmibimprecisely, the GA

o may be unable to find a solution to the problem,
o or may end up solving the wrong problem.

This is not a problem in nature because only otrees$s function exists: the drive to
survive and reproduce, no matter what adaptatioakenthis possible. Those organisms
which reproduce more abundantly compared to tloempetitors are more fit.

> In addition the other parameters of a GA - the size of the popation, the rate of

mutation and crossover, the type and strength of $ection - must be also chosen with
care, for example:
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o If the population size is too smathe genetic algorithm may not explore enoughhef t
solution space and doesn't find good solutions.

o If the rate of genetic change is too high or thiedt®n scheme is chosen pogrihe
population may change too fast for selection ta &vimg about convergence.

Living things do face similar difficulties, and dution has dealt with them. It is true that,
in an extreme drastic environmental change (pojoulatize falls too low, mutation rates are
too high or the selection pressure is too strohg)species may go extinct. The solution that
the nature has adopted is "the evolution of evaligb-> adaptations that alter a species'
adaptability. For example, most living things hasmlved elaborate molecular machinery
that checks for and corrects errors during the ggecof DNA replication, keeping their
mutation rate down to acceptably low levels. Ofrseunot all catastrophes can be evaded,
but in general, evolution is a successful strategy.

> Other weakness of GAs moblems with "deceptive" fitness functions, i.e., those where
the locations of improved points give misleadingoimation about where the global
optimum is likely to be found.

The resolution to this problem for both geneticositihpms and biological evolution is the
same: evolution is not a process that has to fiacsingle global optimum every time.

» One well-known problem that can occur with a GAm®wn aspremature convergence If
an individual that is more fit than most of its quatitors emerges early on in the course of
the run, it may reproduce so abundantly that iwefridown the population's diversity too
soon leading the algorithm to converge on the locdlropm that that individual represents
rather than searching the fitness landscape thbtpwenough to find the global optimum.
This is an especially common problem in small papahs, where even chance variations in
reproduction rate may cause this problem.

The most common methods implemented by GA reseertbeleal with this problem all
involve controlling the strength of selection, sorept to give excessively fit individuals too
great of an advantage. Rank, scaling and tournas®attion, discussed earlier, are three
major means for accomplishing this

In nature, premature convergence is less commare simost beneficial mutations in
living things produce only small, incremental fisseimprovements; mutations that produce
such a large fitness gain as to give their posseskamatic reproductive advantage are rare.

> Finally, several researchers advise agaigstg genetic algorithms oranalytically solvable
problems, because traditional analytic methods take musé tiene and computational effort
and usuallyguaranteednhathematically to obtain the exact solution

In nature, this issue does not arise since themm iperfect solution to any problem of
biological adaptation.

2.2.7 Pecularities of the developed GA

In this section it is going to be explained sometipalar operations and parameters that
appear in the developed genetic algorithm:

» Crossover percentage
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This parameter indicates the number of elementseofctual population that are not going

to be part in the following cross operation. Foareple:

Imagine that we have a population of 10 elementsthe crossover percentage is 20%.
That means that theorst 2 elements (the 2 elements with the worst fithass)ot going to be
part of the “cross operation”, while the other 8ménts the 8 elements with the best fitness) are
going to take part of the following cross operation

» Kinds of cross developed

We have developed 2 kind of cross operation:

0 The first one, which can be called “bits crosshere we get the bits that represents of 2

elements and we mix them. We can have 1, 2 or/@pof crossover. Examples:

In all the previous crosses, the positions of ecngswere generated randomly.

With one point of crossover:
Element11 010

Element2: 0011

Position of crossing: 2.
Element 1 after crossing:01 1.
Element 2 after crossing: 0100.

With two point of crossover:
Element110101010101
Element2:00110011001

Positions of crossing: 2, 7.

Element 1 after crossing:011001 1101

Element 2 after crossing: 0100 1 0 1 @ 0 1.

With three points of crossover:
Element1101010101010
Element2:010101010101.
Positions of crossing: 2, 6, 9.

Element 1 after crossing:00 1011011 01.
Element 2 after crossing: 0110 1001001 Q

0 The second one, that can be calfegrameter cross”, doesn’'t make a literal cross of the
bits of the elements. In this “parameter crossg, lew elements are obtained at a mix of
the fitnesses of the fathers. The amount or pesgento take of the fitness of every
parent depends of a parameter, “a”, which belorgsnterval [-0.25, 1.25]. This
parameter is generated randomly. Example:

Element 1(el): 42.82245635986328.
Element 2(e2): 41.09468460083008
al: 0.458093

a2: 0.27732277

Element 1 after crossing (cel):

cel=al*el+ (1l-al)*e2=41.88616472770832

Element 2 after crossing(ce2):

ce2= a2*el + (1-a2) * e2 =41.314180061355046

» Type of mutations
We have developed 2 kinds of mutations:
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Type A: it can be called “mutation per bifThe mutation process affects to not every bit,
I mean, one random number is generated for evérthai is in the population. If the
generated number is less than the 1/1000, thebdidered is mutated.

Type B: it can be called “global mutatior®One random number is generated for all the
population. If the generated number is less tham tmutation probability
(numberBits/1000), a number of mutations are goitg be produced.
The number of mutations produced is the integetr giathe mutation probability + 1, |
mean:

« If probability of mutation is a number between 1), one mutation is produced.
e If probability of mutation is a number between2}, two mutations are produced.

The position of mutation (element and bit of tHaheent) is produced randomly.

Iteration criteria :

We have developed 6 different iteration criteria:

Iteration criterion 1: Selecting this option, theeu will have to define the number of
times than the algorithm has to be repeated ustédnd.

Iteration criterion 2: Selecting this option, theeu will define the number of iterations
consecutive without change in the best elementttietlgorithm has to execute before
its ending. For example:

Imagine that the user indicates that 5 is the nurobéerations without change and
we will call iteration without change as “iterWChThen, a possible execution of the
algorithm can be:

Iteration 0: new best element and iteration withahange =0.

Iteration 1: appear a new best element, and tkeWh is 0.

Iteration 2: don’t appear new element, and thamiteh is 1.

Iteration 3: Appear new element, and then iter\WW&C0.. i

Iteration 4: don't appear new element, and themiteh is 1.

Iteration number 8: don't appear new element, dreh titerWWCh is 5. Algorithm
ends.

Iteration criterion 3: Selecting this option, theeuwill have to define 2 things:
» The number of iterations without change until forae mutation. For future
explanations, this number is going to be called.“A”

e The number of forced mutations that the user wantsrce. For future explanations,
this number is going to be called “B”.

In this method, when the number of iterations withchange until force a mutation
appears, the algorithm forces a mutation in onthefelements of the actual population.
The number of total mutations forced until the efthe algorithm is defined by the user
too as it can be seen before. The algorithm endnwA” iterations without change in
the best algorithm have appeared since the foragdtibon number “B”.

Iteration criterion 4: It is the iteration critericumber 1 where number of iterations is 5.
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o lteration criterion 5: It is the iteration criteionumber 2 where number of iterations
without change is 5.

0 lteration criterion 6: It is the iteration criterimmumber 1 where both parameters are 5.
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3 Environments and programming
languages

In this chapter it is going to be exposed a preegiem of the different environments and
programming languages used to develop the appmlitgiroposed in the chapter 1, based on the
theorical aspects developed in the chapter 2. dipter will be divided in 1 main section, JAVA,
that contains 4 sub-sections: brief history of Jawizere it is going to be exposed the beginning and
the expansion of this language; main charactesjstitere it will be shown the main aspects that
defines the actual language; advantagesich shows the strengths of the language; and
disadvantagesvhere it will be exposed the weakest spot ofldhguage.

3.1 JAVA

In [WP8], it is exposed that Java is a programniamguage created by Sun Microsystems and
released in 1995 as one of the main componentaios Java platform. The language follows the
steps of C and C++ in the syntax but has a singidgrct model and fewer low-level facilities. Java
applications are normally compiled to byte codeisTHyte code can run on any Java virtual machine
(JVM) independently what is the computer architeztu

The reference and original implementation Java dlensp class libraries and virtual machines
were developed by Sun from 1995. In May 2007, feilg the specifications of the Java Community
Process, Sun made available most of their Javadémties as free software under the GNU General
Public License. Other companies have developednalige implementations, such as the GNU
Compiler for Java and GNU Classpath.

3.1.1 Brief history of JAVA

In [WP8] it is specified that in June 1991, Jameslag created the Java language for use in a
set top box project. The language was initiallylethlOak because James Gosling had an oak tree
outside his office. After several names. includihg name “Green”, it was decided to call the
language “Java”, word selected from a list of randeords. The goals that gosling wants to obtain
were to implement a virtual machine and a langubgesimilar in notation to C and C++.

In 1995 the first implementation of java that apeean public. That implementation was Java
1.0. It promised "Write Once, Run Anywhere" (WORAoviding no-cost runtimes on popular
platforms. It was quite secure and its security e@¥igurable: the user was able to restrict networ
and file access. A short time after, major web ls®w incorporated the ability to run secure Java
applets within web pages.

In a short time of period, Java became popularh\Wie arrival of Java 2, new versions had
multiple configurations created to answer the needs of the different types of platforms:

» J2EE was for enterprise applications and the gresipped down version.
» J2ME was for mobile applications.
» J2SE was the designation for the Standard Edition.

On 13 November 2006, Sun released much of Javaasdftware under the terms of the GNU
General Public License (GPL). On 8 May 2007 Suisffied this process, making all the code of
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Java's core open source, except a small portionode that Sun did not have the copyright.

3.1.2 Main characteristics
They have been extracted from [WP8].

» Platform independence

This characteristic lets Java users write progrdh@ must run similarly on any
supported hardware/operating-system platform. Thiget is reached by most Java
compilers by compiling the Java language code flf@ava byte codg. This Java byte
code can be defined as simplified machine inswastispecific to the Java platform. After
this process, the code is run arvirtual machine (VM). The virtual machine is a program
written in native code that interprets and execg@®eric Java byte code. This code is written
on the host hardware The Java bytecode is integbatconverted to native machine code by
the JIT compiler (look Figure 1: obtained from Pil€ of Lecturel of the course “IJE”).

An interpreted virtual machine was used in thet finplementations of the language to
achieveportability . The disadvantage of these implementations wdsptbduced programs
ran more slowly than programs compiled to nativecexables, like in C or C++ programs.
This produced a reputation for poor performancéh&language. More recent Java Virtual
Machine implementations produce programs that uitedaster than before, using multiple
techniques. These techniques are going to be edjroskee next paragraphs.

The first technique that is going to be exposethéstechnique knowas just-in-time
compilation (JIT) With this technique, the Java bytecode is traedliato native code at the
time that the program is ruiThis produces a program that executes faster ititarpreted
code but this has a bad aspect: there is compilatierhead during execution.

To solve this aspect, more sophisticated virtuathirees usedynamic recompilation.
This technique is based on the idea that the VMaaalyze the behaviour of the running
program and selectively recompile and optimizeiaait parts of the program. Dynamic
recompilation can obtain code more optimitean the one obtained using static compilation.

The third technique that is going to be exposethéstechnique commonly known as
static compilation. With this technique, the code is directly comgilato native code. This
is used by the more traditional compilers. Staéicalcompilers translate the Java language
code to native object code, without the intermedibytecode stageOne example of
computer that uses this technigue is GIGis method achieves good performance compared
to interpretation, but has one weakness: the pitityails minor.

A

Java source codes

independent

)

10
v

dependent

Figure 1: compilation in Java
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Automatic memory management

This aspect let programmers not to be worried alpeeinory management¥When the
programmer has to allocate memory manually, sévenpleasant” situations can appear: if
he forgets to deallocate memory previously allatatewrites code that fails trying to make
the task, a memory leak occurs and the progranteasume an arbitrarily large amount of
memory; if the program attempts to deallocate #gion of memory more than once, the
result is undefined and the program may becomehblestind may crash. Automatic memory
management try to avoid all these kind of problems.

In Java, automatic memory management is realizedubymatic garbage collector
The programmer determines when objects are creaeldhe Java runtime is responsible for
managing the object's lifecycle. When there areefierences to an object, this one is eligible
for release by the Java garbage collector and yt beafreed automatically by the garbage
collector at any time.

The use of garbage collection in a language camaffect programming paradigmis,
for example, the developer assumes that the cadtoafate memory or free space of memory
is low, he may choose to construct objects instdagdre-initializing, holding and reusing
them.

Other characteristic about garbage collector irmJdawthat it is virtually invisible to the
developer developers may have no notion of when garbadeatmn will take place. This
can be an advantage or a disadvantage, dependihg amention of the application.

To end this aspect, it has to be said that Java doesupport pointer arithmetiecause
the garbage collector may relocate referenced tshjcarbitrary manipulation of pointers is
allowed, the safety and security of the automatiemmry management wouldn’t be

guaranteed

3.1.3 Advantages

Some of the advantages extracted from [WP5].tretiie of Java brings to its users are:

>

Java issimple

0 Java has replacettte complexity of multiple inheritanci@ languages like C++ witla
simple structure called interfaceand also has eliminated the use of pointers

o Java uses automatic memory allocation and garbagmllection.

0 The number of language construatsJava_ is small for such a powerful languagke
clean syntax makes Java programs easy to writeeaud

Java isDistributed: this let programmers construct distributed praggan an easy way:
writing network programs in Java is like sendingl aeceiving data to and from a file.

Java iPortable

0 The programs implemented in Java can run on antfopta without having to be
recompiled
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o0 There are no platform-specific features on the Jdasaguage specification.

Java is Architecture Neutral: this is a consequence of platform independent.

Security: The compiler, interpreter, and Java-compatibtavsers contain several levels of
security measures to reduce the risk of securitypromise, loss of data and program
integrity, and damage to system users.

Reliability :
o Pointers and automatic type conversion, featured Hre _detrimental to program

reliability, are avoidedin Java, independently the platform used to imglemthe
application.

0 The Java compiler provides several levels of aolditi checksto identify type
mismatches and other inconsistencies, independtlplatform used to implement the
application.

o The Java runtime system duplicates many of thekshaod performs additional checks
to verify that the executable bytecodes form a dvaldava program.

Multimedia : Images, Sounds and Animation: JAVA provides esiten multimedia facilities
that will enable a programmer to start developingwerful multimedia applications
immediately.

Networking: JavaBeans make networking easy to write reusadmeponents that can be
strung together with a minimum of additional codimglded to the original codes.

Java isRobust. This is managed because Java has several chaticdethat makes this:

o Early checking for possible errorsalized during the implementation of the applimati

0 Java does not support pointenghich eliminates the possibility of overwritingemory.

o0 Java has a runtime exception-handling featwreprovide programming support for
robustness, and can catch and answer to an excalpsituation so that the program can
continue its normal execution and terminate sudolygsvhen a runtime error occurs.

Java isMultithreaded. This is managed because Java has several chastcsetiiat makes
this:

0 In Java,_multithreaded programming has been intedranto Java while in other
languages, operating system-specific procedures btabe called in order to enable
multithreading.

0 Multithreading _is especially useful irthe development of GUI and network
programming

Java isDynamic: A programmer can add to the class hew methodspamgkrties without
affecting the clients of the class. Also, Javabie &0 load classes as needed at runtime.
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3.1.4 Disadvantages

» The main disadvantage speed An interpreter must first translate the Java hjir@de into
the equivalent microprocessor instruction.
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4 Developed aplication

In this chapter it is going to be exposed theediht elements that works together to manage
the objectives expressed in Chapter 1, based othdweical aspects developed in chapter 2. This
chapter will be divided in 2 sections: Global viemhere a global view about the work of the system
is made; and_Developed classebere all the classes of the system are explai@rdhe other hand,
this second section has 2 parts: General classbere the classes that are present in all the
developed problems are specified; and Specifissela for the different problemshere the rest of
the classes are presented.

4.1 Global view

This section is written to let the user have a glaliew about the working of the application.
It is going to be exposed the kind of instanceg thahe most of the time, are going to be workimg
the system while the system is developing the dhgar(when all the input data has been introduced)
for every one of the solved problems by the appboca

» "Greatest binary number": there will be instances of classes Application,irMBrame,
FrameGAB, controlGAB and Control.

» “Most ones followed by one cero! there will be instances of classes ApplicatiorgiiM
Frame, FrameGAB, controlGAOneZero and Control.

» "TSP": there will be instances of classes ApplicationaitM Frame, FrameTSP,
controlGATSP and Control.

» "Greatest sin in a defined interval": there will be instances of classes Applicatiorgit
Frame, FrameGAlinterval, controlGAlnterval and Cohtr

» “Greatest real number”: there will be instances of classes ApplicationaitM Frame,
FrameGAReal, controlGAReal and Control.

» "Greatest binary real number" : there will be instances of classes ApplicatiomidFrame,
FrameGABReal, controlGABReal and Control.

4.2 Developed classes

4.2.1 General classes

4211 Aplication

> Overview

This class is the responsible of beginning all tperation of the algorithm genetic,
independently of the problem that the user hastsldo be resolved.
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> Attributes

0 boolean packFrame it is an attribute, initialized to false, thatused, depending on his
value, in the method of creation of this class.

> Methods

0 Application(): It is the constructor of this class. In this nmththe main frame of the
application is created.

4.2.1.2 Elemento

> Overview

This class is the responsible of representing yewvaember of the actual population,
independently of the step of the process thatirsgo#eveloped.

> Attributes

0 double[] valor: In this attribute, it is saved the value of tHengent. In the problem
called greatest real number, it is simply a reahber. In the rest of the cases, it is an
array of integer values.

o double fitness This attribute represents the fitness of the el@nm the actual problem.

o0 double fitnessProbability. This other attribute represents the probabilitatthas the
element to be selected in the reproduction process.

0 double expectedCount This represents the average number of elememtsceed like
this one in the future population.

> Methods

0 public Elemento(int length): this is one of the creators of this class.
o0 public Elemento(double v[],int length} This is the other creators of the class.
0 double getFitness(} this method returns the value of the attribditméss”.

o void setFitnessProbability(double poblationFitness)this method is used to initialize
the attribute “fitnessProbability”.

0 double getFitnessProbability()this method returns the value of the attribute
“fitnessProbability”.

0 void setExpectedCount(int n) this method is used to set a value in the atieibu
expectedCount.

0 double getExpectedCount() this method is used to obtain the value of thdbaie
expectedCount of the object.
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4.2.1.3

double[] getValor(): this method is used to obtain the set of valdake attribute valor
of the object.

void setValor(double[] aux,int pos, int posFinal): copy the vector specified in the
parameter “aux” from the position specified in tpharameter "pos" until position
specified in the parameter "posFinal” in the saostipns of the attribute valor.

void setFitness(double Fitness}his method is used to initialize the attribufigrtess”

GA

> Overview

This interface represents the operation thaganeg to have the classes in charge of

developed the main operations of the genetic dlgos in the different problems offered in the
developed application.

> Attributes

This element doesn’t have attributes becauseait isterface.

> Methods

o void ForceMutation(List childrenPopulation): this method is called to force a mutation

in the population specified in the parameter “atgtdPopulation”.

void setLength(int lengthP) This method is used to set the value of thebaitei length
of the classes that implements this interface.

void setNumPopulation(int numPopulationP) This method is used to set the value of
the attribute numPopulation of the classes thatampnts this interface.

void setNumberBits(int numberBitsP) This method is used to set the value of the
attribute numberBits of the classes that implem#nssinterface.

void setMutationProbability(float mutationProbabili tyP): This method is used to set
the value of the attribute length of the classasithplements this interface.

int getNumberBits(): returns the number of bits of the object of ofieghe class that
implements this interface.

void reproduction(List population,List childrenPopulation): calling this method in
one object of one of the classes that implemeinddriterface is developed the process of
reproduction. This method has 2 parameters: “poijonfg that specifies the parent
population and “childrenPopulation” that represetfits population that is going to be
obtained after the process of the reproductionhefgopulation specifies in parameter
“population”.

void DividePoblation(float porcentajeRemain, List ppulation,List parents,List

offsprings,List indParents,List indOffsprings): Calling this method, the object that
develops this method divide the population spetifie the parameter "population”
between 2 populations specified in the parametpesehts" and "offsprings". This
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4214

division is made having in mind the value of theagpaeter “porcentajeRemain”. This
percentage indicates the percentage of elementsisttgoing to form the population
“parents” and the percentage of elements that imggdo form the population

“population”. This method also store the positiaofsthe elements, referred to the
population "population”, of both populations (“parg& and “offsprings”) in the

parameters "indParents" and "indOffSptring"

void crossoverBreeding(List childrenPopulation,int numberPoints). thanks to this
method, the object called develops the processoskover breeding over the population
specified in the parameter childrenPopulation. Tdnsssover process can be developed
in 3 different ways, with one point of crossovelitha2 points of crossover or with 3
points of crossover. This last data is specifiethenparameter called “numberPoints”.

void randomMutation(List childrenPopulation,int typ eMutation): In this method is
developed the process of mutation. This processutétion is made over the population
indicated in the parameter “childrenPopulation”.efidn can be 3 different type of
mutations indicated in the parameter “typeMutation”

List createlnitialPopulation() :Calling this method, the object that develops thethod
creates the initial population of the algorithm.eTélements of this initial population are
created randomly and are different between them.

MainFrame

> Overview

This class is the one that represents the mamefraf the application, | mean, the one when

you can select the problem to be solved.

> Attributes

This class only has attributes that representsesiesiof the user interface of the main window.

> Methods

public MainFrame() : it is the creator of the class.
void jbiInit() : in this method, all the elements of the objeetiaitialized.

void processWindowEvent(WindowEvent ) This method defines the process realized
when an event relationates with the window appears.

Methods relationates with the action to realized wln a particular button is pressed.
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4.2.1.5 Control

> Overview

This class is the responsible of making some dtjoeim that are not special of genetic
algorithms, like checking that the user has intoedliall the necessary parameters, compares the
fitness of the elements of the population and stdne best one, calculate if the algorithm hasth e
etc.

> Attributes

0 intlength: length of the elements that forms part of théedént populations.
0 int ChosenEnd used to know if there has to be a new iteratioth® algorithm or not.
0 int numlterWithoutChange : actual number of iterations without change preduc

0 int TotalNumiterWithoutChange : stores the maximum number of iterations without
change in the best element that the algorithmdasgécute.

0 inttipoProblema: this attribute indicates the problem selectedheyuser.

0 int numberlterations: maximum number of iterations that the algorithen execute.
0 int numberMutations: it is the total number of mutations that is goinde forced.
0 Int end: this attribute indicates if the algorithm hastmtinue or not.

0 int numPopulation: shows the number of elements of the differentutetjons.

0 int mutationsForced: the number of mutations forced until the actuahmant.

0 inttypeMutation: type of process of mutation selected by the user.

o String fileName: name of the input file (necessary in “TSP”).

o float porcentajeRemain percentage of crossover introduced by the user.

0 int numberPoints: indicates the number of points used in the cnesprocess.

o float lowerLimit : in the "Greatest sin in a defined interval” irates the lower limit of
that interval.

o float upperLimit : in the "Greatest sin in a defined interval” iraties the upper limit.

0 intrealLength: in the problem called "Greatest binary real nurb&licates the length
of the real part.

> Methods

0 public Control(): it is the creator of the class.

0 void setLength(int lengthP) sets a new value in the attribute “length”.
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void setNumPopulation(int nhumPopulationP) stores a new value in the attribute
“numPopulation”. This new value is specified in ffeameter of the method.

void setNumberPoints(int numberPointsP) this method is referenced to set a new
value in the attribute “numberPoints”. This newuels specified in the parameter of the
method.

void setTypeMutation(int typeMutationP): this method is used to set a new value in
the attribute “typeMutation”. This new value is sified in the parameter of the method.

void setCrossOver(float crossOverP)this method is called to stablish a new value in
the attribute “porcentajeRemain”. This new valuespgcified in the parameter of the
method.

void setRealLength(int lengthP) this method is used to store a new value in the
attribute “realLength”. This new value is specifiadhe parameter of the method.

void setLowerLimit(float lowerLimitP) : this method is called to set a new value in the
attribute “lowerLimit”. This new value is specified the parameter of the method.

void setUpperLimit(float upperLimitP) : this method is referenced to establish a new
value in the attribute “upperLimit”. This new valige specified in the parameter of the
method.

int getLength(): returns the value of the attribute “length”.

int getNumPopulation(): is used to return the value of the attribute “Rapulation”.

int getNumberPoints(): returns the value of the attribute “numberPoints”

int getTypeMutation(): returns the value of the attribute “typeMutation”

float getCrossOver() is used to return the value of the attribute temtajeRemain”.

int getRealLength(). returns the value of the attribute “realLength”.

float getLowerLimit() : returns the value of the attribute “lowerLimit”.

float getUpperLimit() : is used to return the value of the attribute ‘@nhmit”.

void setTipoProblema(int tipoProblemaP) sets a new value in the attribute called
“tipoProblema”.

int getTipoProblema(): returns the value of the attribute “tipoProblema”

void setNumberlterations(int numberlterationsP): sets the value of attribute called
“numberlterations”.

int getNumberlterations(): returns the value of the attribute “numberlteras’”.

int getNumlterWithoutChange(): this method returns the value of attribute called
“numlterWithoutChange”.
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void setNumlterWithoutChange(int numliterWithoutChan geP) establishes the value
of the attribute “numlterWithoutChange”.

void setMutationsForced(int mutationsForcedP) sets a new value of attribute called
“mutationsForced”.

int getMutationsForced(): obtains the value of the attribute “mutationsfealc

int initialCkecking(String name1,String name2,String hame3) checks if the user has
completed the input fields that appear in the mstaof “FrameGAB” that calls this
method. Returns 0 if everything is correct; othember, if something is not correct.

int initialCkeckingReal(String namel,String name2) the same than the previous
method for the problem “Greatest real number”.

int initialCkeckingBReal(String namel,String name2String name3,String name4)
the same than the previous method for the probferedtest binary real number".

int initialCkecking TSP (String namel,String name2, &ing name3): the same than the
previous method for the problem "TSP".

int initialCkeckingInterval(String namel,String name2,String name3,String
name4,String name5) the same than the previous method for the probiéreatest sin
in a defined interval".

void reset(} when a thread is stopped, let the things readthionext possible thread.

int initialization(int lengthP, int numberElementsP, int criteriumiterationP, int
numberPointsP, int typeMutationP, float crossOverP,int tipoProblemaP): with this
method, the attributes of the object of this clssinitialized when the actual problem is
“Greatest binary number"” or “Most ones followeddne cero".

int initializationGABReal(int lengthP,int realPartL enghtP,int numberElementsP,int
iterationCriteriumP,int numberPointsP,int typeMutat ionP,float crossOverP): the
same than the previous method for the problem "@sehinary real number".

int initializationGABInterval(int lengthP,int numb erElementsP,float
lowerLimitP,float upperLimitP,int iterationCriteriu mP,int numberPointsP,int
typeMutationP,float crossOverP): the same than the previous method for the pnoble
"Greatest sin in a defined interval".

int initializationGATSP(int  iterationCriteriumP, in t numberPointsP, int
typeMutationP, float crossOverP, int numberElement®): the same than the previous
method for the problem “TSP”.

int initializationGAReal(int numberElementsP, int iterationCriteriumP, int
typeMutationP, float crossOverP) the same than the previous method for the problem
“Greatest real number”.

void copy(List childrenPopulation, List parents, List offsprings, List posParents,
List posOffsprings): copy the elements of the populations specifiedparents” and
“offsprings” in the population specified in “chileinPopulation” in positions “posParents”
and “posOffsprings”.
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o0 void calculateBestEver(List childrenPopulation, Elenento bestEverSolution)
calculate the best ever solution until the actuabmment. The parameter
“childrenPopulation” contains the elements whoseeBs is going to be compared with
the fitness of the element specified in the paranfestEverSolution”.

0 int testEnd(int actualNumberlteration, GA ga, List childrenPopulation): returns one
if the ending condition of the genetic algorithmsistisfied. The parameters “ga” and
“childrenPopulation” are necessary if a forced rtiatahas to be produced.

0 int testEnd2(int actualNumberlteration, GAReal ga, List childrenPopulation): The
same function than the previous method “testEndt,for GAReal instances (the only
one that doesn’t implement interface “GA").

o Different methods necessary to solve the “TSP”

« int numberLines(File archive): calculates the nunidddines of the file “archive”.

« void initializeCoordinates(double[][] coordinateser archive) : initializes the
parameter “coordinates” using as input file the §ipecified in parameter “archive”.

e void Fill(String line,int row,double[][] coordinas) : Given a line, specified in the
parameter “line”, of the input file initializes thew number “row” of the parameter
“coordinates”.

e void calculateDistances(double[][] coordinates, lef][] distances, int length):

calculates the distances between the differentescitspecified in parameter
“coordinates”. The results are stored in the patanfdistances”.

42.1.6 FrameData

> Overview

This class is the responsible of creating the érattmat let the user introduce the extra
information needed when the criterion iteratiorestdd is 1, | mean, the number of iterations of the
algorithm.

> Attributes

0 int numlterations: this attribute contains the number of iteratiohthe algorithm.

o FrameGAB framegab, FrameGABReal framegabreal, Fram&Ainterval
framegainterval, FrameGAReal framegarea] FrameTSP frametsp indicate the
possible “father”, the possible creator of the obje

o0 int fatherType: this indicates the kind of father of the objdtis useful to know which
of the “frame attributes” has to be referenced.

0 Attributes that represents the user interface: JPanel jPanell, JlLabel jLabell,
JTextField jTextField1, JButton jButtonl.
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> Methods

(0]

(0]

(0]

4.2.1.7

public FrameData(): it is the default creator of the class.

int getNumberlterations(): returns the value of the attribute “numlterations

void jbiInit() : is the method that initializes the elements efdlass.

String getDataTextField1() returns the text that is in the attribute jTert&il.

void jButtonl1_actionPerformed(ActionEvent e} This method defines the operations to
be realized when the Buttonl (the one with thexgttOK”) is called. One of the aspects
that this method does is to validate if the usenhantroduced all the data when this
button is pressed.

void setFather(FrameGAB f} initializes “framegab” and “fatherType” too.

void setFather(FrameGABReal f) initializes “framegabreal” and “fatherType” too.
void setFather(FrameGAlnterval f) initializes “framegainterval” and “fatherType” too

void setFather(FrameGAReal f) initializes “framegareal” and “fatherType” too.

void setFather(FrameTSP f) initializes “frametsp” and “fatherType” too.

FrameData2

> Overview

This class is the responsible of creating the érattmat let the user introduce the extra
information needed when the criterion iteratiorestd is 2, | mean, the number of iterations withou
change that can be produced until ending the akgori

> Attributes

int numiterationsWithoutChange: this attribute contains the number of iterations
without change that can be produced.

Attributes framegab, framegabreal, framegainterval, framegareal, frametsp,
fatherType and attributes that represents the useinterface of frameData..

> Methods

0 public FrameDataZ2(): it is the default creator of the class.

(0]

int getNumberlterationsWithoutChange(): returns the value of the attribute
“numlterationsWithoutChange”.

o void jbinit() : is the method that initializes the elements efclass.
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0 Methods getDataTextField1l(), jButtonl actionPerforned(ActionEvent e) and
methods setFather of FrameData.

42.1.8 FrameData3

> Overview

This class is the responsible of creating the érathmat let the user introduce the extra
information needed when the criterion iteratiorestdd is 3, | mean, the number of iterations withou
change that can be produced until forced a mutatiah the total number of mutations that can be
produced until ending the algorithm.

> Attributes

0 int numlterationsWithoutChange: this attribute contains the number of iterations
without change that can be produced until forcetugation.

0 int mutationsForced: this attribute stores the total number of mutatidhat can be
produced.

0 Attributes framegab, framegabreal, framegainterval, framegareal, frametsp,
fatherType of frameData and several attributes thatrepresents the user interface.

> Methods

0 public FrameData3(): it is the default creator of the class.

0 int getNumberlterationsWithoutChange(): returns the value of the attribute
“numlterationsWithoutChange”.

0 int getMutationsForced(): returns the value of the attribute “mutationsieci’c

0 Methods getDataTextField1(), jButtonl_actionPerforned(ActionEvent e) and
methods setFather of FrameData.

0 String getDataTextField2(): returns the text that is in the attribute jTaeté?2
o void jbinit() : is the method that initializes the elements efclass.

0 intinitialChecking() : this method returns 0 when all the necessanaeaidta have been
introduced and other number in otherwise.

36



4.2.2 Specific classes for the different problems

4221 "Greatest binary number"

» GAB

o Overview

This class is one of the classes that implemenirtferface GA specified in the section 4.3 of
this memory. This class is going to be the resf&f doing the main operations relative to the
genetic algorithm in the problem of finding the @pesst binary number.

o Constants

float crossoverProbability represents the value of the probability of crossov@7
(extracted of one of the sources of the bibliogyagecified in this memory).

0 Attributes

int numPopulation: attribute saves the value of the number of elésnen
int length: represents the length of the elements.
int numberBits: represents the total number of bits of the pdmra

float mutationProbability : represents the mutationProbability of the aldponit

0 Methods

public GAB(): this is the creator of this class.
Implementations of the methods of interface GA

void cross(Elemento crossElement, Elemento crossElent2, int posBegin, int
posEnd) this is a method that is not part of interface.@Ais method is called to
cross the bits of the 2 elements specified in themeters “crossElement” and
“crossElement2” from the initial position specifigdthe parameter “posBegin” until
the position specified in parameter “posEnd”.

void calculateFitness(Elemento e}his is a method that is not part of interface.GA
This method is called to calculate the fithesshefélement specified in the parameter
“e”. This value is saves in the attribute fithe§shat element specified in parameter
Heﬂ-

void calculateStadistics(List population) This is a method, like the previous one,
that doesn’t appear in the interface GA. It iselto calculate the new value of the
attributes “fitness”, “fitnessProbability” and “e@ptedCount” of all the elements
specified in the parameter “population”.
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» FrameGAB

o Overview

This class is the one that represents the mamefraf the problems called "Greatest binary
number" and “Most ones followed by one cero". Ofingportant general aspect of this class is that
extends class JFrame.

0 Attributes
* int tipoProblema: saves the type of problem that we are solving.

* boolean extraDatalntroduced used to control if all the input data has been
introduced.

« controlGAB cGAB: represents the instance of the class control@#Bis going to
be part in the actual process.

» FrameData fd: represents the possible instance created bydfualeobject of the
class “FrameData”. This happens when the user phesbutton “extraData” when
the iteration criterion selected is 1.

« FrameData2 fd2 represents the possible instance created byctnalabject of the
class “FrameData2”. This happens when the uses fghesbutton “extraData” when
the iteration criterion selected is 2.

« FrameData3 fd3 represents the possible instance created byctnalabject of the
class “FrameData3”. This happens when the uses fhesbutton “extraData” when
the iteration criterion selected is 3.

e Control c: symbolizes the instance of class Control thatiistake part in the actual
process.

* Attributes that represents the user interface JPanel contentPane, JPanel
JpanelParameters, JPanel JpanelAction, JPanel IRpeaoks, JlLabel jLabell,
JTextField JTextFieldl, JLabel jLabel2, JTextFigldextField2, JLabel jLabel3,
JComboBox JComboBox3, JLabel jLabel4, JLabel jLapellLabel jLabel6,
JComboBox JComboBox4, JComboBox JComboBox5, JTekktFJTextField6,
JTextField JTextField7, JLabel jLabel7, JTextFigldextField8, JLabel jLabel8,
JButton jButtonStart, JButton jButtonStop, JButtofButtonl, JScrollPane
jScrollPanel, JTextArea jTextAreal, JTextArea jFegta2, JPanel jPanell.

0 Methods
* public FrameGAB(String name) : it is the creator of the class.
< void jbinit(String name) : it is the method that initializes the elemeritthe class.

e void showErrors(int error) :. If any of the numerical numbers introduce by tiser
is incorrect, the system shows a window saying e/lgthe mistake.

e void showsStringErrors(int error) : this method will show a window saying which
parameter hasn't been introduced if this situatippears.
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int initialCkecking() : in this method is specified the behaviour that bject of this
class makes to check if the to validate if the usas introduced all the input
parameters.

void jButtonStart_actionPerformed(ActionEvent e) : In this method the
operations to realize when the user presses theojiitart are defined.

void jButtonStop_actionPerformed(ActionEvent e): In this method the operations
to realize when the user presses the jButtonS@pefined.

void jButtonl actionPerformed(ActionEvent €) : This method defines the
operations to be realized when the Buttonl(the witle the string “moreData”) is
called. Depending the value of the parameter ‘tlemecriterion”, the actions will be
different:

v If iteration criterion is 1, it will appear a windo(instance of FrameData)
asking the number of iterations.

v If iteration criterion is 2, it will appear a windginstance of FrameData2)
asking the number of iterations without change

v’ If iteration criterion is 3, it will appear a windginstance of FrameData3)
asking 2 parameters:

¢ The number of iterations without change until é&ecmutation.
* The number of forced mutations that the user wiantsrce.
v In the rest of the cases, it will not appear anydoiv.

void setActuallteration(int actuallteration) : this method is called to set a new
value in JTextField7( the text field that shows #dotual iteration).

void setExtraDatalntroduced(boolean extraDatalntroducedP) : this method is
called to set a new value in attribute “extraDataiduced”.

void setBestElement(double[] bestElement) this method is called to set a new
value in JTextField8( the text field that shows thest element after the actual
iteration).

void setTextjTextArea2(String text) : it is used to set text in the attribute
jTextArea2.

void setTextjTextAreal(String text) : it is used to set text in the attribute
jTextAreal.

void appendTextjTextAreal(String text) : it is used to add text in the attribute
jTextAreal.

void resetTextFields(): it is used to reset the text fields that repneésbe actual
iteration and the best element. It is called whenuser press the button start.
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> ControlGAB

o Overview

This class is the responsible of developing(adstening) all the genetic algorithm in the
problems called "Greatest binary number" and “Muoges followed by one cero".

o0 Attributes

int length: length of the elements that forms part of théedént populations.

e int numberElements number of elements that are going to be in thHéerdint
populations.

e int iterationCriterium : this attribute saves the iteration criterion estd¢d by the
user.

e int numberPoints: the number of points in the crossover proceskectssl by the
user.

* int typeMutation : type of mutation selected by the user.
* inttipoProblema: this attribute represents the problem that iadpeleveloped.

e double crossOverpercentage of elements that are not going to bpracess of
crossover.

« Control c: instance of the class Control that is going tgas in the actual process.
* FrameGAB frame : place where the results obtained have to beenrit
« int end: this attribute symbolizes if the algorithm hagitdsh or not.
0 Methods
e public controlGAB() : it is the default creator of the class.
e public controlGAB (int lengthP , int numberElementsP , int iterationCriteriumP
, int numberPointsP , int typeMutationP , double cossOverP , int

tipoProblemaP , Control ¢ , FrameGAB frame) it is other creator of the class.

< void end(): this method calls to the method reset of an atlgéthe class Control to
reset the actual Iteration.

e void run(): it is the most important method of this classalli@g this method, the
called object makes the necessary calls to therdiit elements (object of the class
GAB, FrameGAB, Control) to administer all the presegl mean, to realize the
genetic algorithm to solve the actual problem.
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4222 "TSP"

» GATSP

o Overview

This class is one of the classes that implemenirtferface GA specified in the section 4.3 of
this memory. This class is going to be the resf&f doing the main operations relative to the
genetic algorithm in the TSP (Travelling SalesmesbRem).

o Constants

The same than in GAB.

0 Attributes

The same than in GAB.

0 Methods

e public GATSP(): this is the creator of this class.

« Implementations of the methods of interface GA

* boolean esta(double vec[] ,List bitList ) This method check if the vector specified
in the parameter “vec” is a member of the list djgtin the parameter “bitList”.

« void calculateFitness(Elemento e,double[][] distares) This method is called to
calculate the fitness of the element specifiethengarameter “e”.

« void calculateStadistics(List population,double[][] distances) It is called to
calculate the new value of the attributes “fitnessfitnessProbability” and
“expectedCount” of all the elements specified ia farameter “population.

e void cross(Elemento crossElement, Elemento crossEient2,int posBegin,and
int poskEnd): This method is called to cross the bits of thee2Znents specified in the
parameters “crossElement” and “crossElement2” ftbeninitial position specified in
the parameter “posBegin” until the position specifin parameter “posEnd”.

» FrameTSP

o Overview

This class is the one that represents the mamefraf the problem called "TSP". Other
important general aspect of this class is thatrelgelass JDialog.

0 Attributes
* The same attributes than in frameGAB except atieilcGAB.

e controlGATSP cGATSP : instance of the class controlGATSP that is gdimdpe
part in the actual process.
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e Attributes that represents the user interface JPanel jPanell, JPanel jPanel2,
JPanel jPanel3, JPanel jPanel4, JLabel jLabellxtBiedd jTextFieldl, JButton
jButtonl, JLabel jLabel2, JComboBox jComboBox1, BélajLabel3, JComboBox
jComboBox2, JLabel jLabel4, JComboBox jComboBox3&hEl jLabel5, JTextField
jTextField2, JButton jButton2, JButton jButton3, aliel jLabel6, JTextField
jTextField3, JLabel jLabel7, JTextField jTextFieldaFileChooser jFileChooserl,
BorderLayout borderLayoutl, JButton jButton4, JPern jTextAreal, JLabel
jLabel8, JTextField jTextField5, JLabel jLabel9eXiField jTextField6.

0 Methods

e public FrameTSP(): it is the creator of the class.

e Methods void jbinit () , void showErrors( int error ) , int initialCkecking () ,
void setExtraDatalntroduced ( boolean extraDatalntoducedP ) , void
setActuallteration ( int actuallteration ) , void setBestElement ( double [ ]
bestElement ), void setTextjTextAreal (String text) and void resetTextFields()
of FrameGAB.

e void jButtonl_actionPerformed(ActionEvent e) : This method defines the
operations to be realized when the Buttonl(thevatiethe string “File”) is called.

< void jButton2_actionPerformed(ActionEvent €): In this method the operations to
realize when the user presses the jButton2 araatkfi

« void jButton3_actionPerformed(ActionEvent e): In this method the operations to
realize when the user presses the jButton3 araatkfi

« void jButton4_actionPerformed(ActionEvent e) : The same function ofoid
jButtonl_actionPerformed(ActionEvent e) of FrameGAB

e Graphics getGraphicsJPanel3(): it is used to obtain the graphics of the jPandI3
mean, returns “jPanel3.getGraphics()”.

¢ int getWidthJPanel3() : it is used to obtain the width of the jPanel3.
« int getHeightJPanel3():it is used to obtain the height of the jPanel3.

e void setDistanceBestElement(double distance)t is used to set a value in the
attribute jTextField6. This value is specified iretparameter “distance”.

» ControlGATSP

o Overview

This class is the responsible of developing (atstening) the entire genetic algorithm in the
problem called "TSP".

0 Attributes

e Attributes iterationCriterium, numberPoints, typeMu tation, tipoProblema, c,
end and numberElements and crossOvesf ControlGAB.
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e String fileName : it saves the complete path that describes thitigro®f the input
file, file with the positions of the different aits.

* FrameTSP frame: represents the place where the results obtaipeteobject of
this class have to be written.

0 Methods

The same than in controlGAB: default creator, aatme with parameters to initialize
attributes of the new object and methods void eadg) void run().

4223 "Greatest sin in a defined interval"

> GAlnterval

o Overview

This class is other class that implements thefate GA specified in the section 4.3 of this
memory. This class is going to be the responsiblioong the main operations relative to the genetic
algorithm in the problem of finding the greateskreaof the function “sin” in a defined interval (fo
defining the interval, user will have to specifg lower and upper limits of that interval).

o Constants

The same than in GAB.

0 Attributes

The same than in GAB.

0 Methods

e Public GAlnterval() : this is the creator of this class.

« Implementations of the methods of interface GA

¢ double getRealNumber(Elemento elemento,float loweiinit, float upperLimit) :
This method is used to calculate the real numbéuevaepresented as a binary

number in the attribute “valor” of the element ‘f@lento”.

« void calculateFitness(Elemento e,float lowerLimitfloat upperLimit) : The same
than the method of the same name(although differarameters) in GAB.

< void calculateStadistics(List population,float loweLimit, float upperLimit) : The
same than the method of the same name(althougdretitf parameters) in GAB.

« void cross(Elemento crossElement, Elemento crosshient2,int posBegin,int

posénd) The same than the method of the same name(ahhdalifferent
parameters) in GAB.
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> FrameGAlinterval

o Overview

This class is the one that represents the mamefraf the problem called. "Greatest sin in a
defined interval. Other important general aspechisfclass is that extends class JDialog.

o Attributes

The same attributes than in frameGAB except attribtie cGAB.

controlGAlInterval cGAIl : This attribute represents the instance of thesscl
controlGAl that is going to be part in the actuadgess.

Attributes that represents the user interface JPanel contentPane, JPanel
JpanelParameters, JPanel JpanelAction, JPanel IRpanks, JlLabel jLabell,
JTextField jTextFieldl, JLabel jLabel2, JTextFigifextField2, JLabel jLabel3,
JTextField jTextField3, JLabel jLabel4, JLabel jletlh JLabel jLabel6, JTextField
jTextField4, JComboBox JComboBox5, JComboBox JCddabx6é, JComboBox
JComboBox7, JButton jButtonStart, JButton jButtaptlLabel jLabel7, JTextField
jTextField8, JLabel jLabel8, JTextField jTextFieldILabel jLabel9, JTextField
jTextField10, JLabel jLabel10, JButton jButtonl,adel jPanell, JPanel jPanel2,
JTextArea jTextAreal, JLabel jLabelll, JTextFidldxytField5.

0 Methods

public FrameGAlnterval() : it is the creator of the class.

Methods void jbinit () , void showErrors ( int error ) , void showStringErrors
(int error) , int initialCkecking() ,void setExtraD atalntroduced(boolean
extraDatalntroducedP), void setActuallteration(int actuallteration), void
setBestElement(double[] bestElement)void setTextjTextAreal(String text) and
void resetTextFields()of FrameGAB.

void jButtonStart_actionPerformed(ActionEvent €) : In this method the operations
to realize when the user presses the jButtonStadefined.

void jButtonStop_actionPerformed(ActionEvent e): In this method the operations
to realize when the user presses the jButtonSepeiined.

void jButtonl_actionPerformed(ActionEvent e) : The same function of void
jButtonl_actionPerformed(ActionEvent e) of FrameGAB

Graphics getGraphicsJPanell() it is used to obtain the graphics of the jPandl
mean, returns “jPanell.getGraphics()”.

Graphics getGraphicsJPanel2() it is used to obtain the graphics of the jPanel2
int getWidthJPanell() : it is used to obtain the width of the jPanell.

int getHeightJPanell(): it is used to obtain the height of the jPanell.
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e int getWidthJPanel2(): this method is used to obtain the width of then&2.
* int getHeightJPanel2() it is used to get the height of the jPanel2.

» void setRealValueBestElement(double bestElementhis method is used to put the
real value of the best element in the jTextField10.

* void setSinValueBestElement(double bestElementjt is used to put value of the
sin of the best element in the jTextField5. Thisugais specified in the parameter
“bestElement”.

> controlGAlnterval

o Overview

This class is the responsible of developing(adsténing) the entire genetic algorithm in the
problem called "Greatest sin in a defined intErva

o Attributes

« Attributes iterationCriterium, numberPoints, typeMu tation, tipoProblema, c,
end, numberElements, length and crossOvesf ControlGAB.

» float lowerLimit : this attribute contains the lower limit of thegnval.
» float upperLimit : this attribute stores the upper limit of the iatd.
* FrameGAlInterval frame : the place where the results obtained are written

0 Methods

The same than in controlGAB: default creator, aatme with parameters to initialize
attributes of the new object and methods void eadg) void run().

4224 “Most ones followed by one cero”

» GAOneZero

o Overview

This class is one of the classes that implemenirtferface GA specified in the section 4.3 of
this memory. This class is going to be the resf&f doing the main operations relative to the
genetic algorithm in the problem of finding the driy number that has more ones followed by cero, |
mean, more couples “10".

o0 Constants

The same than in GAB.
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0 Attributes
The same than in GAB.
0 Methods
* public GAOneZero(): this is the creator of this class.

* The rest of methods are the same than in GAB.

4225 “Greatest real number”

> GAReal

o Overview

This class doesn’t implements the interface GAifipd in the section 4.3 of this memory(it
has a different crossoverBreeding), but developesntost part of the operations specified in that
interface This class is going to be the respon@bléoing the main operations relative to the genet
algorithm in the problem of finding the greatestinreumber between 0 and 100.

o Constants

« float crossoverProbability : The same than in GAB.

e int MAX: This constant represents the value of thiggest real number of our
problem. In our aplicaction, this value is 100.

0 Attributes
The same than in GAB.
0 Methods
* public GAReal(): this is the creator of this class.

« The same than in GAB, except that it doesn’t haethad “void cross(Elemento
crossElement, Elemento crossElement2,int posBegipgisEnd)”.

» FrameGAReal

o Overview

This class is the one that represents the mainefraf the problem called “Greatest real
number". Other important general aspect of thisla that extends class JFrame.

0 Attributes
¢ Thesame attributes than in frameGABexcept attribute cGAB.

+ controlGAReal cGAReal : instance of the class controlGAReal that willibehe
process.
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e Attributes that represents the user interface JPanel contentPane, JPanel
JpanelParameters, JPanel JpanelAction, JLabel IgatdextField jTextField3,
JLabel jLabel4, JLabel jLabel6, JComboBox JCombaBoxJComboBox
JComboBox6, JButton jButtonStart, JButton jButtanitJTextField jTextField7,
JLabel jLabel7, GridLayout gridLayoutl, JButton jBinl, JPanel JpanelResults,
JLabel jLabell, JLabel jLabel2, JTextField jTextlBile JTextField jTextField2,
JScrollPane jScrollPanel, JTextArea jTextAreal,xtAmea jTextArea2, JPanel
jPanell = new JPanel().

0 Methods
e public FrameGAReal() : it is the creator of the class.

* Methods void jblInit() , void showErrors(int error), voichewStringErrors(int error),
int initialCkecking(),void setExtraDatalntroduced@ean extraDatalntroducedP),
void setActuallteration(int  actuallteration), void setBestElement(double[]
bestElement) , void setTextjTextAreal(String text), void
appendTextjTextAreal(String text), void setTextjiAmea2(String text) and void
resetTextFields(pf FrameGAB.

e void jButtonStart_actionPerformed(ActionEvent e) : In this method the
operations to realize when the user press the gB8tart are defined. The most
important one is create the instance of the clasgralGAReal and call the method
start of that object when everything is ready.

« void jButtonStop_actionPerformed(ActionEvent e): In this method the operations
to realize when the user press the jButtonStoglaf@ed. The most important ones
are call the method “end” of that object of thessldcontrolGAReal’and stop the
execution of the instance of the same object.

« void jButtonl_actionPerformed(ActionEvent e) : The same function of void
jButtonl_actionPerformed(ActionEvent e) of FrameGAB

> controlGAReal

o Overview

This class is the responsible of developing(adstening) all the genetic algorithm in the
problem called “Greatest real number”.

o Attributes

o Attributes iterationCriterium, typeMutation, tipoProblema,erid, numberElements,
length and crossOverf ControlGAB .

« FrameGAReal frame : represents the place where the results obtdipdbe object
of this class have to be written.

0 Methods

The same than in controlGAB: default creator, aatme with parameters to initialize
attributes of the new object and methods void eadg) void run().
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4.2.2.6 "Greatest binary real number"

> GABReal

o Overview

This class is the last class that implementsritexface GA specified in the section 4.3 of this
memory. This class is going to be the responsiblioong the main operations relative to the genetic
algorithm in the problem of finding the greatestifginary number.

o Constants

The same than in GAB.
0 Attributes
¢ The same than in GAB.

* int realLength: length of the binary number that represents ¢la¢ part.

0 Methods

public GABReal(): this is the creator of this class.
« Implementations of the methods of interface GA.
« void setReallLength(int lengthP). sets a new value in the attribute realLength.

« void cross(Elemento crossElement, Elemento crosshient2,int posBegin,int
posEnd) The same than the method of the same name in GAB.

e void calculateFitness(Elemento e)The same than the method of the same name in
GAB.

* void calculateStadistics(List population) The same than the method of the same
name in GAB.

> FrameGABReal

o Overview

This class is the one that represents the mainefrainthe problem called "Greatest binary
real number". Other important general aspect afdlass is that extends class JFrame.

0 Attributes
* The same attributes than in frameGAB except atieilcGAB.

« controlGABReal cGABReal : This attribute represents the instance of tlasl
controlGABReal that is going to be part in the atprocess.
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e Attributes that represents the user interface JPanel contentPane, JPanel
JpanelParameters, JPanel JpanelAction, JPanel IRpaoks, JlLabel jLabell,
JTextField jTextFieldl, JLabel jLabel2, JTextFigifextField2, JLabel jLabel3,
JTextField jTextField3, JLabel jLabel4, JLabel jeth JLabel jLabel6, JComboBox
JComboBox4, JComboBox JComboBox5, JComboBox JComk®B JButton
jButtonStart, JButton jButtonStop, JTextField |Teeid7, JLabel jLabel7,
JTextField jTextField8, JLabel jLabel8, JTextFiglfextField9, JLabel jLabel9,
JButton jButtonl, JScrollPane jScrollPanel, JTes#ArjTextAreal,JTextArea
jTextArea2,JPanel jPanell.

0 Methods

e public FrameGABReal() : it is the creator of the class.

* Methods void jblInit() , void showErrors(int error), voichewStringErrors(int error),
int initialCkecking(),void setExtraDatalntroduced@ean extraDatalntroducedP),
void setActuallteration(int  actuallteration), void setBestElement(double[]
bestElement) , void setTextjTextAreal(String textjoid setTextjTextArea2(String
text) , void appendTextjTextAreal(String text) andoid resetTextFields()of
FrameGAB.

e void jButtonStart_actionPerformed(ActionEvent e) : In this method the
operations to realize when the user press thegB8tart are defined.

« void jButtonStop_actionPerformed(ActionEvent e): In this method the operations
to realize when the user press the jButtonStoplefieed.

« void jButtonl_actionPerformed(ActionEvent e) : The same function of void
jButtonl_actionPerformed(ActionEvent e) of FrameGAB

> controlGABReal

o Overview

This class is the responsible of developing(adstening) all the genetic algorithm in the
problem called "Greatest binary real number".

o0 Attributes

« Attributes iterationCriterium, typeMutation, tipoProblema, nmberPoints, ¢, end,
numberElements, length and crossOafe€ontrolGAB .

« intlengthRealPart: symbolizes the length of the real part of the ham
« FrameGABReal frame: place where the results obtained have to beemrit

0 Methods

The same than in controlGAB: default creator, aatme with parameters to initialize
attributes of the new object and methods void eadg)void run().
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5 Experiments

In this chapter is going to be analyzed the diff¢results obtained because of the running of
the developed software system over the 6 diffepgoblems proposed. This chapter will have 2
different sections: an _introductipmvhere it is explained basically the methodologgtthas been
developed to obtain the different analyses of thiaioed results; and one section, titled “Problems
solved”, where it is going to be explained each onéefgroblems used to apply the algorithm and
a following analysis of the results obtained intepmblem.

5.1 Introduction

In this sections is exposed the experimental vnoskie with the developed genetic algorithm.
The main idea of this experimental work is to de=pgerformance of the algorithm and the different
considered alternatives in the problems explaingtié next section.
» Objetives of the experiments:
0 See how good are the solutions obtained.
0 Make a comparison between the different options.
0 See which parameters are the most important iditferent exposed problems.
» Criteria that shows how good are the realized expaarts:
0 The best value of the 2 executions that has the saies in the input parameters.

0 The mean of both executions with the same valudseiinput parameters.

o0 If the best elements was developed as consequéragglying the algorithm or was in
the initial population.

» Methodology of the experiments: to realize the expents have been used the next values
for the different input parameters :

0 The used lengths of the elements are five, terhaedity five.

0 The used number of elements in the different pdjmaised is five, ten and twenty five.
0 The only used lower limit used is 1.5.

0 The used upper limits are 4.64 and 7.8

0 The only length of the real part used has been 2.

0 There has been used the iteration criteria numpgiasd 6.

0 There has been used one, two and three pointsosé dmore information in section
2.2.7).

0 There has been used both kind of mutations expldimeection 2.2.7.
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0 The used crossover percentages are 10, 50 and @@ (nformation in section 2.2.7).

Finally it has to be said that not all the combimas are possible in all the problems. For
example, the parameters referred to the lower gperlimits of an interval only can be used in
the problem called "Greatest sin in a defined irgBr(section 5.2.3). To make this clearer, the
next table, Table 2, show us the executions matieeidifferents considered problems:

Considered problem Number of executions
"Greatest binary number" 36
"TSP" 30
"Greatest sin in a defined interval” 42
“Most ones followed by one cerg" 36
“Greatest real number” 20
"Greatest binary real number" 36

Table 2: number of executions of the consideretdlpros
We can see in Table 2 that it hasn't been madesémee number of executions for the

different problem, because as it can be seen mattall the problems have the same input
parameters.

5.2 Problems solved

5.2.1 "Greatest binary number"

Introduction
Given a length, the objective of the algorithmrigng to find the greatest binary number that
has that length. It is clear that there can bewi@ts of the algorithm that the best result olediby
the algorithm can’t be different of the “real bessult”.

In this problem, every member of the iteration esgnts a binary number. For example: If
the length of elements is 4, the binary number 1T ¥&presents the decimal number “15”.

In this problem, the user will have to introduceays the next parameters:
Length of the elements.

Number of elements of the different populations.

>

>

» The iteration criterion.

» The number of points in the crossover process.
» The type of mutation.
» % of crossover.

As it was said in the method “void jButtonl_actienfdrmed(ActionEvent e)” of the class
FrameGAB, the user will have to introduce more dfdlae iteration criterion selected is less than 4
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» |If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.

» If iteration criterion is 2, it will appear a windo(instance of FrameData2) asking the number
of iterations without change.

» If iteration criterion is 3(instance of FrameDatad) will appear a window asking 2
parameters:

0 The number of iterations without change until éecmutation

o The number of forced mutations that the user wianfsrce.
Analysis of obtained results

From the results obtained following the methodolagposed previously, we can obtain several
conclusions about the different parameters thagapim this problem:

» Length of the elementsvhen the length is very small, obtain the grdatesnber is easier
than if the length is quite big. This is very nofptaecause when the length is smaller, the
number of possible numbers where the algorithnmtdwésok for the best is smaller.

» Number of Elements in the populationghen the number of elements is very big, theltesu
obtained are better than when the number of eleriarthe different populations is smaller.
This is logic, because if the different populatidr@a/e more elements, the algorithm will be
exploring more possible solutions and probably iarendifferent zones of the solutions
apace.

» lteration criterion usedbetween the iteration criterion nhumber 4 anditemtion criterion
number 5 there hasn’t been a lot of differenceth@best element obtained. In one of the
executions that used as iteration criterion thelmemfourth, the best element has been found
(11111), but this has been because this elementgeasrated in the initial population.
The one that obtains bet results is the iteratioterdon number 6. Using this iteration
criterion, the best element was found, even withopulation whose best element (11001)
was quite far from the best possible element (1L11t1s true too that with this iteration
criterion, the algorithm has a much more time dbsin with the other ones. Using the
iteration criterion 4, the number of iterations wér in both executions, using the criterion
number 5 were 6 in both executions, but using th&erion number 6, the number of
executions were 35 and 32.

In conclusion, the user has to decide what is rimop®rtant for him to select one of these
3 iteration criteria: the time or the fithess oé test element obtained.

» Number of points used in the crossovBn compare this, it has been made experiments wit
2 different lengths:

0 When the elements that forms the different popotatihave length 5, the best elements
obtained using 1 or 2 points of cross were the leémtent of the different initial
population. However, when the number of points usethe cross is 3, the best result
was obtained in both cases and, what is more, ih bases this best element doesn’t
appear in the initial population. Then, it can lelghat for this case, the best option is
used 3 points of cross.

0 When the elements of the different populations Hawugth 25, it is not obtained the best
possible result (25 ones) using neither 1, 2 n@oidts of cross. The results obtained
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>

>

using one or two points of cross are more or leesame. However, like when the length
was 5, the best results are obtained with 3 poiihtsoss.

Type of mutation usedTo compare this, it has been made experiments @itifferent
lengths:

0 When the elements that form the different popufetibave length,She best elements
obtained using both kinds of mutations were thet ledmment of the different initial
population. Then not any special conclusiam be obtained of these tests.

0 When the elements of the different populations Hamgth 25 it is not obtained the best
possible result (25 ones) using the first or sedind of mutation. It has to be said too
that, analyzing the results, the second kind ofati obtain better results.

Crossover percentage: To compare this, it has Inegte experiments with 2 different
lengths:

0 When the number of elements that forms the diffeparpulations is 5Sthe best results
are obtained using 10 as crossover percentagéhangarst results are obtained using 90
as crossover percentage.

o0 When the number of elements of the different pdjmna is 25 the three options obtain
the best possible solution. This best solution washe initial populations in the 6
executions (2 per option of crossover percentage).

5.1.1 "TSP"

The objective of the algorithm is try to find thedb solution of the travelling Salesman

problem: given a number of cities and the positiohthe cities, find the least-cost round-trip mut
that visits each city exactly once and then rettortbe starting city.

In this problem, every member of the populationmisglizes a possible solution of this

problem.

In this problem, the user will have to introduceays the next parameters:

>

YV VvV V V

As it

Input file where it will appear all the positionktbe cities. .
The iteration criterion.

The number of points in the crossover process.

The type of mutation.

% of crossover.

was said in the method "void jButton4_actierférmed(ActionEvent e)" of the class

FrameTSP, the user will have to introduce more ildlke iteration criterion selected is less than 4

>

If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.
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If iteration criterion is 2, it will appear a windginstance of FrameData2) asking the number
of iterations without change

If iteration criterion is 3(instance of FrameData®) will appear a window asking 2
parameters:

0 The number of iterations without change until éecmutation

o The number of forced mutations that the user wianfisrce.

Analysis of obtained results

From the results obtained following the methodola@gposed previously, we can obtain several
conclusions about the different parameters thatapin this problem:

>

Number of Elements in the populatiomghen the number of elements is very big, theltesu
obtained are better than when the number of elesmerthe different populations is smaller.
This is logic, because if the different populatidv@a/e more elements, the algorithm will be
exploring more possible solutions and probably iarendifferent zones of the solutions
apace.

Iteration criterion usedn the experiments realized to compare the thossible options, the
best result is obtained using the iteration cweri number 5 (distance of:
45.49494940178282). Making a comparison betweenrtéan of the 2 executions of the
three criteria, the best one if the iteration citte number 6 and the worst one if the criterion
number 4.

Like in the rest of problems, the number of itemas using the iteration criterion number
6 is much bigger than using the other two ones.

Number of points used in the crossovkr the experiments realized, the best results are
obtained using three points in the crossover psycasd the worst results are obtained using
only one point of cross.

Type of mutation usedTo compare this, it has been made experiments @itifferent
lengths:

0 When the number of the elements that forms themfft populations is,5he type of
mutation number two obtains better results.

0 When the number of the elements that forms themifft populations are 25the type of
mutation number one obtains better results, althabg difference is quite small.

Crossover percentage: To compare this, it has Inegte experiments with 2 different
lengths:

0 When the number of elements that forms the diffeperpulations is 5the best results
are obtained using 50 as crossover percentagéhdratis not a lot of difference with the
results obtained with 10 as percentage, and thatwesults are obtained using 90 as
crossover percentage.

0 When the number of elements of the different pdmia is 25 the best result is
obtained in one of the executions having as peagen®0, although looking the means of
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the distances of the best solutions obtained, &t dyption is to using 10 and the worst
one is using 90 as percentage.

5.2.2 "Greatest sin in a defined interval"

Given an interval, the objective of the algorithentriying to find the real number whose sin is
the biggest one of all the numbers that belonghddnterval. It is clear that there can be exetgi
of the algorithm that the best result obtained ly &lgorithm can’t be different of the “real best
result”.

In this problem, every member of the different dagions represents a real number that
belongs to the interval.

In this problem, the user will have to introduceays the next parameters:
Length of the elements.

Number of elements of the different populations.

The lower limit of the interval.

The upper limit of the interval.

The iteration criterion.

The number of points in the crossover process.

The type of mutation.

YV Vv ¥V Vv VYV V VY V

% of crossover.

As it was said in the method “void jButtonl_actienfdrmed(ActionEvent e)” of the class
FrameGAlInterval, the user will have to introducerendata if the iteration criterion selected is less
than 4:

» If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.

» If iteration criterion is 2, it will appear a winddinstance of FrameData?2) asking the number
of iterations without change

» |If iteration criterion is 3(instance of FrameDatad) will appear a window asking 2
parameters:

0 The number of iterations without change until foaceutation.
0 The number of forced mutations that the user wiantsrce.
Analysis of obtained results

About this problem, it has to be said that the lolWmait of the interval chosen to make the
experiments is 1.5 and the upper limits has begh 4.
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From the results obtained following the methodolaxyposed previously, we can obtain

several conclusions about the different paramétatsappear in this problem:

>

Length of the elementsvhen the length is very small, obtain the grdatesnber is easier
than if the length is quite big. This is very nofptaecause when the length is smaller, the
number of possible numbers where the algorithmtbdsok for the best is smaller. That is
the reason that the best value of the sin has tEsmhed when the length is 5. In the other
tested cases, where length is 10 or 25, the resfulte sin are very good too.

Number of Elements in the populatiomghen the number of elements is very big, theltgsu
obtained are better than when the number of eleriarthe different populations is smaller.
This is logic, because if the different populatidv@a/e more elements, the algorithm will be
exploring more possible solutions and probably iarendifferent zones of the solutions
apace. In this problem this fact happens: the noééme results obtained when the number of
elements is 5 is the worst, and the one obtainezhwiie number of elements is 25 is the best,
although it has to be said that in all the casessih values of the best elements are very
good.

Iteration criterion usedin this problem, the difference between the tssobtained one or
other criterion is very small. Then, taking in mitlte cost in iterations of the iteration
criterion number six, probably this one is the wafghe three for this problem.

Number of points used in the crossovBo compare this, it has been made experiments wit
2 different lengths:

0 When the elements that forms the different popaatinave length 5, the best option
seems to be using 2 points of cross, and the waesseems to be using 3 points of cross.

0 When the elements of the different populations Hawgth 25, the best option seems to
be using 2 points of cross, that obtains resultg senilar to use one point of cross, and
the worst one seems to be using 3 points of cross.

Type of mutation usedTo compare this, it has been made experiments @itifferent
lengths:

0 When the elements that form the different poputetibave length,5t seems to be better
to use the first kind of mutation.

0 When the elements of the different populations Hamgth 25 again it seems to be better
to use the first kind of mutation.

Crossover percentagdo compare this, it has been made experimenth @itdifferent
lengths:

0 When the number of elements that forms the diffeperpulations is 5Sthe best results
are obtained using 10 as crossover percentagehand is no big difference between
using 90 or 50 as crossover percentage.

o0 When the number of elements of the different pdjmna is 25 the three options obtain
excellent solutions. It seems not to be one thelearly better than the other ones.

Interval defined To compare this, it has been other upper limi8);7and like this we have
two intervals: the interval used in the other ekpents [1.5, 4.64] and the new interval [1.5,
7.8]: it has been compared 6 executions of bo#rvats, and it has been better used the first
interval In all the previous executions the value of numblements were 5, the iteration
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criterion selected were the number 4, number oftpaised were one, the type of mutation
was the first kind and the percentage of crossaosed were 10. The lengths used were 5, 10
and 25.

5.2.3 “Most ones followed by one cero"

Given a length, the purpose of the algorithm igtyyto find the binary number that has more
ones followed by cero, | mean, more couples “1@isiclear that there can be executions of the
algorithm that the best result obtained by the rétlgm can’t be different of the “real best result”.

In this problem, every member of the iteration esgnts a binary number. For example:

» If the length of elements is 4, the binary numiEr11” has 0 couples “10”".

» If the length of elements is 4, the binary numdE10” has 2 couples “10”".
In this problem, the user will have to introduceays the next parameters:

» Length of the elements.

» Number of elements of the different populations.

» The iteration criterion.

» The number of points in the crossover process.

» The type of mutation.

» % of crossover.

As it was said in the method “void jButtonl_actienidrmed(ActionEvent e)” of the class
FrameGAB, the user will have to introduce more dfatae iteration criterion selected is less than 4

» |If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.

» If iteration criterion is 2, it will appear a windo(instance of FrameData2) asking the number
of iterations without change.

» |If iteration criterion is 3(instance of FrameData®) will appear a window asking 2
parameters:

0 The number of iterations without change until foaceautation.

0 The number of forced mutations that the user wianfsrce.
Analysis of obtained results

From the results obtained following the methodolaxyposed previously, we can obtain
several conclusions about the different paramétatsappear in this problem:

» Length of the elementsvhen the length is very small, obtain the besisfile element is
easier than if the length is quite big. This isyveormal, because when the length is smaller,
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the number of possible elements (where the alguoritlas to look for the best) is smaller.
It can be seen too that when the length is bigther,fithess of the normal best element
obtained is further from the best possible fitness.

Number of Elements in the populatiom®ormally when the number of elements is very big,
the results obtained are better than when the nuofbelements in the different populations
is smaller. But in this experiment, this hasn't peped: in all the executions an element with
the maximum possible fithess has been obtainedpexceone of the executions where the
length was 5 and the number of elements was 1G&G A&s been produced because in the
reproduction process, there was only one elemdhttive best possible fitness and it wasn't
selected.

Iteration criterion usedn this problem, when the length of the elemestand odd number,
there is more than one solution with the best ptsditness. This is the reason that produces
that in our experiments, like we have used a valué for the parameter length, in both
executions of the 3 kinds of criteria, an elemelithwhe best possible fithess has been
obtained as the best element.

To end the study of this parameter in this problamin the rest of the problems developed,
the number of iterations using the iteration ciitemumber 6 is much bigger than using the
other two ones.

Number of points used in the crossovEn compare this, it has been made experiments wit
2 different lengths:

0 When the elements that forms the different popoatihave length 5, an element with
the best possible fithess are obtained in bothud@ts using 1, 2 or 3 points of cross.

0 When the elements of the different populations Haxgth 25, it is not obtained the best
possible result (12 pairs “10") using neither 1n@ 3 points of cross. The results
obtained using one, two or three points are venjlai: the fitnesses of the best elements
obtained with 1 cross point are both 7, the fiteessf the best elements obtained with 2
cross points are 7 and 9, and the fithesses obélsé elements obtained with 3 cross
points are 7 and 8.

Type of mutation usedTo compare this, it has been made experiments @idifferent
lengths:

0 When the elements that form the different popufetibave length,She best elements
obtained using both kinds of mutations were thet ledmment of the different initial
population. Then not any special conclusoam be obtained of these tests.

0 When the elements of the different populations Hamgth 25 it is not obtained the best
possible result (12 pairs “10”) using the firstsmcond kind of mutation. It has to be said
too that, analyzing the results, the second kindchofationobtain better results the first
one.

Crossover percentage: To compare this, it has Inegie experiments with 2 different
lengths:

0 When the number of elements that forms the diffepapulations is 5Sthe best results

are obtained using 10 or 90 as crossover perceagehe worst results are obtained
using 50 as crossover percentage.
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5.2.4

o0 When the number of elements of the different pdjmna is 25 the three options obtain
the best possible solution. This best solution washe initial populations in the 6
executions (2 per option of crossover percentage).

“Greatest real number”

The objective of the algorithm is to find the gesdtreal number between 0 and 100. It is

clear that there can be executions of the algoritiahthe best result obtained by the algorithmiritcan
be different of the “real best result”.

In this problem, every member of the iteration esgnts a real number. It is obvious that the

length of the elements in this problem is goingeal.

vV VvV VYV V

In this problem, the user will have to introduceays the next parameters:
Number of elements of the different populations.

The iteration criterion.

The type of mutation.

% of crossover.

As it was said in the method “void jButtonl_actienidrmed(ActionEvent e)” of the class

FrameGAReal, the user will have to introduce ma®df the iteration criterion selected is lesstha

4.

If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.

If iteration criterion is 2, it will appear a windginstance of FrameData2) asking the number
of iterations without change

If iteration criterion is 3(instance of FrameData®) will appear a window asking 2
parameters:

0 The number of iterations without change until foaceutation.

0 The number of forced mutations that the user wianfsrce.

Analysis of obtained results

From the results obtained following the methodolaxyposed previously, we can obtain

several conclusions about the different paramétbetsappear in this problem:

» Number of Elements in the populatiomormally when the number of elements is very big,

the results obtained are better than when the nuofbelements in the different populations
is smaller. This is what happens in the executadrikis problem.

Iteration criterion usedJsually the best results are obtained by theroibh number six, but
here the best results were obtained by the critarianber four. This has happened because
the initial populations created in the executiohghe other two criteria were much worse
than the ones created in the criterion number four.
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5.25

Type of mutation usedin the experiments realized, the second kind afation obtains

better results that the first kind of mutation. Bhis doesn’t have a lot of importance, because
in both executions of both kinds of mutations, Hast element obtained was in the initial
population created by the algorithm.

Crossover percentage: To compare this, it has Inegie experiments with 2 different
lengths:

0 When the number of elements that forms the diffepapulations is 5Sthe best results
are obtained using 50 as crossover percentagénangarst results are obtained using 90
as crossover percentage.

0 When the number of elements of the different pdpria is 25 the best results are
obtained using 10 as crossover percentage anddis vesults are obtained using 90 as
crossover percentage.

Greatest binary real number"

Given the length of the binary elements and thgtlef the real part of the elements, the

objective of the algorithm is trying to find theegitest binary real number. It is clear that theure lwe
executions of the algorithm that the best resuttioled by the algorithm can't be different of the
“real best result”.

In this problem, every member of the iteration ésnposed by several integer numbers, like the
normal binary number. But his value is real .Faaraple:

If length is 4 and the length of the real partt& binary number “1111” represents the real

number 3.75(2+1+0.5+0.25).

YV Vv VY VvV VY V VY

In this problem, the user will have to introduceays the next parameters:
length(number of bits) of the elements.

The length of the real part of the elements.

number of elements of the different populations.

the iteration criterion.

the number of points in the crossover process.

the type of mutation.

% of crossover.

As it was said in the method “void jButtonl_actienfdrmed(ActionEvent e)” of the class

FrameGABReal, the user will have to introduce mdaéa if the iteration criterion selected is less

than 4:

>

If iteration criterion is 1, it will appear a windo(instance of FrameData) asking the number
of iterations.
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» |If iteration criterion is 2, it will appear a winddinstance of FrameData2) asking the number
of iterations without change

» |If iteration criterion is 3(instance of FrameData®) will appear a window asking 2
parameters:

0 The number of iterations without change until é&oecmutation
0 The number of forced mutations that the user wiantsrce.
Analysis of obtained results

The length of the real part o the elements of phidtolem have been set to 2. This element is
not important to study the different possibilit@shis problem.

From the results obtained following the methodolaygposed previously, we can obtain several
conclusions about the different parameters thagapim this problem:

» Length of the element§&enerally speaking, when the length is very snadilain the greatest
number is easier than if the length is quite bigt Biis doesn’t happen in the experiments
realized in our case. This is because the initigduytations that appear in our experiments
have been better in the 2 executions of the bidgasth.

» Number of Elements in the populationghen the number of elements is very big, theltesu
obtained are better than when the number of elesmerthe different populations is smaller.
This is logic, because if the different populatidv@a/e more elements, the algorithm will be
exploring more possible solutions and probably iarendifferent zones of the solutions
apace.

> lteration criterion usedbetween the iteration criterion number 4 and itegtion criterion
number 5 there haven't been a lot of differencaténbest elements obtained, although it is a
bit better the iteration criterion number 5.

The one that obtains the best results is the iberatriterion number 6. Using this
iteration criterion, the best element was founcerewith a population whose best element
(11010) was quite far from the best possible eldnjghlll). It is true too that with this
iteration criterion, the algorithm has a much mtimge cost than with the other ones, as we
have said in the other problems too.

Finally, as it was said in the “greatest binary beni, the user has to decide what is
more important for him to select one of these fatten criteria: the time or the fitness of the
best element obtained.

» Number of points used in the crossoves compare this, it has been made experiments wit
2 different lengths:

0 When the elements that forms the different popotatihave length 5, the best elements
obtained using 1 or 2 points of cross were the leéstent of the different initial
population. However, when the number of points usethe cross is 3, the best result
was obtained in one of the cases and is the ormtlat obtains a better solution than the
best element in its initial population. Then, ihdze said that for this case, the best option
is used 3 points of cross.
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0 When the elements of the different populations Haxgth 25, it is not obtained the best
possible result (25 ones) using neither 1, 2 npoidts of cross. However the mean of
the results obtained with 2 points of cross is llest and the worst is the mean of 3
points.

Type of mutation usedTo compare this, it has been made experiments @itifferent
lengths:

0 When the elements that forms the different popoatinave length,3he best elements
obtained using both kinds of mutations were elesenthe different initial population.
The best one seems to be the second type.

0 When the elements of the different populations Hawmgth 25 it is not obtained the best
possible result (25 ones) using the first or sedand of mutation. It has to be said too
that, analyzing the results, the first kind of ntigta obtain better results.

Crossover percentage: To compare this, it has Inegie experiments with 2 different
lengths:

0 When the number of elements that forms the diffepopulations_is 5the best
results are obtained using 50 as crossover pegeerdad the worst results are
obtained using 90 as crossover percentage(butrdésiglts are very similar that
percentage=10).

0 When the number of elements of the different pdpuia is 25 two of the three
options obtain the best possible solution(10% &#)5and 10% in both executions.
In this case, it can be said that the best op&ofh0%, although the three options
options very similar results.
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6

Conclusions

In this chapter it is going to be exposed some losiuns that have been extracted from the
elaboration of the previous chapters.

From the development, introduction and applicatbthe genetic algorithm the next
conclusions have been extracted:

» As it was explained in the section 2.2.7, thereliesen taken several ways to develop the
different processes that form a genetic algorithome of them have been taken from the
bibliography (for example the different kinds obssover) and other ones, for example the
different kinds of mutations, have been generataklimg interpretations of the specified
bibliography.

» Conclutions relatives to Java:

(0]

The main advantage of Java over other object @iklainguages as for example C++ is
the automatic memory management that makes themggitation much easier to
realize.

The main advantage of Java over languages ash@titet the programmer use object
oriented paradigm that let the user get all theaathges that offers the object oriented
programming.

Java has other advantages as:

« Offers the possibility of implementing user intexa, with a very rich set of
possibilities of implementation.

« Offer a very easy way to use programming elemests a
v’ Structures data: list, arrays,....
v' Threads.

« Gives to the implementer the possibility of devéhgpa code that is valid to generate
executables in different operative systems: UNDAG/IOS X, Windows, etc.

> Referred to the application of the algorithm to $hedifferent problems (chapter 5), the next
conclusions can be extracted referred to the @iffiepossible parameters:

(0]

Respect to the length of the elementben the length is very small, obtain the grdates
number is easier than if the length is quite big.

Respect to the number of elememermally when the number of elements is very big,
the results obtained are better than when the numobeelements in the different
populations are smaller. As it was said in chaptenber 5, this fact is logic, because if
the different populations have more elements, figerishm will be exploring more
possible solutions and probably in more differemies of the solutions apace.

Respect to the iteration criterithe one that generally obtain the best resuktsthe
number 6. The problem of this criterion is thattitse cost is much bigger than the other
2 compared criteria. Where the other two critefdam quite good results, it is not
necessary to use the criterion number 6.
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Respect to the points of crossthe crossover process, there is no one thaealy the

best. In some of the developed problems, the lpt&iroare the third one (for example in
“TSP” or in "Greatest binary number"), in othere tiest options are the first and second
(for example in "Greatest sin in a defined intefual

0 Respect to the kinds of mutatiorsometimes the first type of mutation obtains dyett
results than the first one and in other times \écs&. It can’'t be said that one of the
options is clearly better than the other ones.

0 Respect to the crossover percenfagiecan be said that the worst results are usually
obtained using as crossover percentage the vallieattd the best one is “10”, although
in several times using “10” and “50” as crossovercpntage the results obtained are very
similar. This is very logic, because crossover @sscis very important in genetic
algorithm, and when you put a very high percentafgere are less elements that
participate in the crossover process.

o0 ltis very important the influence of the initiabgulation If the initial population doesn't
have any member of a good zone of the solutionesgadés going to be more difficult
that the genetic algorithm find a good solution.

Some future works taking the developed applicatigimitial point might be the next:

0 Using the interface GA new classes that resolve kied/of problems can be created.

0 New kinds of kind of mutations can be implemented.

0 New kinds of crossover processes can be addedbfyossth more points of cross.

o During, for example, the processes of mutation,lmaadded a possibility for every bit to
mutate, | mean, not consider like in the actualliapfion that all the bits has the same
probability of mutation.

0 A probability of selection can be added to thed@ea during the crossover.

0 In future works can be added 2 parameters moreeta@dnfigured by the user: the

mutation probability and the crossover probabiliEyen, it can be offered the possibility
to define them from every member of the population.

66



67



Bibliography

> Books and articles

[1] Aliev R.A., Aliev R.R.,Soft Computing and its applicatign#/orld Scientific Co. Pte. Ltd.,
2001, pages 251-283.

[2] Juez Martel P., Diez Vegas FRIgbabilidad y Estadistica en Medicina: Aplicacisnen la
Practica Clinica y en la Gestion Sanitayigad. Diaz de Santos, Madrid 1996.

[3] Kecman V. Learning and Soft Computing: Support Vector Machjriéeural Networks, and
Fuzzy Logic Mode]sThe MIT Press., 2001.

[4] Mitchell Melanie,An Introduction to Genetic AlgorithmsviIT Press, 1999.

[5] Mitra S., Achazya T.Pata Mining Multimedia, Soft Computing and Bioinfatics Ed.
John Wiley and Soks, pp.67-69, 2003.

[6] Munakata ToshinoriFundamentals of the New Artificial Intelligencgpringer, 1998, pages
65-101.

[7] Pal S. K., Mitra S.Neuro-Fuzzy Pattern Recognition: Methods in Softn@ating Wiley
Series on Intelligent Systems, 1999.

[8] Trippi R. R.,Chaos & Nonlinear Dynamics in the Financial Marketseory, Evidence, and
Applications McGraw-Hill/lrwin, 1995.

» Web pages

[WP1] Auton lab Web page articlBayes Nets for representing and reasoning abouertaioity;
http:// www. Autonlab. Org/ tutorials/ bayesnetQ$f,g-ebruary 2008.

[WP2] Adam Marczyk web page articl&senetic Algorithms and Evolutionary Computation
http://www.talkorigins.org/fags/genalg/genalg.htiébruary 2008.

[WP3] Diez Vegas F. J. Web page, http://www.iadies/~fjdiez/February 2008.

[WP4] Franco Busettin Web page article, Genetic algorithms overview
www.geocities.com/francorbusetti/gaweb.pdiebruary 2008.

[WP5] Pradnya Choudhari web page articleJava Advantages & Disadvantages
http://arizonacommunity.com/articles/java_3200TghMarch 2008.

[WP6] Wikipedia Web page Artificial neural network http:// en. wikipedia. Org/ wiki/
Neural_computing February 2008.

[WP7] Wikipedia Web page,Evolutionary computatign http:// en. wikipedia. Org/ wiki/
Neural _computing February 2008.

[WP8] Wikipedia Web pageJavg http://en.wikipedia.org/wiki/Java_(programming_lanags,
March 2008.

68



69



. . . .
Appendix A: user's guide

» Generation of the executable file

To generate the .exe file, it has been used thicappn “Borland Jbuilder 2005". It has been
generated only the executable for Windows, butgigiat program executables for MAC OS X or

UNIX can be generated from the implemented souode ¢

> Main window:

£ MScThesis Project - Brno University of Technology - Jaime Santos

Select one of these experiments about genetics algorthins :
Greatest binary number @ finding the grestest binary number of & given lencth
TSP: Travelling Salesman Problem Experiment 2
Greatest sin in a defined interval finding the element with the bigaest sin value
Most ones follovwed by one zero: finding the binary nurber with more couples 10"
Greatest real number : finding the biggest resl number between 0 and 100 Experiment 5
Greatest binary real number: finding the biggest real number specifying total and real lencths

Figure 2: Main Window of the application

It can be seen in this Figure 2 the aspect thathesain windows of the application. The user will
have to press the button that represents the expetithat he has to execute. This buttons will be:

o If the problem that the user wants to develop & pinoblem called "Greatest binary
number"”, the user has to press the button “ExpertiriieDue to this action, it will appear
a window with the title "Greatest binary number".

0 If the problem that the user wants to develop ésgioblem called "TSP", the user has to

press the button “Experiment 2”. Due to this actiowill appear a window with the title
"TSP".

o If the problem that the user wants to develop & phoblem called "Greatest sin in a
defined interval", the user has to press the butExperiment 3”. Due to this action, it
will appear a window with the title "Greatest sina defined interval".

o If the problem that the user wants to develop esgioblem called “Most ones followed

by one cera”, the user has to press the buttonétxent 4”. Due to this action, it will
appear a window with the title "Most ones followsdone zero".
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o If the problem that the user wants to develop is gnoblem called “Greatest real
number”, the user has to press the button “Experind. Due to this action, it will
appear a window with the title "Greatest real nurhbe

o If the problem that the user wants to develop ésptoblem called "Greatest binary real
number”, the user has to press the button “Experinge. Due to this action, it will
appear a window with the title "Greatest binaryl reanber".

» Greatest binary number window:

Input parameters -

s Ve integer number=t] Typetitation [1 v tteration criterium 1 v moreData

NumberBlemerts | VWie nteger number=0 | NurberPoints 19| o Gver 9% | Wrte reai between 0 and 100 2 2%

Experimert output

Actuglteration EestElement

Figure 3: main window of the problem "Greatest byjmaumber"

As it can be seen in the Figure 3, the window&deid in 4 main parts or panels:

0 A panel called “Input parameters” that containsitigut parameters that the user has to
define before using the aplication. These pararseter.

* Length: In this field the user has to set the I[erajtthe binary number.

« numberElements: In this field the user has to $pewmimber of elements of the
initial population.

* TypeMutation: In this field the user has to pariacize the kind of mutation that the
user wants to be selected. There are only two ogtio

« NumberPoints: In this field the user has to setribinber of points that he wants to
be used in the crossover process.

» lteration criterium: In this field the user hasparticularize the iteration criterion that
he wants to be used.

e crossover %: In this field the user has to spettify percentage of crossover of the
algorithm.
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(0]

A panel that has 2 buttons: Start and Stop. Prgssite time the Start button the
application begins and pressing the Stop buttorly@rithm is stopped.

A panel with white background, where it will appélae results obtained in the different
iterations of the algorithm.

A panel called “Experiment output”, where the usan see the best element obtained
after the iteration “actual iteration”. It can kees too the status of the algorithm:

* “waiting”: the user hasn’t pressed the button stamot all the needed data have been
introduced.

e “processing”: the algorithm is running.
* “ended by user”: the algorithm was running unté tiser pressed the button “Stop”.

* “Ended”: the algorithm has ended its execution @l(mithout an user intervention).

It has to be said that to introduce the value argith”, "numberElements” or “crossover %",
the user will have to delete the content of thielfeand put the new value that he desires.

Finally, if the user wants to use the iteratiotecion number one, two or three, the user will
have to specify the value and after this specify ¢kitra data needed to execute the algorithm. To
specify this extra data, the user has to clicklthigon called “moreData”. Due to this action, illwi
happen the next:

(0]

If lteration criterion is 1, it will appear a windotitled “Introduce extra data of iteration
criterion number one”.

If lteration criterion is 2, it will appear a windotitled “Introduce extra data of iteration
criterion number two”.

If lteration criterion is 3, it will appear a windotitled “Introduce extra data of iteration
criterion three”.

After introducing all the parameters, the user toaselect with the mouse the button “Start”.
If the user wants to stop the execution, the uaentd press the button called “Stop”.

To end this section, it has to be said two things:

(0]

Example:

If lteration criterion is 1, 2 or 3 and the usesiia specified the extra data and clicks the
button start, the application is not going to dgthimg at all.

If the user introduce a numerical value out of thege of the parameter or don’t
introduce anything in one or more of the parameteas appear in this window (window
titled “Greatest binary number”), the applicatioiil warn the user about this.

If the user wants the length of elements of therigm to be 4, the number of elements in the
initial population to be 4, the kind of mutation b the first one, the number of points in the
crossover process to be 1, the iteration critetmrbe the fourth one and the percentage of the
crossover to be 15 %, the input parameters wilhsti® next aspect (see Figure 4):
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|t pararmeters -

Length - Typebtation [1 %] eraton crterium f4 ]

Mutribet Eletnerts '4 MurmberPoirts |1 b crossCver % . 15|

Figure 4: input parameters panel of the exampte®f Greatest binary number" problem section

After this, if the user clicks the “Start” buttabwill appear something like:

< Greatest binary number

Input parameters
[+ TypeMutation |1 v leeration criterium 4 | moreData

4 | MumberPairts (1 v Coenreroe 18 |

Length

The initial poblation is:
0011 10l0 0Ll 0L00
Iterarion nuuber 0

Reproduction:
w1074 nean:7.75
Crossover breeding:
114610 mean:7.7§
Mutation:

14610 nean:s.zs

Iterarion mumber 1:

106 6 10 nean:g.0
Crossover breedineg:

10 6 6 10 mean:s. o
Mutation:
106 6 10 mean:5.0
Tterarion mumber Z:
Reproduction:
10 6 10 & mean:s. o
Experiment output
Actualteration 2 BestElemert | 1010 Htatidsinroeedaing

Figure 5: Example of “Greatest binary number" wivdeith status “processing”
In the previous figure, Figure 5, it can be seeat the status of the algorithm is “processing”
(bottom right corner).

When the execution has ended, the applicationsiilv something similar to:
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£ Greatest binary number.

It parameters - |
L 4 TypeMutation [1 %] peraton srteren [1 v | moreDeta
[4 | NumberPeirts [1 3| osiorm ] 15 ] start stop
The initial poblation is: |
ooLll 1010 0ll1 oLoo |
Iterarion namber O

Reproduction:

w174 mean:7.75

Crossover breeding:

11 4 6 10 mean:7.75

Mutation:

14610 mean: .25
Iterarion mumber L:

Reproduction:

1006 6 10 mean:s. o

Crossover breeding:

106610 mean: .0

Mutation:

10 6 6 10 nean:s.0
Iterarion mamber 2@

Reproduction:

w6106 mean:g.0

Crossover breeding:

106 10 & mean:s. o

Mutation:

10 6 10 & mean:§.0 |
Iterarion number 3 =
Experiment output

Actualteration 5 EestElemert | 1110 SEatiar, prded

Figure 6: Example of “Greatest binary number" wiwwdaeith status “Ended”

In the previous picture, Figure 6, it can be séan the status of the algorithm is “Ended” (bottom
right corner).

> "TSP" window:

Input parameters.

Fie: | Heration erferium: |1 ¥ | moreDeta Type mitation:  [1.]

numberElemerts [ vorie irteger number-0 | CrossOver 5 | Virte real between 0 and 100 | Nuberpoints: 1 v

Experimert output

st | cectomment] e SEA R

Figure 7:main window of the problem "TSP"

As it can be seen in the Figure 7, the windowvédéid in 4 main parts or panels:

0 A panel called “Input parameters” that containsitigut parameters that the user has to
define before using the aplication. These pararsetes.

< File: In this field the user has to set the filattis going to be the input file, | mean,
the file that contains the positions of the diffareities. To select this file, the user
has to press the button “File” and then it will eapa window where it can be chosen
the input file.
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e The rest of elements have the same meaning thaleéheents with the same name in
Greatest binary number window.

0 A panel with 2 buttons, Start and Stop, as in @satinary number window.
0 A panel called “Experiment output”, as in Greatastiry number window.

0 An “invisible” panel (because doesn’t have bordand has the same background colour
than the content pane) between “Input parametens “Experiment output”, where it
will appear

e points that represents the different cities.

* red lines between the points that represents ffereit ways of the path of the best
solution found by the algorithm.

« Numbers in black colour that represents the narhteecities.

* Numbers in red that represents the order thatltfexitom has followed to paint the
different ways of the path that represents the &lesbent.

Now it is going to be shown one example of the aken with this window when the
algorithm has ended its execution. The file usednisC:\Documents and Settings\Jaime\Mis
documentos\burmal4.tsp (contains the coordinatesdky of 14 different cities), the number of
elements chosen is 50, the iteration criterioncseteis 4, the percentage of crossover chosen,is 10
the type of mutation selected is 1 and the numbgppimts in the crossover process selected is 8. Th
result obtained is:

TSP 53]

Input parameters

File: | documentostourmat 4 tsp aration crkeriuc 4/ ioreData Tywe muttior: 1 ] =

nuerElements |50 ] crossOver % | 10 Nutiber points 3 v

Starus: ended

Actual teration: | 5 | Bestelemert: (131281007911 354612 distance | 43741797562008438

Figure 8: Example of “TSP" window with status “edtle
As it can be seen in Figure 8, the best elementdasi going from city 13 to city 12, then to city

8, then to city 10, after this go to city 0, aftkis go to city 7, after this go to city 9, aftéig go to
city 11, after this go to city 3, after this godity 5, after this go to city 4, after this go tityd®s, after
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this go to city 1 and finally go to city 2. The abtdistance covered is 43.741797562046486.

> Greatest sin in a defined interw@hdow:

NumberElemerts | White integer number-0 | UpperLimit | ke real nurber moreData crossOver % | Virite realbetween 0 and 100 |

Output parameters

Actualteration BestElemert sinValue

Figure 9:main window of the problem “Greatesin in a defined interval

As it can be seen in Figure 9, this window is v&@rgilar to "TSP" window, except in three things:

0 A new panel just under the panel of the buttonsrtStand “Stop” where it will appear
the legend of the graphic that is going to appedné middle of the window.

o This window has 2 fields that haven't appeared feefeferred to the interval where it is
going to look for the maximum “sin value”: “lowerthit”, where the user has to specify
the lower limit of the interval and “upperLimit” vene the user has to indicate the upper
limit of the interval.

o0 Inthe panel called “Output experiment” it is shownew data, the value of the sin of the
best element.
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Greatest sin in a defined inferval 3]

Input paraisters

s [ Lowertat [ 2 tereion rteriim 9] NumberPorts | 18] Typetiistion [1 5

Nimbetlonents [ Upporion [4 P - B

=Pobi Cver
‘o= Poliation after muntation

Output parameters.

Actualterstion BestElement sinvalue Statusy procesdin el

Figure 10: Example of “Greatesin in a defined intervéWindow with status “processing”

In the previous picture, Figure 10, it can be séesmt the status of the algorithm is
“processing” (bottom right corner). It can be sekryellow points, that seeing the legend,
represents the 4 elements of the initial populatidter the reproduction process, we see that we
have 4 elements that represent the same elementget drawn in green).

The next picture represents the end of other ei@cutith the same input data:

Greatest sin in a defined interval ®
Input parsimsters - 1
Length |4 LowerLimt | 2 Reration criterium |4 % | NumberPoirts 1 % TypeMutation 1 v
Leysnd
. = intisiPakiztion
NuriberEletnants ‘ .2 UpperLimt | 4 moreData crossOver % | 2 il + = Pobiation after reproduction

= Pabigtion sfter crossver
‘o= Pobiati mutatior

N\-\ o

OuaLt parameters

Actualteration | 5 BestElemert sinVelue | 0. Shauny grded:

Figure 11: Example of “Greatesin in a defined intervéindow with status “ended”

In the previous picture, Figure 11, it can be stex the status of the algorithm is “Ended”
(bottom right corner) and that the final populatitime population after the process of mutation is
formed by 4 elements that represents the same eterlement represented by the upper left corner
of a blue square in the graphic.
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» Most ones followed by one zewindow:

£ Most ones followed by one cero ]
Input par amets 1 1
Lo Typettutation (1 | Kerion crterium [1 v | moreData
PSS Narorts %] e o T
Experimert output
ectusiterstion [ | Besttemert stavus: waiting

Figure 12:main window of the problem Most ones followed by one zéro

This window, Figure 12, has the same elements tiatGreatest binary number window.

> Greatest real numbeiindow:

£ Greatest real number =
InpLt parameters:
[ e Integer number=0 | Keration criterium 1 |
| | Dt
et = st Stert step
crossOver % | Wiite real between D and 100 | Typefiutation ]
Experiment output
actualteration | | BestEleoment | | §tatus: vaiting

Figure 13:main window of the problem “Greategal number

There is nothing special to say about this wind&igyre 13), except that the elements of this
window are the same elements that the elements thdhsame name of the window titled
“Greatest binary number”.
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» Greatest binary real numbe&indow:

< Greatest binary real number

nnnnnnnnnnn

aaaaaaaaaaaa sestinent | stacus: vaivng

Figure 14:main window of the problem “Greatdsitnary real number window

This window (Figure 14) has only one more elemdrantthe Greatest binary number
window: the option “LenghRealPart”, where the usaes to specify the number of bits of the binary
number that forms the real part of it.
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Appendix B: CD content

The CD contains two folders:

> “Documentation”; is the folder that contains thediments relatives to the documentation. It
is formed by the next files:

0 “MScThesis.doc™: is the file that contains the meynihat has been printed.
0 “MScThesis.pdf”: is the “pdf” version of the fildMemory.doc”.

» “src”. is the folder that contains the needed sewnde of the application and the executable
file of the application.

» “Experiments”: is the folder that contains the Misoft Word documents that stores the

information obtained in the different experimenesalized over the different problems
specified in section 5.2 of the memory.
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